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## Preface

The main purpose of this monograph is to present recent development in pure mathematics and its applications by the Podlasie mathematicians concentrated in two the most important scientific centres of the region (i.e. University of Białystok and Białystok Technical University), and by their colleagues from the other regions of Poland. These developments are related to algebra, geometry, and the equations on the different time scales (particularly, to the difference and differential equations). The editors hope that the monograph will stimulate the exchange of ideas both among authors of individual chapters and between the authors and readers of the monograph. They also hope that the monograph will stimulate further exploring of presented areas. Finally, they hope that the cooperation established during writing of this monograph; hopefully it will be continued in the future - possibly resulting in new achievements.

The volume consists of eleven chapters divided into three parts. Part I comprising algebraic results consists of five chapters.

Chapter 1 is devoted to the study of some subclasses of $H$-rings, i.e. rings in which every subring is an ideal. In the description of $H$-rings, the central role is played by the so-called almost null rings. The authors present and classify, up to an isomorphism, some general examples of non-torsion almost null rings.

Some class of homomorphically closed rings, called powerly hereditary rings, is studied in Chapter 2. It is proved that the Kurosh chain determined by this class stabilizes at step 3 . With additional assumptions, the left Kurosh chain stabilizes at step 4. The facts presented are generalizations of the classical results for classes of nilpotent rings and for the hereditary classes.

New results for the structure of $T I$-groups are presented in Chapter 3. The structure theorem describing torsion $T I$-groups is proved, and the structure of the torsion part of mixed $T I$-groups is described as well. Furthermore, it is proved that every abelian torsion-free group of rank one is a TI-group. Numerous examples of $T I$-groups are given.

In Chapter 4, some known algebraic and geometric results concerning the spark of a matrix over an arbitrary field are recalled first. Then, a few new examples and observations are presented.

In Chapter 5, the author proves a particular case of the Hermite-Lindemann Transcendence Theorem saying that if $\alpha$ is a non-zero algebraic number, then $e^{\alpha}$ will be transcendental. Some applications of this theorem are also presented.

Part II is devoted to geometry and contains two chapters.
In Chapter 6 it is proved that a generalized Veronesian $V_{k}(M)$ cannot be realized in any Desarguesian projective space if $k \geq 3$ and the partial linear space $M$ contains a line on at least 4 points or $k>3$ and the partial linear space $M$ contains a line on at least 3 points. This result is obtained using methods of the theory of combinatorial Veronesians. As a consequence of this fact, the author obtains that there is no Desarguesian projective space containing $V_{k}(P)$,
where $P$ is a projective space and $k \geq 3$. Also, the problem of realizability of $V_{2}(P G(2,2))$ in $P G(n, 2)$ is solved.

The projective line $\mathbb{P}(R)$ over a finite associative ring $R$ with unity is discussed in Chapter 7. It is defined as the set of free cyclic submodules of ${ }^{2} R$, the twodimensional left module over $R$. In particular, automorphisms and distant graphs of projective lines are discussed.

The last part (Part III) consisting of four chapters is focused on some topics in the field of difference and differential equations.

In Chapter 8, the author explorates the differences between asymptotic properties of solutions of difference equations and their continuous analogues on the example of the third order linear homogeneous differential and difference equations. It is shown that these equations (differential and recurrence) can have solutions with different properties concerning boundedness.

In Chapter 9, some three-dimensional nonlinear difference system with deviating arguments is studied, where the first equation of the system is a neutral type difference equation. The classification of nonoscillatory solutions of the considered system are presented. Also the sufficient conditions for boundedness of a nonoscillatory solution are given.

In Chapter 10, the symmetric and antisymmetric exponential functions in four variables are described, based on the same permutation group. Next, explicit formulas for the corresponding families of the orthogonal polynomials and some of their properties are derived like orthogonality, both the continuous one and the discrete one on a lattice. A general formula for the symmetric orthogonal polynomials is also given.

In Chapter 11, the problem of relative observability for a linear stationary fractional differential-algebraic delay system with jumps is investigated. Such a system consists of a fractional differential equation in the Caputo sense and an output equation. Using determining equation the author obtains effective parametric rank criteria for the relative observability. A dual controllability result is also formulated.

The edition of this book was supported by the Polish Ministry of Science and Higher Education.

Anna Gomolińska
Adam Grabowski
Małgorzata Hryniewicka
Magdalena Kacprzak
Ewa Schmeidel

## Part I

## Algebra

# On the Non-torsion Almost Null Rings 

Ryszard R. Andruszkiewicz and Karol Pryszczepko<br>Institute of Mathematics, University of Białystok, 15-267 Białystok,<br>Akademicka 2, Poland<br>randrusz@math.uwb.edu.pl


#### Abstract

The presented work is devoted to the study of some subclasses of $H$-rings, i.e. rings in which every subring is an ideal. In the description of $H$-rings a central role play the so-called almost null rings. In this paper we present and classify, up to isomorphism, some general examples of non-torsion almost null rings.


## 1 Introduction

All considered rings are associative, not necessarily with unity. A ring in which every subring is an ideal is called an $H$-ring. If the additive group $R^{+}$of the ring $R$ is a $p$-group, then we say that $R$ is a $p$-ring and if furthermore $R$ is a nil $H$-ring, we shall say that $R$ is a nil- $H$ - $p$-ring. The class of $H$-rings have been studied by a number of authors and the most important results were obtained by L. Rédei $[7,8]$, V. I. Andrijanov [1, 2] and R. Kruse [5, 6]. Thanks to their efforts, the problem of classification of $H$-rings has been reduced to the problem of classification of nil- $H$ - $p$-rings for a prime integer $p$. To describe the class of nil-$H$-p-rings, mentioned authors used many types of rings defined by a complicated relations on generators. Unfortunately, the problem of classification of nil- $H-p-$ rings (even rings from the same class), up to an isomorphism, is still open.

The most important subclass of the class of all nil- $H$-rings is the class of almost null rings, which was discovered by Kruse and independently by Andrijanov.
Definition 1 ([5], Definition 2.1). We say that a ring $R$ is almost null if for all $a, b \in R$ the following conditions are satisfied:
(i) $a^{3}=0$,
(ii) $M a^{2}=0$ for some square-free integer $M$ which depends on a,
(iii) $a b=k a^{2}=l b^{2}$ for some integers $k, l$.

The following important proposition is due to Kruse.
Proposition 1 ([5], Proposition 2.6). A non-torsion nil-ring $R$ is an $H$-ring if and only if $R$ is an almost null ring.

The class of almost null rings, is the first of listed, by Andrianov, classes of nil- $H$-p-rings (cf. [2], Definition 1), and occurs in the description of next presented by Andrianov classes. Moreover, almost null rings play a central role in the classification of the so-called filial rings (cf. [3, 4]).

## 2 Preliminaries

Throughout the paper, $\mathbb{N}, \mathbb{Z}$ and $\mathbb{P}$ stand for the set of all positive integers, the set of all integers and the set of all primes, respectively. For $n \in \mathbb{N}$, let $\mathbb{Z}_{n}=\{0,1, \ldots, n-1\}$ be the residue class ring modulo $n$.

In the current paper for a ring $R$ we will use the following notation: for a subset $S$ of $R$, we denote by $\langle S\rangle,[S], a_{R}(S)=\{x \in R: x S=S x=0\}$ the subgroup of $R^{+}$generated by $S$, the subring of $R$ generated by $S$, the two-sided annihilator of $S$ in $R$, respectively. Instead of $a_{R}(R)$ we will write $a(R)$, for short. Moreover, $\mathbb{T}(R)=\{x \in R: n x=0$ for some $n \in \mathbb{N}\}$ and for any $p \in \mathbb{P}$ : $R_{p}=\left\{x \in R: p^{n} x=0\right.$ for some $\left.n \in \mathbb{N}\right\}, R[p]=\left\{x \in R: p x^{2}=0\right\}$. For an abelian group $M$, by $M^{0}$ we denote the ring with zero multiplication and the additive group $M$ and $M_{p}=\left\{a \in M: p^{s} a=0\right.$ for some $\left.s \in \mathbb{N}\right\}$, for $p \in \mathbb{P}$.

Some characterizations of almost null rings where found by Kruse and Andrijanov, but are unsatisfactory due to lack of description up to an isomorphism. Now we present two theorems which are a reformulation and generalization of Kruse's theorem characterizing almost null rings (cf. [5], Proposition 2.10).

Theorem 1. Let $S$ be a ring and let $p$ be a prime integer. Then $S$ is an almost null ring such that $S=S[p]$ if and only if one of the following conditions is satisfied:
(1) $S^{2}=0$,
(2) there exists $x \in S$ such that $x^{2} \neq 0, p x^{2}=0, p x, x^{2} \in a(S)$ and $S=$ $\langle x\rangle+a(S)$,
(3) there exist $x, y \in S$ such that $S=\langle x, y\rangle+a(S), x^{2} \neq 0, p x^{2}=0, p x, p y, x^{2} \in$ $a(S), y^{2}=A x^{2}, x y=F_{1} x^{2}, y x=F_{2} x^{2}$, where $A, F_{1}, F_{2} \in \mathbb{Z}$ and the congurence

$$
\begin{equation*}
X^{2}+\left(F_{1}+F_{2}\right) X+A \equiv 0 \quad(\bmod p) \tag{1}
\end{equation*}
$$

has no integer solution.
Moreover, if $S$ is an almost null ring, then the quotient ring $S / a(S)$ is a $\mathbb{Z}_{p}$ algebra and $\operatorname{dim}_{\mathbb{Z}_{p}} S / a(S) \leq 2$.

Theorem 2. A ring $R$ is an almost null ring if and only if $R=\sum_{p \in \mathbb{P}} R[p]$, where for all distinct prime integers $p, q$ we have $R[p] \cdot R[q]=0, R[p] \triangleleft R$ and $R[p]$ satisfies one of the conditions (1), (2) or (3) of Theorem 1.

Remark 1. Let $p$ be an odd prime integer and let $S_{1}$ be a ring in which there exist elements $x_{1}, y_{1}$ such that $S_{1}=\left\langle x_{1}, y_{1}\right\rangle+a\left(S_{1}\right), x_{1}^{2} \neq 0, p x_{1}^{2}=0, p x_{1}, p y_{1}, x_{1}^{2} \in$ $a\left(S_{1}\right), y_{1}^{2}=A x_{1}^{2}, x_{1} y_{1}=-F x_{1}^{2}, y_{1} x_{1}=F x_{1}^{2}$ for some $A, F \in \mathbb{Z}$ such that $p \nmid A$, $p \nmid F$ and $-A$ is a quadratic non-residue modulo $p$. Let $S_{2}$ be a ring in which there exist elements $X_{1}, Y_{1}$ such that $S_{2}=\left\langle X_{1}, Y_{1}\right\rangle+a\left(S_{2}\right), X_{1}^{2} \neq 0, p X_{1}^{2}=0$, $p X_{1}, p Y_{1}, X_{1}^{2} \in a\left(S_{2}\right), Y_{1}^{2}=B X_{1}^{2}, X_{1} Y_{1}=-F X_{1}^{2}, Y_{1} X_{1}=F X_{1}^{2}$ for some $B \in \mathbb{Z}$ such that $p \nmid B$ and $-B$ is a quadratic non-residue modulo $p$. From Theorem 1 it follows that $S_{1}, S_{2}$ are almost null rings.

We will show that $S_{1} \cong S_{2}$ implies that $A \equiv B(\bmod p)$. Assume that $f: S_{1} \rightarrow S_{2}$ is a ring isomorphism. Then $f\left(x_{1}\right)=a X_{1}+b Y_{1}+n_{1}, f\left(y_{1}\right)=c X_{1}+$ $d Y_{1}+n_{2}$ for some $n_{1}, n_{2} \in a\left(S_{2}\right)$ and $a, b, c, d \in \mathbb{Z}$ such that $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right| \equiv a d-b c \not \equiv 0$ $(\bmod p)$ and:

$$
\left\{\begin{aligned}
-F\left(a X_{1}+b Y_{1}+n_{1}\right)^{2} & =\left(a X_{1}+b Y_{1}+n_{1}\right)\left(c X_{1}+d Y_{1}+n_{2}\right) \\
F\left(a X_{1}+b Y_{1}+n_{1}\right)^{2} & =\left(c X_{1}+d Y_{1}+n_{2}\right)\left(a X_{1}+b Y_{1}+n_{1}\right) \\
A\left(a X_{1}+b Y_{1}+n_{1}\right)^{2} & =\left(c X_{1}+d Y_{1}+n_{2}\right)^{2}
\end{aligned}\right.
$$

Hence

$$
\left\{\begin{align*}
-F\left(a^{2}+B b^{2}\right) & \equiv a c-F a d+F b c+b d B & & (\bmod p)  \tag{2}\\
F\left(a^{2}+B b^{2}\right) & \equiv a c-F b c+F a d+b d B & & (\bmod p) \\
A\left(a^{2}+B b^{2}\right) & \equiv c^{2}+B d^{2} & & (\bmod p)
\end{align*}\right.
$$

Adding the first two congruences and dividing by 2 we get $a c+b d B \equiv 0(\bmod p)$. Since $p \nmid F$, so by the first congruence of (2) we obtain

$$
\begin{equation*}
a^{2}+b^{2} B \equiv a d-b c \quad(\bmod p) \tag{3}
\end{equation*}
$$

By the above and by the following identity

$$
\left(a^{2}+b^{2} B\right)\left(c^{2}+d^{2} B\right)=(a c+b d B)^{2}+B(a d-b c)^{2}
$$

we get

$$
(a d-b c)\left(c^{2}+d^{2} B\right) \equiv B(a d-b c)^{2} \quad(\bmod p)
$$

But $p \nmid a d-b c$, so $c^{2}+d^{2} B \equiv B(a d-b c)(\bmod p)$. Moreover, by the last congruence of $(2), A\left(a^{2}+B b^{2}\right) \equiv B(a d-b c)(\bmod p)$. From (3), $A(a d-b c) \equiv$ $B(a d-b c)(\bmod p)$ and since $p \nmid a d-b c$, we get $A \equiv B(\bmod p)$.

Now, we present some technical results, which will be used in this paper.
Proposition 2. Let $x$ be any element of order $p$ in a p-group $\langle a\rangle$. Then, for every abelian group $B$ and for $A=\langle a\rangle \oplus B$ we have

$$
o(a)=\max \left\{o(v): v \in A_{p} \text { and } x \in\langle v\rangle\right\}
$$

Proof. Assume, that there exists $v_{0} \in A_{p}$ such that $x \in\left\langle v_{0}\right\rangle$ and $o\left(v_{0}\right)=p^{t}>$ $p^{r}=o(a)$. Since $o(x)=p$, so $x=U p^{t-1} v_{0}$ for some $U \in \mathbb{Z}, p \nmid U$. But $v_{0}=k a+b$ for some $k \in \mathbb{Z}$ and $b \in B$. Therefore $p^{t-1} v_{0} \in B$, so $x \in B$, a contradiction. Thus $o(a)=\max \left\{o(v): v \in A_{p}\right.$ and $\left.x \in\langle v\rangle\right\}$.

Theorem 3 (Walker). Let $F, F^{\prime}, G, H$ be abelian groups. If $F \oplus G \cong F^{\prime} \oplus H$, $F \cong F^{\prime}$ and $F$ is finitely generated, then $G \cong H$.

Proof. Corollary 8 of [9].
The next lemma follows directly from the Dirichlet's theorem on arithmetic progressions, but we give an elementary proof.

Lemma 1. Let $p$ be any prime integer and let $a, b$ be any integers such that at least one of them is not divisible by $p$. Then there exist relatively prime integers $x, y$ such that $x \equiv a(\bmod p)$ and $y \equiv b(\bmod p)$.
Proof. Without loss of generality we may assume that $a, b \in \mathbb{Z}_{p}$ and $a \neq 0$. If $b=0$ it is enough to set $x=a+p$ and $y=p$, because $p \nmid a$. Now, assume $b \neq 0$. Since the multiplicative group of the field $\mathbb{Z}_{p}$ is cyclic, there exists $c \in \mathbb{Z}_{p} \backslash\{0\}$ such that $a \equiv c^{k}(\bmod p)$ and $b \equiv c^{l}(\bmod p)$ for some $k, l \in \mathbb{N}$. Hence $p \nmid c$. Let $x=c^{k}+(c+1) p$ and $y=c^{l}$. Then $x \equiv a(\bmod p)$ and $y \equiv b(\bmod p)$. If the integers $x$ and $y$ were not relatively prime then for some prime we wolud have $q \mid c^{l}$ and $q \mid c^{k}+(c+1) p$. Thus $q \mid c$ and $q<p$. Therefore $q \mid(c+1) p$ and hence $q \mid c+1$. But $q \mid c$, so we obtain $q \mid 1$, a contradiction.
Proposition 3. Let $p$ be any odd prime integer and let $A, F, V_{1}, V_{2}$ be integers such that $p \nmid F^{2}-4 A$. Then

$$
\left\{X^{2}+F X Y+A Y^{2}+V_{1} X+V_{2} Y: X, Y \in \mathbb{Z}_{p}\right\}=\mathbb{Z}_{p}
$$

Proof. First, we will prove that $\left\{X^{2}+F X Y+A Y^{2}: X, Y \in \mathbb{Z}_{p}\right\}=\mathbb{Z}_{p}$. Since $p>2$, so $1 / 2 \in \mathbb{Z}_{p}$ and for arbitrary $X, Y \in \mathbb{Z}_{p}$ we have

$$
X^{2}+F X Y+A Y^{2}=(X+(F / 2) Y)^{2}-\left(F^{2}-4 A\right)(Y / 2)^{2}
$$

Therefore it is enough to show that $\left\{U^{2}-\Delta V^{2}: U, V \in \mathbb{Z}_{p}\right\}=\mathbb{Z}_{p}$ for $\Delta=$ $F^{2}-4 A$. Take any $c \in \mathbb{Z}_{p}$ and consider the sets $A=\left\{U^{2}-c: U \in \mathbb{Z}_{p}\right\}$ and $B=$ $\left\{\Delta V^{2}: V \in \mathbb{Z}_{p}\right\}$. Since the set $\left\{W^{2}: W \in \mathbb{Z}_{p}\right\}=\left\{0^{2}, 1^{2}, \ldots,((p-1) / 2)^{2}\right\}$ has cardinality $(p+1) / 2>p / 2$ and $p \nmid \Delta$, so both $A$ and $B$ have cardinality $(p+1) / 2$. Hence $A$ and $B$ cannot be disjoint as subsets of $\mathbb{Z}_{p}$. Thus, there exist $U, V \in \mathbb{Z}_{p}$ such that $U^{2}-c=\Delta V^{2}$. Therefore $c=U^{2}-\Delta V^{2}$.

Now, we consider the general case, when the integers $V_{1}$ and $V_{2}$ are arbitrary. Since $p \nmid F^{2}-4 A$, so there exist $a, b \in \mathbb{Z}$ such that $2 a+F b \equiv V_{1}(\bmod p)$ and $F a+2 A b \equiv V_{2}(\bmod p)$. Hence, for arbitrary $X, Y \in \mathbb{Z}$ we have $X^{2}+F X Y+$ $A Y^{2}+V_{1} X+V_{2} Y \equiv(X+a)^{2}+F(X+a)(Y+b)+A(Y+b)^{2}-\left(a^{2}+F a b+A b^{2}\right)$ $(\bmod p)$. Therefore, by the first part of the proof, we get $\left\{X^{2}+F X Y+A Y^{2}+\right.$ $\left.V_{1} X+V_{2} Y: X, Y \in \mathbb{Z}_{p}\right\}=\mathbb{Z}_{p}$.

## 3 The main examples

Example 1. Let $p$ be any prime integer and let integers $F_{1}, F_{2}, A$ be such that the congruence (1) has no solution. Let $U \in \mathbb{Z}_{p} \backslash\{0\}$ and $m, n \in \mathbb{N}$, wherein $n>1$. Moreover, let $R=\mathbb{Z}_{p^{m}}^{+} \times \mathbb{Z}_{p^{n}}^{+}$or $R=\mathbb{Z}^{+} \times \mathbb{Z}_{p^{n}}^{+}$. In the group $R$ we define a multiplication by the formula

$$
\begin{equation*}
\left(k_{1}, l_{1}\right) \cdot\left(k_{2}, l_{2}\right)=\left(0, U \cdot\left(k_{1} l_{2} F_{2}+l_{1} k_{2} F_{1}+A k_{1} k_{2}+l_{1} l_{2}\right) \cdot p^{n-1}\right) \tag{4}
\end{equation*}
$$

A standard computation shows that this multiplication is well-defined, distributive over addition and $(a b) c=a(b c)=0$ for any $a, b, c \in R$. The ring constructed above will be dentoted by

$$
\left(\mathbb{Z}_{p^{m}} \times_{U p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A} \quad \text { or } \quad\left(\mathbb{Z} \times_{U p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A}
$$

Since, the congruence (1) has no solution, so $\left\langle(k, l)^{2}\right\rangle=\left\langle\left(0, p^{n-1}\right)\right\rangle$ if $p \nmid k$ or $p \nmid l$ and $(k, l)^{2}=(0,0)$ if $p \mid k$ and $p \mid l$.

Let $y=(1,0), x=(0,1)$. Then $R^{+}=\langle y\rangle \oplus\langle x\rangle, x^{2}=U \cdot p^{n-1} x, y^{2}=A x^{2}$, $x y=F_{1} x^{2}, y x=F_{2} x^{2}, o\left(x^{2}\right)=p$ and $x^{2}, p x, p y \in a(R)$. By Theorem $1, R$ is an almost null ring. Moreover $a(R)=\langle p y\rangle \oplus\langle p x\rangle,(R / a(R))^{+} \cong \mathbb{Z}_{p}^{+} \times \mathbb{Z}_{p}^{+}$.

Note that there exists $V \in \mathbb{Z}$ such that $U V \equiv 1(\bmod p)$. Let $F_{1}^{\prime}=U F_{1}$, $F_{2}^{\prime}=U F_{2}, A^{\prime}=U^{2} A$. Then the congruence $X^{2}+\left(F_{1}^{\prime}+F_{2}^{\prime}\right) X+A^{\prime} \equiv 0(\bmod p)$, has no solution. Moreover, the functions

$$
\begin{aligned}
f:\left(\mathbb{Z}_{p^{m}} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{F_{1}^{\prime}, F_{2}^{\prime}, A^{\prime}} \rightarrow\left(\mathbb{Z}_{p^{m}} \times_{U p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A}, \\
g:\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{F_{1}^{\prime}, F_{2}^{\prime}, A^{\prime}} \rightarrow\left(\mathbb{Z} \times_{U p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A}
\end{aligned}
$$

given by the formulas $f((k, l))=(k, V l), g((k, l))=(k, V l)$ are ring isomorphisms. Therefore, without loss of generality, we may assume that $U=1$.

Furthermore, if an integer $W$ is not divisible by $p$, then there exists $V \in \mathbb{Z}$ such that $W V \equiv 1(\bmod p)$ and the congruence $X^{2}+\left(W F_{1}+W F_{2}\right) X+W^{2} A \equiv 0$ $(\bmod p)$ has no solution. Moreover, the function $f:\left(\mathbb{Z}_{p^{m}} \times{ }_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A} \rightarrow$ $\left(\mathbb{Z}_{p^{m}} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{W F_{1}, W F_{2}, W^{2} A}$ given by the formula $f((k, l))=(V k, l)$ is a ring isomorphism.

Example 2. Let $p, U, F_{1}, F_{2}, A$ be the same as in the Example 1. Let $m, n, s \in \mathbb{N}$. Moreover, let $R=\mathbb{Z}_{p^{m}} \times \mathbb{Z}_{p^{n}} \times \mathbb{Z}_{p^{s}}$ or $R=\mathbb{Z} \times \mathbb{Z}_{p^{n}} \times \mathbb{Z}_{p^{s}}$ or $R=\mathbb{Z} \times \mathbb{Z} \times \mathbb{Z}_{p^{s}}$. In the group $R$ we define a multiplication by the formula

$$
\begin{equation*}
\left(k_{1}, l_{1}, t_{1}\right) \cdot\left(k_{2}, l_{2}, t_{2}\right)=\left(0,0, U\left(k_{1} l_{2} F_{2}+l_{1} k_{2} F_{1}+A k_{1} k_{2}+l_{1} l_{2}\right) \cdot p^{s-1}\right) \tag{5}
\end{equation*}
$$

A standard computation shows that this multiplication is well-defined, distributive over addition and $(a b) c=a(b c)=0$ for any $a, b, c \in R$. The ring constructed above will be denoted, respectively, by

$$
\begin{gathered}
\left(\mathbb{Z}_{p^{m}} \times \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A} \times{ }_{U p^{s-1}} \mathbb{Z}_{p^{s}}, \\
\left(\mathbb{Z} \times \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A} \times_{U p^{s-1}} \mathbb{Z}_{p^{s}}, \\
(\mathbb{Z} \times \mathbb{Z})_{F_{1}, F_{2}, A} \times{ }_{U p^{s-1}} \mathbb{Z}_{p^{s}}
\end{gathered}
$$

Since, the congruence (1) has no solution, so $(k, l, t)^{2}=(0,0,0)$ if and only if $p \mid k$ and $p \mid l$. Moreover, $\left\langle(k, l, t)^{2}\right\rangle=\left\langle\left(0,0, p^{s-1}\right)\right\rangle$ if $p \nmid k$ or $p \nmid l$.

Let $y=(1,0,0), x=(0,1,0), z=(0,0,1)$. Then $x^{2}=U p^{s-1} z, y^{2}=A x^{2}$, $x y=F_{1} x^{2}, y x=F_{2} x^{2}, a(R)=\langle p y\rangle \oplus\langle p x\rangle \oplus\langle z\rangle, R=\langle x, y\rangle+a(R),(R / a(R))^{+} \cong$ $\mathbb{Z}_{p}^{+} \times \mathbb{Z}_{p}^{+}$, so by Theorem 1 it follows that $R$ is an almost null ring.

Moreover, the functions

$$
\begin{gathered}
f:\left(\mathbb{Z}_{p^{m}} \times \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A} \times \times_{p^{s-1}} \mathbb{Z}_{p^{s}} \rightarrow\left(\mathbb{Z}_{p^{m}} \times \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A} \times{ }_{U p^{s-1}} \mathbb{Z}_{p^{s}}, \\
g:\left(\mathbb{Z} \times \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A} \times \times_{p^{s-1}} \mathbb{Z}_{p^{s}} \rightarrow\left(\mathbb{Z} \times \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A} \times{ }_{U p^{s-1}} \mathbb{Z}_{p^{s}}, \\
h:(\mathbb{Z} \times \mathbb{Z})_{F_{1}, F_{2}, A} \times \times_{p^{s-1}} \mathbb{Z}_{p^{s}} \rightarrow(\mathbb{Z} \times \mathbb{Z})_{F_{1}, F_{2}, A} \times{ }_{U p^{s-1}} \mathbb{Z}_{p^{s}},
\end{gathered}
$$

given by the formulas $f((k, l, t))=(k, l, U t), g((k, l, t))=(k, l, U t), h((k, l, t))=$ $(k, l, U t)$ are ring isomorphisms. Therefore, without loss of generality, we may assume that $U=1$.

Furthermore, if an integer $W$ is not divisible by $p$, then the congruence $X^{2}+$ $\left(W F_{1}+W F_{2}\right) X+W^{2} A \equiv 0(\bmod p)$ has no solution and the functions

$$
\begin{gathered}
f:\left(\mathbb{Z}_{p^{m}} \times \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A} \times \times_{p^{s-1}} \mathbb{Z}_{p^{s}} \rightarrow\left(\mathbb{Z}_{p^{m}} \times \mathbb{Z}_{p^{n}}\right)_{W F_{1}, W F_{2}, W^{2} A} \times{ }_{p^{s-1}} \mathbb{Z}_{p^{s}} \\
g:\left(\mathbb{Z} \times \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A} \times \times_{p^{s-1}} \mathbb{Z}_{p^{s}} \rightarrow\left(\mathbb{Z} \times \mathbb{Z}_{p^{n}}\right)_{W F_{1}, W F_{2}, W^{2} A} \times{ }_{p^{s-1}} \mathbb{Z}_{p^{s}}
\end{gathered}
$$

given by the formulas $f((k, l, t))=\left(k, W l, W^{2} t\right), g((k, l, t))=\left(k, W l, W^{2} t\right)$ are ring isomorphisms.

## 4 The rings of the form $\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A}$ and their extensions

Proposition 4. For any odd prime integer $p$ and for $i=1,2$ let $R_{i}=\left(\mathbb{Z} \times{ }_{p^{n_{i}-1}}\right.$ $\left.\mathbb{Z}_{p^{n_{i}}}\right)_{0,0,-\mu_{i}}$, where $n_{i}>1$, $\mu_{i}$ is a fixed quadratic non-residue modulo $p$. Let $A_{i}$ be a torsion ring with zero multiplication. Then $R_{1} \oplus A_{1} \cong R_{2} \oplus A_{2}$ if and only if $n_{1}=n_{2}, A_{1}^{+} \cong A_{2}^{+}$and $\mu_{1} \equiv \mu_{2}(\bmod p)$.

Proof. Implication $\Leftarrow$ is obvious. For the implication $\Rightarrow$, assume that $f: R_{1} \oplus$ $A_{1} \rightarrow R_{2} \oplus A_{2}$ is a ring isomorphism. By Proposition $2, p^{n_{i}}=\max \left\{o(v):\left(R_{i} \oplus\right.\right.$ $\left.\left.A_{i}\right)^{2} \subseteq\langle v\rangle\right\}$ for $i=1,2$, hence $n_{1}=n_{2}=n$. Moreover, $f$ is an isomorphism of the additive groups, so by Theorem $3, A_{1}^{+} \cong A_{2}^{+}$. Next, $o(f((0,1)))=o((0,1))=p^{n}$, so there exist $l, d \in \mathbb{Z}$ and $\alpha \in A_{2}$ such that $f((0,1))=(l, d \cdot 1)+\alpha$. But $(0,1) \notin a\left(R_{1} \oplus A_{1}\right)$ and $o((0,1))<\infty$. Thus $l=0$ and $(0, d \cdot 1)+\alpha \notin a\left(R_{2} \oplus A_{2}\right)$. Hence $p \nmid d$. Moreover $f((1,0))=(a, b \cdot 1)+\beta$ for some $a, b \in \mathbb{Z}, \beta \in A_{2}$. Therefore $f((k, l)+\gamma)=(k a,(k b+l d) \cdot 1)+l \alpha+k \beta+f(\gamma)$ for arbitrary $k \in \mathbb{Z}, l \in \mathbb{Z}_{p^{n}}$, $\gamma \in A_{1}$. But $l \alpha+k \beta+f(\gamma) \in A_{2} \oplus \mathbb{T}\left(R_{2}\right)$, the group $A_{1}^{+}$is torsion and $f$ is "onto", so $a k=1$ for some $k \in \mathbb{Z}$. Hence $a= \pm 1$ and $a^{2}=1$.

Next, $(0,1)^{2}=\left(0, p^{n-1}\right)$, so $f\left((0,1)^{2}\right)=p^{n-1} \cdot f((0,1))=p^{n-1} \cdot(0, d \cdot 1)+$ $p^{n-1} \alpha$ and $f\left((0,1)^{2}\right)=[f((0,1))]^{2}=((0, d \cdot 1)+\alpha)^{2}=\left(0, d^{2} \cdot p^{n-1}\right)$. Therefore $d^{2} \equiv d(\bmod p)$ and since $p \nmid d$, so $d \equiv 1(\bmod p)$.

Moreover, $(0,0)=f((0,0))=f((1,0) \cdot(0,1))=f((1,0)) \cdot f((0,1))=((a, b$. $1)+\beta) \cdot((0, d \cdot 1)+\alpha)=\left(0, b d \cdot p^{n-1}\right)$, so $b d \equiv 0(\bmod p)$. By the above $p \mid b$. Applying the function $f$ to $(1,0)^{2}=-\mu_{1}(0,1)$ we get $-\mu_{1} d \equiv-\mu_{2} a^{2}+b^{2}$ $(\bmod p)$. But $a^{2}=1, d \equiv 1(\bmod p)$ and $p \mid b$, so $\mu_{1} \equiv \mu_{2}(\bmod p)$.

Proposition 5. Let $p$ be an odd prime integer and $\mu_{1}, \mu_{2}$ be a fixed quadratic non-residues modulo $p$. Then for every integer $n>1$,

$$
\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{0,0,-\mu_{1}} \oplus \mathbb{Z}^{0} \cong\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{0,0,-\mu_{2}} \oplus \mathbb{Z}^{0}
$$

Proof. Elementary number theory implies that $\mu_{1} \equiv a^{2} \mu_{2}(\bmod p)$ for some $a \in \mathbb{Z}$ and that there exist $C, E \in \mathbb{Z}$ such that $a C-p E=1$. It is easy to check that the function

$$
f:\left(\mathbb{Z} \times{ }_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{0,0,-\mu_{1}} \oplus \mathbb{Z}^{0} \rightarrow\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{0,0,-\mu_{2}} \oplus \mathbb{Z}^{0}
$$

given by the formula $f(k, l, t)=(a k+p t, l, C t+E k)$ is a ring isomorphism.
Proposition 6. Let $n>1$ be an integer. Then

$$
\left(\mathbb{Z} \times_{2^{n-1}} \mathbb{Z}_{2^{n}}\right)_{0,1,1} \cong\left(\mathbb{Z} \times_{2^{n-1}} \mathbb{Z}_{2^{n}}\right)_{1,0,1}
$$

Proof. It is easy to check that the function

$$
f:\left(\mathbb{Z}_{2^{m}} \times{ }_{2^{n-1}} \mathbb{Z}_{2^{n}}\right)_{1,0,1} \rightarrow\left(\mathbb{Z}_{2^{m}} \times_{2^{n-1}} \mathbb{Z}_{2^{n}}\right)_{0,1,1},
$$

given by the formula $f((k, l))=(k,(k+l) \cdot 1)$ is a ring isomorphism.
Proposition 7. Let $p$ be an odd prime integer and $n>1$ be an integer. Let $F, A$ be integers such that $p \nmid F$ and the congruence $X^{2}+2 F X+A \equiv 0(\bmod p)$ has no solution. Then

$$
\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{0,0, A-F^{2}} \cong\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{F, F, A}
$$

Proof. It is easy to check that the function

$$
f:\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{0,0, A-F^{2}} \rightarrow\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{F, F, A},
$$

given by the formula $f((k, l))=(k,(l-F k) \cdot 1)$ is a ring isomorphism.
Proposition 8. Let $p$ be an odd prime integer and $n>1$ be an integer. Let $A, F_{1}, F_{2}$ be integers such that $p \nmid F_{1}-F_{2}$ and the congruence $X^{2}+\left(F_{1}+\right.$ $\left.F_{2}\right) X+A \equiv 0(\bmod p)$ has no solution. Then there exist integers $G, B$ such that $4 B \equiv 4 A-\left(F_{1}+F_{2}\right)^{2}(\bmod p), 2 G \equiv F_{2}-F_{1}(\bmod p)$ and

$$
\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A} \cong\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{-G, G, B}
$$

Proof. Since $p$ is odd, so there exist $b, G, B \in \mathbb{Z}$ such that $2 b \equiv-\left(F_{1}+F_{2}\right)$ $(\bmod p), 4 B \equiv 4 A-\left(F_{1}+F_{2}\right)^{2}(\bmod p)$ and $2 G \equiv F_{2}-F_{1}(\bmod p)$. It is easy to check that the function

$$
f:\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{-G, G, B} \rightarrow\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A},
$$

given by the formula $f((k, l))=(k,(k b+l) \cdot 1)$ is a ring isomorphism.
Proposition 9. Let $p$ be an odd prime integer and $n>1$ be an integer. Let $\mu$ be a fixed quadratic non-residue modulo $p$. Let $G$ and $F$ be integers, which both are not divisible by $p$. The rings $\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{-G, G,-\mu}$ and $\left(\mathbb{Z} \times{ }_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{-F, F,-\mu}$ are isomorphic if and only if $G \equiv F(\bmod p)$ or $G \equiv-F(\bmod p)$.

Proof. Assume that $G \equiv F(\bmod p)$ or $G \equiv-F(\bmod p)$. Then $F \equiv U G$ $(\bmod p)$ for $U= \pm 1$. It is easy to check that the function

$$
f:\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{-F, F,-\mu} \rightarrow\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{-G, G,-\mu}
$$

given by the formula $f((k, l))=(U k, l)$ is a ring isomorphism.

Conversely, let $g:\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{-G, G,-\mu} \rightarrow\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{-F, F,-\mu}$ be a ring isomorphism. Then $o(g((0,1)))=o((0,1))=p^{n}$, so $g((0,1))=(0, c)$ for some $c \in \mathbb{Z}_{p^{n}}$. But $(0,1)^{2}=p^{n-1}(0,1)$, so $(0, c)^{2}=p^{n-1}(0, c)$. Moreover $(0, c)^{2}=$ $c^{2}(0,1)^{2}=c^{2} p^{n-1}(0,1)$. Hence $c^{2} \equiv c(\bmod p)$. Since $f\left((0,1)^{2}\right) \neq(0,0)$, so $p \nmid c$ and $c \equiv 1(\bmod p)$. Next, $g((1,0))=(a, b)$ for some $a \in \mathbb{Z}, b \in \mathbb{Z}_{p^{n}}$. Therefore $(1,0)=K(a, b)+L(0, c)$ for some $K, L \in \mathbb{Z}$ and hence $a= \pm 1$. Moreover $(a, b)^{2}=-\mu p^{n-1}(0,1)$ and $(a, b)^{2}=\left(0,\left(-\mu a^{2}+b^{2}\right) p^{n-1}\right)=\left(0,\left(-\mu+b^{2}\right) p^{n-1}\right)$, so $-\mu+b^{2} \equiv-\mu(\bmod p)$ and consequently $p \mid b$. Next, $g((1,0) \cdot(0,1))=$ $g((1,0)) \cdot g((0,1))$, so $g\left(G p^{n-1} \cdot(0,1)\right)=(a, b) \cdot(0, c)$. Thus $G c \equiv a c F+b c$ $(\bmod p)$. But $p \mid b$ and $p \nmid c$, so $G \equiv a F(\bmod p)$. Finally $G \equiv \pm F(\bmod p)$.

Proposition 10. Let $p$ be an odd prime integer and let $\mu$ be a fixed quadratic non-residue modulo $p$. Let $n>1$ be an integer. Then for every integer $F$ which is not divisible by $p$,

$$
\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{-1,1,-\mu} \oplus \mathbb{Z}^{0} \cong\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{-F, F,-\mu F^{2}} \oplus \mathbb{Z}^{0}
$$

Proof. There exist $A, M \in \mathbb{Z}$ such that $F A+M p=1$. It is easy to check, that the function

$$
f:\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{-1,1,-\mu} \oplus \mathbb{Z}^{0} \rightarrow\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{-F, F,-\mu F^{2}} \oplus \mathbb{Z}^{0}
$$

given by the formula $f((k, l, t))=(k A+p t, l, F t-M k)$ is a ring isomorphism.
By Example 1, Propositions 4, 6, 7, 8, 9 and Remark 1 we get the following theorem.

Theorem 4. Let $p, n, A, F_{1}, F_{2}$ be the same as in the Example 1. If $p>2$, then let $\mu$ be a fixed quadratic non-residue modulo $p$. Let $R=\left(\mathbb{Z} \times p_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A}$. Then:
(i) if $p>2$ and the ring $R$ is commutative, then $F_{1} \equiv F_{2}(\bmod p)$ and

$$
R \cong\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{0,0,-\mu V^{2}}
$$

for exactly one $V \in\{1,2, \ldots,(p-1) / 2\}$,
(ii) if $p=2$, then the ring $R$ is not commutative and

$$
R \cong\left(\mathbb{Z} \times \times_{2^{n-1}} \mathbb{Z}_{2^{n}}\right)_{0,1,1}
$$

(iii) if $p>2$ and the ring $R$ is not commutative, then $F_{1} \not \equiv F_{2}(\bmod p)$ and

$$
R \cong\left(\mathbb{Z} \times_{p^{n-1}} \mathbb{Z}_{p^{n}}\right)_{-F, F,-\mu V^{2}}
$$

$$
\text { for exactly one pair }(F, V) \in\{1,2, \ldots,(p-1) / 2\} \times\{1,2, \ldots,(p-1) / 2\}
$$

## 5 The rings of the form $\left(\mathbb{Z} \times \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A} \times{ }_{p^{s-1}} \mathbb{Z}_{p^{s}}$

Proposition 11. Let $p, n, s, A, F_{1}, F_{2}$ be the same as in the Example 2. Let $R=\left(\mathbb{Z} \times \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A} \times{ }_{p^{s-1}} \mathbb{Z}_{p^{s}}$. Then:
(i) if $p>2$ and the ring $R$ is commutative, then $F_{1} \equiv F_{2}(\bmod p)$ and

$$
R \cong\left(\mathbb{Z} \times \mathbb{Z}_{p^{n}}\right)_{0,0, A-F_{1}^{2}} \times_{p^{s-1}} \mathbb{Z}_{p^{s}}
$$

(ii) if $p=2$, then the ring $R$ is not commutative and

$$
R \cong\left(\mathbb{Z} \times \mathbb{Z}_{2^{n}}\right)_{0,1,1} \times \times_{2^{s-1}} \mathbb{Z}_{2^{s}} \cong(\mathbb{Z} \times \mathbb{Z})_{1,0,1} \times \times_{2^{s-1}} \mathbb{Z}_{2^{s}}
$$

(iii) if $p>2$ and the ring $R$ is not commutative, then $F_{1} \not \equiv F_{2}(\bmod p)$ and

$$
R \cong\left(\mathbb{Z} \times \mathbb{Z}_{p^{n}}\right)_{-G, G, B} \times_{p^{s-1}} \mathbb{Z}_{p^{s}}
$$

for all $G, B \in \mathbb{Z}$ such that $4 B \equiv 4 A-\left(F_{1}+F_{2}\right)^{2}(\bmod p), 2 G \equiv F_{2}-F_{1}$ $(\bmod p)$.

Proof. (i). It is enough to check, that the function

$$
F:\left(\mathbb{Z} \times \mathbb{Z}_{p^{n}}\right)_{0,0, A-F_{1}^{2}} \times_{p^{s-1}} \mathbb{Z}_{p^{s}} \rightarrow\left(\mathbb{Z} \times \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{1}, A} \times \times_{p^{s-1}} \mathbb{Z}_{p^{s}}
$$

given by the formula $F((k, l, t))=\left(k, l-F_{1} k, t\right)$, is a ring isomorphism.
(ii). The function

$$
F:\left(\mathbb{Z} \times \mathbb{Z}_{2^{n}}\right)_{1,0,1} \times_{2^{s-1}} \mathbb{Z}_{2^{s}} \rightarrow\left(\mathbb{Z} \times \mathbb{Z}_{2^{n}}\right)_{0,1,1} \times_{2^{s-1}} \mathbb{Z}_{2^{s}}
$$

given by the formula $F((k, l, t))=(k, k+l, t)$ is a ring isomorphism.
(iii). Since $p$ is an odd prime, so there exist $b, G, B \in \mathbb{Z}$ such that $2 b \equiv$ $-\left(F_{1}+F_{2}\right)(\bmod p), 4 B \equiv 4 A-\left(F_{1}+F_{2}\right)^{2}(\bmod p)$ and $2 G \equiv F_{2}-F_{1}(\bmod p)$. It is easy to check that the function

$$
f:\left(\mathbb{Z} \times \mathbb{Z}_{p^{n}}\right)_{-G, G, B} \times_{p^{s-1}} \mathbb{Z}_{p^{s}} \rightarrow\left(\mathbb{Z} \times \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A} \times{ }_{p^{s-1}} \mathbb{Z}_{p^{s}}
$$

given by the formula $f((k, l, t))=(k, k b+l, t)$ is a ring isomorphism.
By Remark 1, Example 2 and Proposition 11 we get the following theorem.
Theorem 5. Let $p, n, s, A, F_{1}, F_{2}$ be the same as in the Example 2. If $p>2$, then let $\mu$ be a fixed quadratic non-residue modulo $p$. Let $R=\left(\mathbb{Z} \times \mathbb{Z}_{p^{n}}\right)_{F_{1}, F_{2}, A} \times{ }_{p^{s-1}}$ $\mathbb{Z}_{p^{s}}$. Then:
(i) if $p>2$ and the ring $R$ is commutative, then $F_{1} \equiv F_{2}(\bmod p)$ and

$$
R \cong\left(\mathbb{Z} \times \mathbb{Z}_{p^{n}}\right)_{0,0,-\mu} \times_{p^{s-1}} \mathbb{Z}_{p^{s}}
$$

(ii) if $p=2$, then the ring $R$ is not commutative and

$$
R \cong\left(\mathbb{Z} \times \mathbb{Z}_{2^{n}}\right)_{0,1,1} \times \times_{2^{s-1}} \mathbb{Z}_{2^{s}}
$$

(iii) if $p>2$ and the ring $R$ is not commutative, then $F_{1} \not \equiv F_{2}(\bmod p)$ and

$$
R \cong\left(\mathbb{Z} \times \mathbb{Z}_{p^{n}}\right)_{-1,1,-\mu V^{2}} \times \times_{p^{s-1}} \mathbb{Z}_{p^{s}}
$$

for exactly one $V \in\{1,2, \ldots,(p-1) / 2\}$.

## 6 The rings of the form $(\mathbb{Z} \times \mathbb{Z})_{F_{1}, F_{2}, A} \times{ }_{p^{s-1}} \mathbb{Z}_{p^{s}}$

Proposition 12. Let $p, s, A, F_{1}, F_{2}$ be the same as in the Example 2 and let $R=(\mathbb{Z} \times \mathbb{Z})_{F_{1}, F_{2}, A} \times_{p^{s-1}} \mathbb{Z}_{p^{s}}$. Then:
(i) if $p>2$ and the ring $R$ is commutative, then $F_{1} \equiv F_{2}(\bmod p)$ and

$$
R \cong(\mathbb{Z} \times \mathbb{Z})_{0,0, A-F_{1}^{2}} \times_{p^{s-1}} \mathbb{Z}_{p^{s}}
$$

(ii) if $p=2$, then the ring $R$ is not commutative and

$$
R \cong(\mathbb{Z} \times \mathbb{Z})_{0,1,1} \times_{2^{s-1}} \mathbb{Z}_{2^{s}} \cong(\mathbb{Z} \times \mathbb{Z})_{1,0,1} \times_{2^{s-1}} \mathbb{Z}_{2^{s}}
$$

(iii) if $p>2$ and the ring $R$ is not commutative, then $F_{1} \not \equiv F_{2}(\bmod p)$ and

$$
R \cong(\mathbb{Z} \times \mathbb{Z})_{-G, G, B} \times_{p^{s-1}} \mathbb{Z}_{p^{s}}
$$

for all $G, B \in \mathbb{Z}$ such that $4 B \equiv 4 A-\left(F_{1}+F_{2}\right)^{2}(\bmod p), 2 G \equiv F_{2}-F_{1}$ $(\bmod p)$.

Proof. (i). It is easy to check that the function

$$
F:(\mathbb{Z} \times \mathbb{Z})_{0,0, A-F_{1}^{2}} \times_{p^{s-1}} \mathbb{Z}_{p^{s}} \rightarrow(\mathbb{Z} \times \mathbb{Z})_{F_{1}, F_{1}, A} \times \times_{p^{s-1}} \mathbb{Z}_{p^{s}}
$$

given by the formula $F((k, l, t))=\left(k, l-F_{1} k, t\right)$ is a ring isomorphism.
(ii). The function

$$
F:(\mathbb{Z} \times \mathbb{Z})_{1,0,1} \times \times_{2^{s-1}} \mathbb{Z}_{2^{s}} \rightarrow(\mathbb{Z} \times \mathbb{Z})_{0,1,1} \times \times_{2^{s-1}} \mathbb{Z}_{2^{s}}
$$

given by the formula $F((k, l, t))=(k, k+l, t)$ is a ring isomorphism.
(iii). Since $p$ is an odd prime, so there exist $b, G, B \in \mathbb{Z}$ such that $2 b \equiv$ $-\left(F_{1}+F_{2}\right)(\bmod p), 4 B \equiv 4 A-\left(F_{1}+F_{2}\right)^{2}(\bmod p)$ and $2 G \equiv F_{2}-F_{1}(\bmod p)$. It Is easy to check, that the function

$$
f:(\mathbb{Z} \times \mathbb{Z})_{-G, G, B} \times_{p^{s-1}} \mathbb{Z}_{p^{s}} \rightarrow(\mathbb{Z} \times \mathbb{Z})_{F_{1}, F_{2}, A} \times_{p^{s-1}} \mathbb{Z}_{p^{s}}
$$

given by the formula $f((k, l, t))=(k, k b+l, t)$ is a ring isomorphism.
Proposition 13. Let $p$ be an odd prime integer and $\mu$ be a fixed quadratic nonresidue modulo $p$. Let $s$ be a natural number and $t$ an integer, which is not divisible by $p$. Then

$$
(\mathbb{Z} \times \mathbb{Z})_{0,0,-\mu t^{2}} \times_{p^{s-1}} \mathbb{Z}_{p^{s}} \cong(\mathbb{Z} \times \mathbb{Z})_{0,0,-\mu} \times{ }_{p^{s-1}} \mathbb{Z}_{p^{s}}
$$

Proof. By Lemma 1 and Proposition 3 there exist relatively prime integers $k_{1}$ and $k_{2}$ such that

$$
\begin{equation*}
k_{1}^{2}-\mu t^{2} k_{2}^{2} \equiv t \quad(\bmod p) \tag{6}
\end{equation*}
$$

Moreover, there exists $s \in \mathbb{Z}$ such that $s t \equiv 1(\bmod p)$. Hence from (6) we get

$$
\begin{equation*}
s k_{1}^{2}-\mu t k_{2}^{2} \equiv 1 \quad(\bmod p) \tag{7}
\end{equation*}
$$

Hence, there exists $W_{0} \in \mathbb{Z}$ such that

$$
\begin{equation*}
s k_{1}^{2}-\mu t k_{2}^{2}=1+p W_{0} \tag{8}
\end{equation*}
$$

Since the integers $k_{1}$ and $k_{2}$ are relatively prime, so there exist $U, V \in \mathbb{Z}$ such that $k_{1} U-k_{2} V=-W_{0}$. Let

$$
\begin{equation*}
l_{1}=\mu t k_{2}+p V, \quad l_{2}=s k_{1}+p U \tag{9}
\end{equation*}
$$

By formulas (8) and (9) we obtain

$$
\begin{equation*}
k_{1} l_{2}-l_{1} k_{2}=1 \tag{10}
\end{equation*}
$$

But $s t \equiv 1(\bmod p)$, so by the formula (9) we get

$$
\begin{equation*}
\mu k_{1} k_{2} \equiv l_{1} l_{2} \quad(\bmod p) \tag{11}
\end{equation*}
$$

Next, by (9) and the fact that $s t \equiv 1(\bmod p)$ we get $-\mu t^{2}\left(l_{2}^{2}-\mu k_{2}^{2}\right) \equiv-\mu k_{1}^{2}+$ $\mu^{2} t^{2} k_{2}^{2} \equiv-\mu\left(k_{1}^{2}-\mu t^{2} k_{2}^{2}\right)(\bmod p)$ and $l_{1}^{2}-\mu k_{1}^{2} \equiv \mu^{2} t^{2} k_{2}^{2}-\mu k_{1}^{2} \equiv-\mu\left(k_{1}^{2}-\mu t^{2} k_{2}^{2}\right)$ $(\bmod p)$. Therefore

$$
\begin{equation*}
l_{1}^{2}-\mu k_{1}^{2} \equiv-\mu t^{2}\left(l_{2}^{2}-\mu k_{2}^{2}\right) \quad(\bmod p) \tag{12}
\end{equation*}
$$

By (10) it follows that the function $g: \mathbb{Z}^{+} \times \mathbb{Z}^{+} \rightarrow \mathbb{Z}^{+} \times \mathbb{Z}^{+}$given by the formula $g((K, L))=\left(K k_{2}+L k_{1}, K l_{2}+L l_{1}\right)$ is a group isomorphism. Combining this fact and formulas (10)-(12) one can show that the function

$$
f:(\mathbb{Z} \times \mathbb{Z})_{0,0,-\mu} \times_{p^{s-1}} \mathbb{Z}_{p^{s}} \rightarrow(\mathbb{Z} \times \mathbb{Z})_{0,0,-\mu t^{2}} \times_{p^{s-1}} \mathbb{Z}_{p^{s}}
$$

given by $f((K, L, T))=\left(K k_{2}+L k_{1}, K l_{2}+L l_{1}, t \cdot T\right)$ is a ring isomorphism.
Proposition 14. Let $p$ be an odd prime integer and $\mu$ a fixed quadratic nonresidue modulo $p$. Let $s$ be a natural number and $F$ an integer, which is not divisible by $p$. Then

$$
(\mathbb{Z} \times \mathbb{Z})_{-1,1,-\mu} \times_{p^{s-1}} \mathbb{Z}_{p^{s}} \cong(\mathbb{Z} \times \mathbb{Z})_{-F, F,-\mu} \times_{p^{s-1}} \mathbb{Z}_{p^{s}}
$$

Proof. By Lemma 1 and Proposition 3 there exist relatively prime integers $k_{1}$ and $l_{1}$ such that

$$
\begin{equation*}
l_{1}^{2}-\mu k_{1}^{2} \equiv F \quad(\bmod p) \tag{13}
\end{equation*}
$$

Since $p \nmid F$, so $s F \equiv 1(\bmod p)$ for some $s \in \mathbb{Z}$. Hence from (13) we get

$$
\begin{equation*}
s l_{1}^{2}-s \mu k_{1}^{2} \equiv 1 \quad(\bmod p) \tag{14}
\end{equation*}
$$

Thus, there exists $W_{0} \in \mathbb{Z}$ such that $s l_{1}^{2}-s \mu k_{1}^{2}=1+p W_{0}$. But the integers $k_{1}$ and $l_{1}$ are relatively prime, so there exist $U, V \in \mathbb{Z}$ such that $k_{1} V-l_{1} U=W_{0}$. Let

$$
\begin{equation*}
k_{2}=s l_{1}+p U, \quad l_{2}=s \mu k_{1}+p V \tag{15}
\end{equation*}
$$

Thus $k_{1} l_{2}-k_{2} l_{1}=k_{1}\left(s \mu k_{1}+p V\right)-\left(s l_{1}+p U\right) l_{1}=-\left(s l_{1}^{2}-s \mu k_{1}^{2}\right)+p\left(k_{1} V-l_{1} U\right)=$ $-1-p W_{0}+p W_{0}=-1$, so

$$
\begin{equation*}
k_{1} l_{2}-k_{2} l_{1}=-1 \tag{16}
\end{equation*}
$$

The formula (15) implies $\mu k_{1} k_{2} \equiv s \mu k_{1} l_{1}(\bmod p)$ and $l_{1} l_{2} \equiv s \mu k_{1} l_{1}(\bmod p)$. Therefore

$$
\begin{equation*}
\mu k_{1} k_{2} \equiv l_{1} l_{2} \quad(\bmod p) \tag{17}
\end{equation*}
$$

But $s F \equiv 1(\bmod p)$, so by formulas (13) and (15) we have $-\mu\left(l_{1}^{2}-\mu k_{1}^{2}\right) \equiv-\mu F$ $(\bmod p)$ and $l_{2}^{2}-\mu k_{2}^{2} \equiv s^{2} \mu^{2} k_{1}^{2}-\mu s^{2} l_{1}^{2} \equiv-\mu s^{2}\left(l_{1}^{2}-\mu k_{1}^{2}\right) \equiv-\mu s^{2} F \equiv-\mu F$ $(\bmod p)$, so

$$
\begin{equation*}
l_{2}^{2}-\mu k_{2}^{2} \equiv-\mu\left(l_{1}^{2}-\mu k_{1}^{2}\right) \quad(\bmod p) \tag{18}
\end{equation*}
$$

By (16) it follows that the function $g: \mathbb{Z}^{+} \times \mathbb{Z}^{+} \rightarrow \mathbb{Z}^{+} \times \mathbb{Z}^{+}$given by the formula $g((K, L))=\left(K k_{2}+L k_{1}, K l_{2}+L l_{1}\right)$ is a group isomorphism. By the above and by formulas (16)-(18) one can show that the function

$$
f:(\mathbb{Z} \times \mathbb{Z})_{-1,1,-\mu} \times_{p^{s-1}} \mathbb{Z}_{p^{s}} \rightarrow(\mathbb{Z} \times \mathbb{Z})_{-F, F,-\mu} \times{ }_{p^{s-1}} \mathbb{Z}_{p^{s}}
$$

given by the formula $f((K, L, T))=\left(K k_{2}+L k_{1}, K l_{2}+L l_{1}, F \cdot T\right)$ is a ring isomorphism.

From Propositions 12, 13, 14 and Remark 1 we get the following theorem.
Theorem 6. Let $p, s, A, F_{1}, F_{2}$ be the same as in the Example 2. If $p>2$, then let $\mu$ be a fixed quadratic non-residue modulo $p$. Let $R=(\mathbb{Z} \times \mathbb{Z})_{F_{1}, F_{2}, A} \times{ }_{p^{s-1}}$ $\mathbb{Z}_{p^{s}}$.Then:
(i) if $p>2$ and the ring $R$ is commutative, then $F_{1} \equiv F_{2}(\bmod p)$ and

$$
R \cong(\mathbb{Z} \times \mathbb{Z})_{0,0,-\mu} \times_{p^{s-1}} \mathbb{Z}_{p^{s}}
$$

(ii) if $p=2$, then the ring $R$ is not commutative and

$$
R \cong(\mathbb{Z} \times \mathbb{Z})_{0,1,1} \times \times_{2^{s-1}} \mathbb{Z}_{2^{s}}
$$

(iii) if $p>2$ and the ring $R$ is not commutative, then $F_{1} \not \equiv F_{2}(\bmod p)$ and

$$
R \cong(\mathbb{Z} \times \mathbb{Z})_{-1,1,-\mu V^{2}} \times_{p^{s-1}} \mathbb{Z}_{p^{s}}
$$

for exactly one $V \in\{1,2, \ldots,(p-1) / 2\}$.
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#### Abstract

A homomorphically closed class $\mathcal{M}$ of rings is called powerly hereditary if for every ring $R$ in the class $\mathcal{M}$ there is an integer $n$ greater than 1 such that $R^{n} \in \mathcal{M}$. In this paper we prove that Kurosh's chain determined by that class stabilises at step 3 . With additional assumptions, left Kurosh's chain stabilises at step 4. Presented facts are a generalization of the classical results for classes of nilpotent rings and for hereditary classes.
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All rings in this paper are associative but are not required to have a unity or to be commutative.

This paper deals with the stabilisation of Kurosh's chains within some of the classes of rings. This concept appeared in a radical theory and it is connected with description of lower radicals. For details of radical theory the readers are referred to [9].

In 1966 R. Anderson, N. Divinsky and A. Suliński found characterisations of the classes of Kurosh's chains using accessible subrings and showed the important usage of this concept (see [16]). On the basis of these characterisations they showed that Kurosh's chain stabilises on the first infinite ordinal number $\omega_{0}$. In 1968 A. Heinicke in [5] gave an example of a class for which Kurosh's chain does not stabilise at any finite step and therefore he fullfiled the results presented in [16]. In [16] R. Anderson, N. Divinsky and A. Sulinski asked the question if for any positive integer $n$ there is a class for which Kurosh's chain stabilises at the step $n$. The problem appeared to be difficult and was completly solved in 1982 by K. I. Beidar in [6]. In [3] the autors constructed new examples of classes for which Kurosh's chain stabilises at exactly fixed step.

The most valuable results concerning the stabilisation of left Kurosh's chains were obtained by Divinsky, Krempa and Suliński in [7] (they studied onesided Kurosh's chains, which are some generalization of left Kurosh's chains). In [7] it was shown, among others, that if $\mathcal{M}$ is homomorphically closed, hereditary and contains all zero rings, then left Kurosh's chain determined by the class $\mathcal{M}$ stabilises at $\omega_{0}$ (Theorem 6). In 1987 Puczyłowski [13] reinforced some of these results, showing that if $\mathcal{M}$ is a homorphically closed class of rings, then $\mathcal{M}^{\alpha}$
is a radical class for every $\alpha \geq \omega_{0}$. Puczyłowski showed that if $\mathcal{M}$ is a radical class, then $\mathcal{M}^{\alpha}$ is a radical class for every $\alpha$ and if $\mathcal{M}$ is also hereditary, then left Kurosh's chain stabilises at step 2. In 1990, by modifying Beidar's example, Andruszkiewicz and Puczyłowski [2] found for each ordinal $\gamma \leq \omega_{0}$ a homomorphically closed class $\mathcal{M}$ of rings, for which left Kurosh's chain stabilises at exactly $\gamma$-step. In 2012 we have constructed a radical class for which left Kurosh's chain does not stabilise at any finite step (Theorem 3.6, [4]).

If $R$ is a ring then $A<_{l} R(A \triangleleft R)$ will mean that $A$ is a left (two-sided) ideal of $R$. If $A$ is a subring of $R$ we use $A_{R}$ to denote the ideal of $R$ generated by $A$. Given a class $\mathcal{M}$ of rings, we denote by $l(\mathcal{M})$ the lower radical determined by the class $\mathcal{M}$.

Definition 1. A radical $\mathcal{S}$ is said to be left strong if for every $A<_{l} R$ if $A \in \mathcal{S}$ then $A_{R} \in \mathcal{S}$.

Important examples of left strong radicals are the Baer radical and the Jacobson radical. On the other hand the question if the nil-radical is left strong is the famous still open Koethe's problem.

Given a nonempty homomorphically closed class $\mathcal{M}$ of rings, we denote by $l s(\mathcal{M})$ the smallest left strong radical containing $\mathcal{M}$. We call it the lower left strong radical determined by $\mathcal{M}$.

Definition 2. Let $n$ be a positive integer. $A$ subring $A$ of a ring $R$ is said to be $n$-accessible (left $n$-accessible) in $R$ if there are subrings $R=A_{0}, A_{1}, \ldots, A_{n-1}$, $A_{n}=A$ of $R$ such that $A_{i} \triangleleft A_{i-1}\left(A_{i}<_{l} A_{i-1}\right)$ for $i=1,2, \ldots, n$. A subring $A$ is said to be accessible (left accessible) in $R$ if there exists a positive integer $n$ such that $A$ is $n$-accessible (left $n$-accessible) in $R$.

Proposition 1. Let $\mathcal{M}$ be a nonempty homomorphically closed class of rings.
(i) [16, Lemma 1] $0 \neq R \in l(\mathcal{M})$ if and only if every non-zero homomorphic image of $R$ contains a non-zero accessible subring in $\mathcal{M}$.
(ii) [7, Lemma 3] If $0 \neq R \in l s(\mathcal{M})$, then $R$ contains a non-zero left accessible subring in $\mathcal{M}$.

The lower radical (resp. the lower left strong radical) determined by a class $\mathcal{M}$ can be described by usage of Kurosh's chain $\left\{\mathcal{M}_{\alpha}\right\}$ (resp. left Kurosh's chain $\left\{\mathcal{M}^{\alpha}\right\}$ ).

Let $\mathcal{M}$ be a nonempty homomorphically closed class of rings. Define $\mathcal{M}_{1}=$ $\mathcal{M}^{1}=\mathcal{M}$ and for any ordinal number $\alpha>1$ define $\mathcal{M}_{\alpha}\left(\right.$ resp. $\left.\mathcal{M}^{\alpha}\right)$ to be the class of all rings $R$ such that every non-zero homomorphic image of $R$ contains a non-zero ideal (resp. left ideal) belonging to $\mathcal{M}_{\beta}$ (resp. $\mathcal{M}^{\beta}$ ) for some $\beta<\alpha$.

Proposition 2. [7] Let $\mathcal{M}$ be a nonempty homomorphically closed class of rings. Then

$$
l(\mathcal{M})=\bigcup_{\alpha \geq 1} \mathcal{M}_{\alpha}, \quad l s(\mathcal{M})=\bigcup_{\alpha \geq 1} \mathcal{M}^{\alpha}
$$

From the definitions of the classes $\mathcal{M}_{\alpha}$ and $\mathcal{M}^{\alpha}$ it follows:
Proposition 3. Let $\mathcal{M}$ be a homomorphically closed class of rings. Then (i) $\mathcal{M}_{\alpha} \subseteq \mathcal{M}^{\alpha}$ for every ordinal $\alpha$,
(ii) the classes $\mathcal{M}_{\alpha}$ and $\mathcal{M}^{\alpha}$ are homomorphically closed for every ordinal $\alpha$, (iii) if $\beta<\alpha$ then $\mathcal{M}_{\beta} \subseteq \mathcal{M}_{\alpha}$ and $\mathcal{M}^{\beta} \subseteq \mathcal{M}^{\alpha}$.

The following proposition collects some well-know properties of the classes $\mathcal{M}_{\alpha}$ and $\mathcal{M}^{\alpha}$ :

Proposition 4. (i) [7] If $0 \neq R \in \mathcal{M}^{n}$ for $n \geq 2$, then $R$ contains a non-zero left $n-1$-accessible subring in $\mathcal{M}$;
(ii) [16] $0 \neq R \in \mathcal{M}_{n}$ for $n \geq 2$ if and only if every non-zero homomorphic image of $R$ contains a non-zero $n-1$-accessible subring in $\mathcal{M}$;
(iii) [16] if $A \in \mathcal{M}$ is an $n$-accessible subring in $R$ then $A_{R} \in \mathcal{M}_{n}$.

Let $\gamma$ be an ordinal. We say Kurosh's chain $\left\{\mathcal{M}_{\alpha}\right\}_{\alpha \geq 1}$ (resp. $\left.\left\{\mathcal{M}^{\alpha}\right\}_{\alpha \geq 1}\right)$ stabilises at step $\gamma$, if $\mathcal{M}_{\beta}=\mathcal{M}_{\gamma}\left(\right.$ resp. $\left.\mathcal{M}^{\beta}=\mathcal{M}^{\gamma}\right)$ for every ordinal $\beta \geq \gamma$; which is equivalent to the condition: $l(\mathcal{M})=\mathcal{M}_{\gamma}\left(\right.$ resp. $\left.l s(\mathcal{M})=\mathcal{M}^{\gamma}\right)$. We say that Kurosh's chain $\left\{\mathcal{M}_{\alpha}\right\}_{\alpha \geq 1}$ (resp. $\left.\left\{\mathcal{M}^{\alpha}\right\}_{\alpha \geq 1}\right)$ stabilises at exact $\gamma$-step, if $l(\mathcal{M})=\mathcal{M}_{\gamma} \neq \mathcal{M}_{\beta}\left(\operatorname{resp} . \operatorname{ls}(\mathcal{M})=\mathcal{M}^{\gamma} \neq \mathcal{M}^{\beta}\right)$ for every ordinal $\beta<\gamma$.

From Proposition 1(i), Proposition 2 and Proposition 4(ii) it follows that Kurosh's chain determined by a homomorphically closed class of rings stabilises at $\omega_{0}$.

However, the problem if left Kurosh's chain determined by a homomorphically closed class of rings stabilises at $\omega_{0}$, is still not solved [13, Question 5].

Definition 3. (i) A class $\mathcal{M}$ of rings is called hereditary if $R \in \mathcal{M}$ and $I$ being an ideal of $R$ implies $I \in \mathcal{M}$.
(ii) A homomorphically closed class $\mathcal{M}$ of rings is called powerly hereditary if for every $R \in \mathcal{M}$ there is an integer $n \geq 2$ such that $R^{n} \in \mathcal{M}$.

For a homomorphically closed class $\mathcal{M}$ of rings, the class $\left\{R \in \mathcal{M}: R^{2}=0\right\}$ will be denoted by $\mathcal{M}^{0}$. The class $\mathcal{M}^{0}$ is homomorphically closed as well.

In [16] it was observed that $l(\mathcal{M})=\mathcal{M}_{2}$, if $\mathcal{M}$ is a homomorphically closed class of rings, which contains all zero rings and which is hereditary (Theorem 2). In [16], it was also given an example of a class $\mathcal{M}=\mathcal{M}^{0}$, for which $l(\mathcal{M})=$ $\mathcal{M}_{3} \neq \mathcal{M}_{2}$. Then, Armendariz and Leavitt showed in [5] that $l(\mathcal{M})=\mathcal{M}_{3}$ if $\mathcal{M}$ is a hereditary and homomorphically closed class of rings. In [8] and [15] it was observed that if $\mathcal{M}$ consists only of nilpotent rings then $l(\mathcal{M})=\mathcal{M}_{3}$. Moreover, in [12] it was shown that if every $\operatorname{ring} R$ in $\mathcal{M}$ satisfies one of the following conditions: $R$ is nilpotent or $R=R^{2}$ or $\mathcal{M}$ contains all the non-nilpotent ideals of $R$, then $l(\mathcal{M})=\mathcal{M}_{3}$.

It can be seen that each of hereinabove mentioned classes of rings is powerly hereditary, so that the following proposition is a common generalisation of presented results.

Theorem 1. Kurosh's chain determined by a homomorphically closed powerly hereditary class $\mathcal{M}$ of rings stabilises at step 3.

Proof. By Proposition 4(ii) it is enough to prove that if in a non-zero ring $R \in$ $l(\mathcal{M})$ there exists a non-zero accessible subring $B \in \mathcal{M}$, then in $R$ there exists a non-zero 2 -accessible subring $A \in \mathcal{M}$. By Andrunakievich's Lemma [9, Lemma 1.2.7], $B_{R}^{r} \subseteq B$ for some positive integer $r$. Hence, $B_{R}^{n} \subseteq B$ for every positive integer $n \geq r$.

If the ring $B$ is nilpotent then $B_{R}$ is nilpotent. Therefore $B_{R}^{k} \neq 0$ and $B_{R}^{k+1}=$ 0 for some positive integer $k$. Of course, every subgroup of the additive group $\left(B_{R}^{k}\right)^{+}$is an ideal in $B_{R}$. So, if $k=1$ then $0 \neq B \in \mathcal{M}$ is a searched 2-accessible subring of $R$. So, it can be assumed that $k>1$. Then $B_{R}^{k}=B_{R}^{k-1} R^{*} B R^{*}=$ $B_{R}^{k-1} B R^{*}$, where $R^{*}$ is a ring $R$, when $R$ has a unity or a ring created from $R$ by adjoining unity. Therefore $x B y \neq 0$ for some $x \in B_{R}^{k-1}$ and $y \in R^{*}$. Since $A=x B y$ is a subgroup of $\left(B_{R}^{k}\right)^{+}$, so $A \triangleleft B_{R} \triangleleft R$ and $A$ is a 2-accessible subring of $R$. Let $f: B \rightarrow A$ be a transformation defined by $f(b)=x b y$ for $b \in B$. Of course, $f$ is an epimorphism of additive groups. Moreover for $b, c \in B$, $f(b c)=x b c y \in B_{R}^{k+1}$, so $f(b c)=0$. Similarly, $f(b) f(c)=x b y x c y \in B_{R}^{2 k} \subseteq B_{R}^{k+1}$, so $f(b) f(c)=0$. It follows that $A$ is a homomorphic image of $B$, so $A \in \mathcal{M}$.

Now, suppose that $B^{n} \neq 0$ for every positive integer $n$. The class $\mathcal{M}$ is powerly hereditary, so $B^{m} \in \mathcal{M}$ for some positive integer $m \geq 2$. Analogously, $\left(B^{m}\right)^{l} \in \mathcal{M}$ for some positive integer $l$. Hence, for every positive integer $s$, there exist positive integers $m_{1}, m_{2}, \ldots, m_{s}$ greater than 1 such that $B^{t} \in \mathcal{M}$ for $t=m_{1} \cdot m_{2} \cdot \ldots \cdot m_{s}$. If $2^{s} \geq r$ then $B^{t} \in \mathcal{M}$ and $B_{R}^{t} \subseteq B$. Therefore, $0 \neq B^{t} \triangleleft B_{R}^{t} \triangleleft R$ and it is enough to take $A=B^{t}$.

So that, examples of powerly hereditary classes can be created easily. Namely, having a ring $R$, the class $\mathcal{M}$ can be created. It consists of all homomorphic images of rings $R^{n}$ for $n=1,2, \ldots$. Then, $\mathcal{M}$ is a homomorphically closed powerly hereditary class. If $R=2 \mathbb{Z}$ then $\mathcal{M}$ is not hereditary and it is not a class of the type described before Theorem 1 . Note that $\mathbb{Z}_{2}^{0} \in \mathcal{M}$, because $\mathbb{Z}_{2}^{0} \cong 2 \mathbb{Z} / 4 \mathbb{Z}$. Moreover, $\mathbb{Z}_{2} \notin \mathcal{M}$, otherwise $\mathbb{Z}_{2} \cong 2^{k} \mathbb{Z} / 2^{k} n \mathbb{Z}$ for some positive integers $k, n$. But then $2 \cdot\left(2^{k} \mathbb{Z} / 2^{k} n \mathbb{Z}\right)=\{0\}$, from where $2^{k} n \mid 2^{k+1}$ and $n=2$. Therefore $\left(2^{k} \mathbb{Z} / 2^{k} n \mathbb{Z}\right)^{2}=\{0\}$, a contradiction. Let $A$ be the $\mathbb{Z}_{2}$-Zassenhaus algebra (see for instance $[9, \mathrm{p} 60])$. It is well known that $A \in l\left(\left\{\mathbb{Z}_{2}\right\} \cup\{0\}\right)$. But $\mathbb{Z}_{2}^{0} \in \mathcal{M}$, so $A \in l(\mathcal{M})$. Suppose $A \in \mathcal{M}_{2}$. Then there is a non-zero ideal $I$ of the ring $A$ belonging to the class $\mathcal{M}$. Therefore $2 I=\{0\}$ and the additive group $I^{+}$of the ring $I$ is cyclic, so $I^{+} \cong \mathbb{Z}_{2}^{+}$. But $\mathbb{Z}_{2} \notin \mathcal{M}$, thus $I \cong \mathbb{Z}_{2}^{0}$. Consequently $I=\{0, a\}$ for some non-zero $a \in A$ such that $a^{2}=0$. By properties of Zassenhaus algebras, there is $x \in A$ such that $x a \notin\{0, a\}$, which contradicts $I \triangleleft A$. Therefore, by Theorem $1, l(\mathcal{M})=\mathcal{M}_{3} \neq \mathcal{M}_{2}$.

Now we turn to the problem of stabilisation of left Kurosh's chains for powerly hereditary classes. In [7] it was proved that if $\mathcal{M}$ is a hereditary class and $\mathcal{M}$ contains all zero rings, then $l s(\mathcal{M})=\mathcal{M}^{\omega_{0}}$. E. R. Puczyłowski empowered this result by proving that if a class $\mathcal{M}$ is hereditary, then $l s(\mathcal{M})=\mathcal{M}^{4}[13$, Corollary $3.4(\mathrm{i})]$. In his proof, the fact that $l(\mathcal{M})$ is a hereditary class, if a class $\mathcal{M}$ is hereditary, is used (cf. [11]). By using the ideas of E. R. Puczyłowski, it can be
proved that $l s(\mathcal{M})=\mathcal{M}^{4}$, if $\mathcal{M}$ is a powerly hereditary class such that $\mathcal{M}^{0}$ is a hereditary class. In the proof the following lemmas will be needed.

Lemma 1 ([14]). For every radical $\mathcal{R}$ and for every ring $R$ if $R / R^{2} \in \mathcal{R}$ then for every positive integer $n, R^{n} / R^{n+1} \in \mathcal{R}$.

Lemma 2. Let $\mathcal{R}$ be a radical class and let $A \in \mathcal{R}$. If $A^{s} \in \mathcal{R}$ for some positive integer $s>1$, then $A^{k} \in \mathcal{R}$ for every $k=1,2, \ldots, s$.

Proof. By the assumption $A \in \mathcal{R}$, thus $A / A^{2} \in \mathcal{R}$. Therefore, by Lemma 1, $A^{k} / A^{k+1} \in \mathcal{R}$ for $k=1,2, \ldots$ Thus $A^{s} \in \mathcal{R}$ and $A^{s-1} / A^{s} \in \mathcal{R}$, so $A^{s-1} \in \mathcal{R}$. Therefore $A^{s-2} / A^{s-1} \in \mathcal{R}$ and $A^{s-1} \in \mathcal{R}$, whence $A^{s-1} \in \mathcal{R}$. Proceeding further this way, we obtain $A^{k} \in \mathcal{R}$ for every $k=1,2, \ldots, s$.

From Lemma 2 we immediately obtain the following lemma.
Lemma 3. If $\mathcal{M}$ is a powerly hereditary class of rings and $A \in \mathcal{M}$, then $A^{n} \in l(\mathcal{M})$ for every $n=1,2, \ldots$.

The following proposition is a criterion describing when a radical class is powerly hereditary:

Proposition 5. A radical $\mathcal{R}$ is powerly hereditary if and only if $R^{2} \in \mathcal{R}$ for every $R \in \mathcal{R}$.

Proof. " $\Rightarrow{ }^{\prime \prime}$ Let $R \in \mathcal{R}$. The class $\mathcal{R}$ is powerly hereditary, so $R^{m} \in \mathcal{R}$ for some integer $m \geq 2$. By Lemma $2, R^{2} \in \mathcal{R}$.
$" \Leftarrow{ }^{\prime \prime}$ By Definition 3.
Proposition 6. (cf. [13, Proposition 3.3]) If a radical $\mathcal{R}$ is powerly hereditary then $l s(\mathcal{R})=\mathcal{R}^{2}$ and the class $l s(\mathcal{R})$ is powerly hereditary.

Proof. It is enough to prove that $\mathcal{R}^{3} \subseteq \mathcal{R}^{2}$. By Proposition 3(ii) the class $\mathcal{R}^{3}$ is homomorphically closed, therefore the result will be true, if it is proved that for every ring $0 \neq R \in \mathcal{R}^{3}$ there is $0 \neq P<_{l} R$ such that $P \in \mathcal{R}$. Let $0 \neq R \in \mathcal{R}^{3}$. There is $0 \neq L<_{l} R$ such that $L \in \mathcal{R}^{2}$ and there is $0 \neq K<_{l} L$ such that $K \in \mathcal{R}$. Moreover, $L K<{ }_{l} R$ and $L K \triangleleft K$. Thus, $L K / K^{2}=\sum_{l \in L}\left(l K+K^{2}\right) / K^{2}$ and every ring $\left(l K+K^{2}\right) / K^{2}$ is a homomorphic image of the ring $K$ by using transformation $x \mapsto l x+K^{2}$. Hence, $L K / K^{2}$ is a sum of ideals from $\mathcal{R}$, so $L K / K^{2} \in \mathcal{R}$. Moreover by Proposition $5, K^{2} \in \mathcal{R}$ and therefore $L K \in \mathcal{R}$. If $L K \neq 0$, it is enough to take $P=L K$. Suppose $L K=0$ for every $K<_{l} L$ such that $K \in \mathcal{R}$. Then $K^{2}=0, K+K L \triangleleft L$ and $(K+K L)^{2}=0$. Hence for $l \in L, K l \triangleleft K+K L$ and transformation $f: K \rightarrow K l$ defined by the formula $f(x)=x \cdot l$ for $x \in K$ is a homomorphism of the ring $K$ onto the ring $K l$. But $K+K L=K+\sum_{l \in L} K l$ so $K+K L \in \mathcal{R}$. Therefore if $K<_{l} L$ and $K \in \mathcal{R}$, then $K \subseteq \mathcal{R}(L)$. If $L \neq \mathcal{R}(L)$ then $0 \neq L / \mathcal{R}(L) \in \mathcal{R}^{2}$ and there is $0 \neq M / \mathcal{R}(L)<_{l} L / \mathcal{R}(L)$ such that $M / \mathcal{R}(L) \in \mathcal{R}$. Then, $M \in \mathcal{R}$ and $M<_{l} L$, so $M \subseteq \mathcal{R}(L)$, a contradiction. Therefore $L=\mathcal{R}(L)$ and it is enough to take $P=L$.

On the contrary, suppose that the radical $\mathcal{S}=l s(\mathcal{R})$ is not powerly hereditary. Then, by ADS-Theorem [9, Theorem 3.1.2] there is $A \in \mathcal{S}$ such that $A^{2} \neq 0$ and $\mathcal{S}\left(A^{2}\right)=0$. The radical $\mathcal{S}$ is left strong, thus the ring $A^{2}$ has no non-zero left ideals belonging to $\mathcal{R}$. Let $L \in \mathcal{R}$ be such that $L<_{l} A$. Then $L^{2} \in \mathcal{R}$ and $L^{2}<_{l} A^{2}$, so $L^{2}=0$. Hence the ring $L A$ is a sum of its ideals of the form $L a$ for $a \in A$ and the ring $L a$ is a homomorphic image of the ring $L$ by using transformation $x \mapsto x a$ for $x \in L$. Thus $L A \in \mathcal{R}$. But $L A \triangleleft A^{2}$, so $L A=0$, hence $L \triangleleft A$ and $L \subseteq \mathcal{R}(A)$. Therefore, $\mathcal{R}(A)$ is a greatest left ideal of the ring $A$ belonging to the class $\mathcal{R}$ and $\mathcal{R}(A)^{2}=0$. Further, $A^{2} \neq 0$, so $\mathcal{R}(A) \neq A$ and $0 \neq A / \mathcal{R}(A) \in \mathcal{S}$. Therefore, there is $K<_{l} A$ such that $0 \neq K / \mathcal{R}(A) \in \mathcal{R}$. Then $K \in \mathcal{R}$, hence $K \subseteq \mathcal{R}(A)$, a contradiction.

Lemma 4. For every radical $\mathcal{R}, \overline{\mathcal{R}}=\left\{R:\right.$ if $R^{2} \subseteq J \triangleleft R$ then $\left.J \in \mathcal{R}\right\}$ is a radical.

Proof. The class $\overline{\mathcal{R}}$ is nonempty, because $0 \in \overline{\mathcal{R}}$. Moreover $\overline{\mathcal{R}} \subseteq \mathcal{R}$.
Let $R \in \overline{\mathcal{R}}, I \triangleleft R$ and let $(R / I)^{2} \subseteq J \triangleleft R / I$. Then $J=A / I$ for some $A \triangleleft R$, such that $R^{2} \subseteq A$. Therefore $A \in \mathcal{R}$ and $J \in \mathcal{R}$.

Let $I \triangleleft R, I \in \overline{\mathcal{R}}$ and $R / I \in \overline{\mathcal{R}}$. It will be proved that $R \in \overline{\mathcal{R}}$. Let $R^{2} \subseteq J \triangleleft R$. Then $(R / I)^{2} \subseteq(J+I) / I \triangleleft R / I$, so $(J+I) / I \in \mathcal{R}$. But $(J+I) / I \cong J /(J \cap I)$ consequently $J /(J \cap I) \in \mathcal{R}$. Moreover, $I^{2} \subseteq J \cap I \triangleleft I$, so $J \cap I \in \mathcal{R}$. Hence $J \in \mathcal{R}$.

Let $\left\{I_{\alpha}\right\}$ be a chain of ideals of some ring $R$ within the class $\overline{\mathcal{R}}$. It will be proved that $I=\bigcup I_{\alpha} \in \overline{\mathcal{R}}$. Let $I^{2} \subseteq J \triangleleft I$. Then $J=\bigcup\left(J \cap I_{\alpha}\right)$ and for every $\alpha, I_{\alpha}^{2} \subseteq J \cap I_{\alpha} \triangleleft I_{\alpha}$. Hence, $J \cap I_{\alpha} \in \mathcal{R}$ for every $\alpha$ and $J \in \mathcal{R}$.

Therefore, $\overline{\mathcal{R}}$ is a radical.
Proposition 7. Let $\mathcal{M}$ be a class of rings. If the class $\mathcal{M}$ is powerly hereditary and $\mathcal{M}^{0}$ is hereditary, then the class $l(\mathcal{M})$ is powerly hereditary.

Proof. Let $R \in \mathcal{M}$. Then by Lemma $3, R^{2} \in l(\mathcal{M})$. Let $R^{2} \subseteq I \triangleleft R$. Then $R / R^{2} \in \mathcal{M}^{0}$. The class $\mathcal{M}^{0}$ is hereditary, hence $I / R^{2} \in \mathcal{M}^{0} \subseteq l(\mathcal{M})$. Now it follows that $I \in l(\mathcal{M})$ and $\mathcal{M} \subseteq \overline{l(\mathcal{M})}$. Therefore $l(\mathcal{M}) \subseteq l(\overline{l(\mathcal{M})})$. By Lemma 4 the class $\overline{l(\mathcal{M})}$ is radical, therefore $l(\overline{l(\mathcal{M})})=\overline{l(\mathcal{M})}$. Moreover $\mathcal{M} \subseteq \overline{l(\mathcal{M})} \subseteq$ $l(\mathcal{M})$, so finally $l(\mathcal{M})=\overline{l(\mathcal{M})}$ and $l(\mathcal{M})$ is a powerly hereditary class.

Theorem 2. Let $\mathcal{M}$ be a class of rings. If $\mathcal{M}$ is powerly hereditary and $\mathcal{M}^{0}$ is hereditary, then $l s(\mathcal{M})=\mathcal{M}^{4}$ and the class $l s(\mathcal{M})$ is powerly hereditary.

Proof. By Theorem 1, $l(\mathcal{M})=\mathcal{M}_{3}$. By Proposition 7, the class $l(\mathcal{M})$ is powerly hereditary, consequently by Proposition $6, l s(l(\mathcal{M}))=(l(\mathcal{M}))^{2}$. But $\mathcal{M} \subseteq$ $l(\mathcal{M}) \subseteq l s(\mathcal{M})$, so $l s(\mathcal{M})=l s(l(\mathcal{M}))$ and by Proposition $6, l s(\mathcal{M})$ is powerly hereditary. Therefore $l s(\mathcal{M})=(l(\mathcal{M}))^{2}$. Moreover, $\mathcal{M}_{3} \subseteq \mathcal{M}^{3}$, so $l s(\mathcal{M}) \subseteq$ $\left(\mathcal{M}^{3}\right)^{2}=\mathcal{M}^{4}$. Hence $l s(\mathcal{M})=\mathcal{M}^{4}$.

The following example shows that there is a non-hereditary homomorphically closed class $\mathcal{M}$ of rings which is powerly hereditary and for which Kurosh's chain determined by $\mathcal{M}$ stabilises exactly at step 3, and its left Kurosh's chain stabilises at step 4 , so at a next step.

Example 1. [13, see Example 3.6] Let $\mathcal{M}$ be the class of rings which are homomorphic images of the ring $\mathbb{Q}[x] \oplus \mathbb{Z}^{0}$. Obviously, the class $\mathcal{M}$ is homomorphically closed and powerly hereditary and the class $\mathcal{M}^{0}$ is hereditary. The class $\mathcal{M}$ is not hereditary, because $x \mathbb{Q}[x] \notin \mathcal{M}$. By Theorem $2, l s(\mathcal{M})=\mathcal{M}^{4}$ and by Theorem $1, l(\mathcal{M})=\mathcal{M}_{3}$. Obviously $\mathbb{Q} \in \mathcal{M}$, because $\mathbb{Q} \cong \mathbb{Q}[x] / x \mathbb{Q}[x]$. Moreover $\mathbb{Q}^{0} \in \mathcal{M}^{2} \backslash \mathcal{M},\left[\begin{array}{ll}\mathbb{Q} & 0 \\ \mathbb{Q} & 0\end{array}\right] \in \mathcal{M}^{3} \backslash \mathcal{M}^{2}$ and $M_{2}(\mathbb{Q}) \in \mathcal{M}^{4} \backslash \mathcal{M}^{3}$, because every proper left ideal of the ring $M_{2}(\mathbb{Q})$ is isomorphic to $\left[\begin{array}{ll}\mathbb{Q} & 0 \\ \mathbb{Q} & 0\end{array}\right]$. Therefore $l s(\mathcal{M})=\mathcal{M}^{4} \neq \mathcal{M}^{3}$. Similarly $\mathbb{Q}^{0} \in \mathcal{M}_{2} \backslash \mathcal{M}$ and $\left[\begin{array}{ll}\mathbb{Q} & 0 \\ \mathbb{Q} & 0\end{array}\right] \in \mathcal{M}_{3} \backslash \mathcal{M}_{2}$, therefore $l(\mathcal{M})=\mathcal{M}_{3} \neq \mathcal{M}_{2}$.

Question 1. Can we omit, in Theorem 2, the assumption that the class $\mathcal{M}^{0}$ is hereditary?

Question 2. Let $\mathcal{S}, \mathcal{R}$ be powerly hereditary radicals. Is the radical $l(\mathcal{S} \cup \mathcal{R})$ powerly hereditary as well?

Question 3. Supposing that the class $\mathcal{M}$ is powerly hereditary, is a class $l(\mathcal{M})$ powerly hereditary as well?

Remark 1. There are homomorphically closed classes of rings, such that they are not powerly hereditary, while the lower radicals determined by these classes are powerly hereditary. Namely, by Theorem 4.1 and Proposition 5.1 in [1], for every $n=3,4, \ldots$ there is a homomorphically closed class $\mathcal{M}$ of rings such that $l(\mathcal{M})$ is hereditary (and therefore it is also powerly hereditary) and $l(\mathcal{M})=\mathcal{M}_{n+1} \neq$ $\mathcal{M}_{n}$. Thus class $\mathcal{M}$ is not powerly hereditary, by Theorem 1.

Now we present two examples of classes $\mathcal{M}$, for which $l(\mathcal{M})$ are powerly hereditary.

Proposition 8. If $\mathcal{M}$ is a homomorphically closed class of nilpotent rings then $l(\mathcal{M})$ is powerly hereditary.

Proof. Let $\mathcal{L}=l(\mathcal{M})$. Suppose that there is a ring $R \in \mathcal{L}$ such that $R^{2} \notin$ $\mathcal{L}$. By ADS-Theorem we can assume that $R^{2} \neq 0$ and $\mathcal{L}\left(R^{2}\right)=0$. Therefore, by Proposition 1(i), in the ring $R^{2}$ there is not a non-zero accessible subring belonging to $\mathcal{M}$. Let $J$ be a nilpotent ideal of the ring $R$ belonging to $\mathcal{L}$. By Lemma $2, J^{2} \in \mathcal{L}$. But $J^{2} \triangleleft R^{2}$ so $J^{2}=0$. Further, the ring $R J$ is a sum of its ideals of the form $r J, r \in R$ and every ideal $r J$ is a homomorphic image of the ring $J$ by using transformation $j \mapsto r j$. It follows that $R J \in \mathcal{L}$. Moreover $R J=0$ because $R J \triangleleft R^{2}$. Analogously, we can show that $J R=0$. Now it follows that $I=\sum\{J: J \in \mathcal{L}$ and $J$ is a nilpotent ideal of $R\}$ is the largest nilpotent ideal of the ring $R$ belonging to the class $\mathcal{L}$ and $R I=I R=0$. Because $R^{2} \neq 0$, so $I \neq R$ and $0 \neq R / I \in \mathcal{L}$. Therefore, by Proposition $1(\mathrm{i})$, in the ring $R / I$ there is a non-zero accessible subring $A / I$ belonging to $\mathcal{M}$. Let $B / I$ be the ideal of the ring $R / I$ generated by $A / I$. Then, by Proposition 4 (iii), $B / I \in \mathcal{L}$, so
$B \in \mathcal{L}$. Moreover, $(B / I)^{n} \subseteq A / I$ for some positive integer $n$ and the ring $A / I$ is nilpotent, thus $B / I$ is a nilpotent ideal of the ring $R / I$. We have $I^{2}=0$, so $B$ is a nilpotent ideal in the ring $R$. Therefore $B \subseteq I$, hence $A / I=0$, a contradiction.

Proposition 9. Let $\mathcal{M}_{0}$ be a homomorphically closed class of nilpotent rings and let $\mathcal{M}_{1}$ be a homomorphically closed class of rings with unity. Let $\mathcal{M}=$ $\mathcal{M}_{0} \cup \mathcal{M}_{1}$. Then the classes $\mathcal{M}$ and $l(\mathcal{M})$ are powerly hereditary.

Proof. Directly from the definition of the class $\mathcal{M}$ it follows that $\mathcal{M}$ is powerly hereditary. Assume the class $\mathcal{L}=l(\mathcal{M})$ is not powerly hereditary. By ADSTheorem there is $A \in \mathcal{L}$ such that $A^{2} \neq 0$ and $\mathcal{L}\left(A^{2}\right)=0$. Denote $\mathcal{R}=l\left(\mathcal{M}_{0}\right)$ and let $I=\mathcal{R}(A)$. By Proposition $8, I^{2} \in \mathcal{R}(A)$, hence $I^{2} \in \mathcal{L}$. But $I^{2} \triangleleft A^{2}$, so $I^{2}=0$. Similarly as in the proof of Proposition 8 we have $A I=I A=0$. Therefore, $0 \neq A / I \in \mathcal{L}$ and by Proposition $1(\mathrm{i})$ in the ring $A / I$ there is a non-zero accessible subring $B / I \in \mathcal{M}$. Hence by Proposition 4(iii), $B / I \in \mathcal{M}_{1}$. Thus $B / I$ is a ring with unity, so $B / I \triangleleft A / I$ and $B=B^{2}+I$. By the lifting idempotents theorem there is $e=e^{2} \in B$ such that $e+I$ is a unity of the ring $B / I$. Hence $B=e B \oplus r_{B}(e)$, where $r_{B}(e)=\{x \in B: e x=0\}$. But $B I=0$ and if $x \in r_{B}(e)$, then in the ring $B / I$ we have $r+I=(e+I) \cdot(x+I)=I$, this means $x \in I$. Thus $I=r_{B}(e)$ and $B=e B \oplus I$. Hence $e B \cong B / I$, then $e B \in \mathcal{M}_{1}$. But $e B \subseteq B^{2}$, hence by modularity of the lattice of subgroups of the group $B^{+}, B^{2}=(e B) \oplus\left(I \cap B^{2}\right)$. Moreover $B^{2}=e B^{2} \oplus I B=e B^{2}$, thus $e B^{2}=(e B) \oplus\left(I \cap B^{2}\right)$, hence $I \cap B^{2}=0$ and $B^{2}=e B$. Therefore $B^{2} \in \mathcal{M}_{1}$. But $B^{2} \triangleleft A^{2}$, so $B^{2}=0$, thus $B=I$, a contradiction.

Remark 2. By the proof of Theorem 2 it follows that if classes $\mathcal{M}$ and $l(\mathcal{M})$ are powerly hereditary, then the class $l s(\mathcal{M})$ is powerly hereditary as well, and $l s(\mathcal{M})=\mathcal{M}^{4}$. On the other hand, Proposition 9 allows to construct a powerly hereditary class $\mathcal{M}$ such that $\mathcal{M}^{0}$ is not hereditary, but $l(\mathcal{M})$ is hereditary.
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#### Abstract

An abelian group $(A,+, 0)$ is called a $T I$-group, if every associative ring with additive group $A$ is filial. This paper presents results concerning the structure of $T I$-groups. The structure theorem describing torsion $T I$-groups is proved, and the structure of the torsion part of mixed $T I$-groups is described. Furthermore, it is proved that every abelian torsion-free group of rank one is a $T I$-group. Numerous examples of $T I$-groups are given.


## 1 Introduction

Shalom Feigelstock studied additive groups of rings whose all subrings are twosided ideals. Such groups are called SI-groups. S. Feigelstock published his results in [9]. In [7] we noted and corrected some inconsistencies in Feigelstock's article and we presented new results concerning the structure of $S I$-groups. In particular, we introduced there the necessary new terminology and symbols allowing to distinguish between the both kinds of the ring structures on abelian groups: associative and general.

Associative rings in which all subrings are two-sided ideals, play a significant role in the ring theory. Such rings are called hamiltonian rings or $H$-rings, because these structures are somewhat analogous to the hamiltonian groups. H rings were systematically studied by many authors. The most valuable results were achieved by L. Rédei, R. L. Kruse and V. I. Andrijanov (cf. [16], [15], [1]). For this reason, an abelian group $A$ such that every associative ring with additive group $A$ is an $H$-ring is called an $S I_{H}$-group.

A natural generalization of $H$-rings are filial rings (i.e. associative rings in which every accesible subring is an ideal). Filial rings were studied by G. Ehrlich, A. D. Sands, M. Filipowicz, E. R. Puczyłowski, R. R. Andruszkiewicz and K. Pryszczepko (cf. [8], [17], [10], [11], [12], [6], [2], [4], [3], [5]).

In this context, it is interesting to investigate the structure of abelian groups $A$ such that every associative ring with additive group $A$ is filial. Such groups are called TI-groups (from: transitive ideals). In this paper we present results concerning the structure of $T I$-groups. We prove the structure theorem describing torsion $T I$-groups and we describe the structure of the torsion part of mixed TI-groups. Surprisingly, it is identical to the structure of torsion part of mixed $S I_{H}$-groups. Moreover, we prove that every abelian torsion-free group of rank one is a $T I$-group. We give numerous examples of $T I$-groups.

Symbols $\mathbb{Q}, \mathbb{Z}, \mathbb{P}, \mathbb{N}$ stand for the field of rationals, ring of integers, the set of all prime numbers and the set of all positive integers, respectively. The least common multiple of two integers $k$ and $l$ is denoted by $\operatorname{LCM}(k, l)$. The exponent of a group $A$ is denoted by $\omega(A)$. If $\left\{A_{i}: i \in I\right\}$, where $I$ is a nonempty set, is a family of groups and $x \in \bigoplus_{i \in I} A_{i}$, then the support of $x$ is denoted by $\operatorname{supp}(x)$. In this paper, only the abelian groups with a traditionally additive notation applied for them will be considered. For a given positive integer $n, Z(n)$ denotes the cyclic group of order $n$. By $\mathbb{Z}_{n}$ we denote the ring $\mathbb{Z} / n \mathbb{Z}$. Symbol $R^{+}$stands for the additive group of the ring $R$. A two-sided ideal $I$ of a ring $R$ is denoted by $I \triangleleft R$. If $a$ is an element of the ring $R$, then symbols $[a],\langle a\rangle$, $o(a)$ stand for the ring generated by $a$, the cyclic subgroup of $R^{+}$generated by $a$ and the order of $a$ in the group $R^{+}$, respectively. Every abelian group $(A,+, 0)$ can be provided with a ring structure in a trivial way by defining $a \cdot b=0$, for all $a, b \in A$. Such a ring is called a zero-ring and it is denoted by $A^{0}$. All other designations are consistent with generally accepted standards.

For preliminary knowledge of divisible groups and tensor product of abelian groups we refer the reader to [13] and [14].

## 2 Preliminaries

### 2.1 Definitions and notations

For an arbitrary abelian group $(A,+, 0)$ and a prime number $p$ we define a $p$ component $A_{p}$ of the group $A$ :

$$
A_{p}=\left\{a \in A: p^{n} a=0, \text { for some } n \in \mathbb{N}\right\}
$$

Often we will use the designation:

$$
\mathbb{P}(A)=\{p \in \mathbb{P}: o(a)=p, \text { for some } a \in A\}
$$

The torsion part of $A$ is denoted by $T(A)$. Of course, $T(A)=\bigoplus_{p \in \mathbb{P}(A)} A_{p}$.
We remind the reader that a subring $S$ of a ring $R$ is said to be $n$-accessible in $R$, if there exist subrings $R=S_{0}, S_{1}, \ldots, S_{n-1}, S_{n}=S$ of $R$, such that $S_{i} \triangleleft S_{i-1}$ for $i=1,2, \ldots, n$. We say that a subring $S$ is accessible in $R$ if it is $n$-accessible for some positive integer $n$.

Definition 1. An associative ring $R$ is said to be filial if every accessible subring of $R$ is an ideal. Of course, the ring $R$ is filial if and only if it satisfies: if $J \triangleleft I \triangleleft R$, then $J \triangleleft R$.

Definition 2. An abelian group $A$ is called a TI-group, if every ring $R$ with $R^{+}=A$ is filial.

Remark 1. Every $S I_{H}$-group is a $T I$-group.

### 2.2 Some useful facts about filial rings and $\boldsymbol{H}$-rings

Example 1. It is easy to check that every ring of cardinality $p^{2}$ is filial for an arbitrary prime number $p$. In fact, if $S$ and $T$ are subrings of a ring $R$ of cardinality $p^{2}$ satisfying $S \triangleleft T \triangleleft R$, then we need only consider three cases: $|T|=p^{2}$, $|T|=p$ and $|T|=1$. In each of these cases, we obtain $S \triangleleft R$. Therefore every group of order $p^{2}$ is a $T I$-group, for each prime number $p$.

Proposition 1. Let $p$ be a prime number and let $A$ be an abelian group such that $A \neq T(A)$. Then the ring $R=\left(\begin{array}{cc}\mathbb{Z}_{p} & \mathbb{Z}_{p} \\ 0 & 0\end{array}\right) \oplus A^{0}$ is not filial.

Proof. Take any $a \in A$ such that $o(a)=\infty$. Define:

$$
X=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) \text { and } Y=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)
$$

Let $\alpha=(X, a)$. Since $X^{2}=0$ and $a^{2}=0$, it follows that $\alpha^{2}=0$, and consequently $[\alpha]=\langle\alpha\rangle$. Moreover, $(k X, b)(l X, c)=(l X, c)(k X, b)=(k X, b)(t Y, d)=$ $(0,0) \in[\alpha]$, for all $k, l, t \in\{0,1, \ldots, p-1\}, b, c, d \in A$, and $(Y, 0)(X, a)=(X, 0) \notin$ $[\alpha]$. Thus:

$$
[\alpha] \triangleleft\left(\begin{array}{cc}
0 & \mathbb{Z}_{p} \\
0 & 0
\end{array}\right) \oplus A^{0} \triangleleft R \text { and }[\alpha] \nrightarrow R .
$$

Therefore the ring $R$ is not filial.
Proposition 2. Let $p$ and $n$ be a prime number and a positive integer, respectively. Let $A$ be an abelian group such that $A_{p} \neq\{0\}$ or $T(A) \neq A$. If $n>1$, then the ring $R=\mathbb{Z}_{p^{n}} \oplus A^{0}$ is not filial.

Proof. Take any $a \in A$. Let $\alpha=\left(p^{n-1}, a\right)$. Then $\alpha^{2}=0$, so $[\alpha]=\langle\alpha\rangle$. Hence by the commutativity of the ring $R$ we obtain $[\alpha] \triangleleft R \alpha+[\alpha] \triangleleft R$. Suppose, contrary to our claim, that $(1,0) \alpha \in[\alpha]$. Then there exists $k \in \mathbb{Z}$ such that $\left(p^{n-1}, 0\right)=k\left(p^{n-1}, a\right)$. Hence $p^{n-1}=k p^{n-1}$ and $0=k a$. If $o(a)=\infty$, then from the equality $k a=0$ it follows that $k=0$. Thus $p^{n-1}=0$ in $\mathbb{Z}_{p^{n}}$, a contradiction. If $o(a)=p$, then $k=l p$, for some $l \in \mathbb{Z}$. Therefore $p^{n-1}=k p^{n-1}=l p^{n}=0$ in $\mathbb{Z}_{p^{n}}$, a contradiction. Thus $(1,0) \alpha \notin[\alpha]$. Therefore $[\alpha] \nrightarrow R$, and consequently $R$ is not filial.

Corollary 1. If $m$ and $n$ are positive integers satisfying $m \geq n$ and $m>1$, then $R=\mathbb{Z}_{p^{m}} \oplus Z\left(p^{n}\right)^{0}$ is not a filial ring.

The reader will be able to find following facts about $H$-rings in [7], but we present this results for the transparency of our paper.

Proposition 3. If $A$ is an $H$-ring satisfying $A=p A$, for some $p \in \mathbb{P}$, then $R=Z(p)^{0} \oplus A$ is an $H$-ring .

Proof. Let $\alpha, \beta \in R$. Then $\alpha=(k, a), \beta=(l, b)$, for some $k, l \in Z(p)^{0}$ and $a, b \in A$. Since $A=p A$, there exists $c \in A$ such that $b=p c$. Moreover $[a] \triangleleft A$, so there exist $n \in \mathbb{N}$ and $k_{1}, k_{2}, \ldots, k_{n} \in \mathbb{Z}$ such that $a c=\sum_{i=1}^{n} k_{i} a^{i}$. Hence $a b=a(p c)=p(a c)=p \sum_{i=1}^{n} k_{i} a^{i}$. It is clear that $\alpha^{m}=\left(0, a^{m}\right)$, for every $m \in \mathbb{N}$ such that $m \geq 2$. Notice further that $p(0, a)=(0, p a)=p(k, a)=p \alpha$. Hence $p\left(0, a^{m}\right)=p \alpha^{m}$ for all $m \in \mathbb{N}$. Therefore $\alpha \beta=(0, a b)=\left(0, p \sum_{i=1}^{n} k_{i} a^{i}\right)=$ $\sum_{i=1}^{n} k_{i}\left(p\left(0, a^{i}\right)\right)=\sum_{i=1}^{n}\left(p k_{i}\right) \alpha^{i} \in[\alpha]$. Thus $[\alpha] \triangleleft R$.

Lemma 1. Let $A$ be an $H$-ring satisfying $A=p A$, for some $p \in \mathbb{P}$. If $R=$ $\mathbb{Z}_{p} \oplus A$, then $(0, a) \in[(1, a)]$, for all $a \in A$.

Proof. Take any $a \in A$. Then $a=p b$, for some $b \in A$ and $[a] \triangleleft A$. So there exist $s \in \mathbb{N}$ and $k_{1}, k_{2}, \ldots, k_{s} \in \mathbb{Z}$ such that $a b=k_{1} a+k_{2} a^{2}+\cdots+k_{s} a^{s}$. Hence $a^{2}=a(p b)=p(a b)=\left(p k_{1}\right) a+\left(p k_{2}\right) a^{2}+\cdots+\left(p k_{s}\right) a^{s}$. Therefore $a=$ $\left(p k_{1}+1\right) a+\left(p k_{2}-1\right) a^{2}+\left(p k_{3}\right) a^{3}+\left(p k_{4}\right) a^{4}+\cdots+\left(p k_{s}\right) a^{s}$. Moreover $p \mid\left(p k_{1}+\right.$ $1)+\left(p k_{2}-1\right)+p k_{3}+p k_{4}+\cdots+p k_{s}$, hence $(0, a)=\left(p k_{1}+1\right)(1, a)+\left(p k_{2}-\right.$ $1)(1, a)^{2}+p k_{3}(1, a)^{3}+p k_{4}(1, a)^{4}+\cdots+p k_{s}(1, a)^{s}$. Thus $(0, a) \in[(1, a)]$.

Proposition 4. If $A$ is an $H$-ring satisfying $A=p A$, for some $p \in \mathbb{P}$, then $R=\mathbb{Z}_{p} \oplus A$ is an $H$-ring.

Proof. Take any $\alpha \in R$. Then $\alpha=(k, a)$, for some $k \in \mathbb{Z}_{p}, a \in A$. If $k \neq 0$, then there exists $l \in \mathbb{Z}_{p}$ satisfying $k l=1$. Since $p \nmid l$, there exist $x, y \in \mathbb{Z}$ such that $(0, a)=x(0, p a)+y(0, l a)$. It is evident that $(0, p a)=p \alpha$. Moreover, $(0, l a) \in$ $[(1, l a)]$, by Lemma 1 , and $(1, l a)=(k l, l a)=l(k, a)=l \alpha$. Thus $(0, a) \in[\alpha]$. As $(k, 0)=\alpha-(0, a) \in[\alpha]$ we have $(k) \oplus[a] \subseteq[\alpha]$. Moreover $\alpha \in(k) \oplus[a]$, so $[\alpha] \subseteq(k) \oplus[a]$. Therefore $[\alpha]=(k) \oplus[a] \triangleleft R$.

### 2.3 Ring multiplication on some specific abelian groups

Remark 2. Let $p$ be a prime number. It is a well-known fact that up to isomorphism there exist only two rings of cardinality $p$ : the zero-ring $Z(p)^{0}$ and the field $\mathbb{Z}_{p}$. So if $s>1$ is a square-free number, $R$ is a ring with $R^{+}=Z(s)$, and $r$ is the product of all prime divisors $p$ of $s$, for which $R_{p} \cong \mathbb{Z}_{p}$, then the ring $R$ satisfies the condition $R^{n} \cong \mathbb{Z}_{r}$, for all $n \in \mathbb{N}$ such that $n \geq 2$.

Proposition 5. Let $A$ and $H$ be abelian groups such that $A=T(A), \omega\left(A_{p}\right)<$ $\infty, H=p H$, and $H_{p}=\{0\}$, for all $p \in \mathbb{P}(A)$. Then every ring multiplication * on the group $G=A \oplus H$ satisfies the following conditions:
(i) $A * H=H * A=\{0\}$;
(ii) $A * A \subseteq A$;
(iii) $H * H \subseteq H$;

The proof of the above proposition will be available in [7], but we will give it for the completeness of our paper:

Proof. ( $i$ ). This follows directly from the $p$-divisibility of $H$ for every $p \in \mathbb{P}(A)$, and the distributivity of multiplication with respect to addition.
(ii). Take any $a_{1}, a_{2} \in A$. Then $a_{1} * a_{2}=a_{3}+h$, for some $a_{3} \in A, h \in H$. Let $m=L C M\left(o\left(a_{1}\right), o\left(a_{2}\right), o\left(a_{3}\right)\right)$. Then $0=m\left(a_{1} * a_{2}\right)=m\left(a_{3}+h\right)=m h$, hence $h \in T(H)$. Let $p \in \mathbb{P}$. If $p \mid o(h)$, then $p \mid m$, thus from the definition $m$ it follows that $p \in \mathbb{P}(A)$. But $H_{p}=\{0\}$, for every $p \in \mathbb{P}(A)$, hence $h=0$.
(iii). Take any $h_{1}, h_{2} \in H$. Then $h_{1} * h_{2}=a+h$, for some $a \in A, h \in H$. So there exists a nonempty finite subset $P$ of the set $\mathbb{P}(A)$ such that $a \in \bigoplus_{p \in P} A_{p}$. Moreover $n\left(\bigoplus_{p \in P} A_{p}\right)=\{0\}$, for $n=\prod_{p \in P} \omega\left(A_{p}\right)$. But $H=p H$, for every $p \in \mathbb{P}(A)$, so $h_{1}=n h_{1}^{\prime}, h_{2}=n h_{2}^{\prime}$ and $h=n^{2} h^{\prime}$, for some $h_{1}^{\prime}, h_{2}^{\prime}, h^{\prime} \in H$. Therefore $n^{2}\left(h_{1}^{\prime} * h_{2}^{\prime}\right)=a+n^{2} h^{\prime}$, hence $a=n^{2}\left(\left(h_{1}^{\prime} * h_{2}^{\prime}\right)-h^{\prime}\right) \in n^{2} G=$ $\bigoplus_{q \in \mathbb{P}(A) \backslash P}\left(n^{2} A_{q}\right) \oplus H$. As $a \in \bigoplus_{p \in P} A_{p}$ we have $a=0$. Therefore $h_{1} * h_{2} \in H$.

## 3 Main results

Proposition 6. Let $p$ and $n$ be a prime number and a positive integer, respectively, and let $D$ be a nontrivial divisible p-group. Then $A=Z\left(p^{n}\right) \oplus D$ is a TI-group if and only if $n=1$.

Proof. If $A$ is a $T I$-group, then we apply Proposition 2 to obtain $n=1$.
The opposite implication follows at once from Lemma 6 in [9] and Remark 1.
Proposition 7. If $H$ is an abelian group with $H_{p} \neq\{0\}$, for some prime number $p$, then $A=\mathbb{Z}_{p}^{+} \oplus \mathbb{Z}_{p}^{+} \oplus H$ is not a TI-group.

Proof. Take any $h \in H$ such that $o(h)=p$. It is easy to check that the function *: $A \times A \rightarrow A$ defined by:

$$
\left(k_{1}, l_{1}, h_{1}\right) *\left(k_{2}, l_{2}, h_{2}\right)=\left(0,0,\left(k_{1} l_{2}+k_{2} l_{1}\right) h\right)
$$

for all $k_{1}, k_{2}, l_{1}, l_{2} \in \mathbb{Z}_{p}^{+}, h_{1}, h_{2} \in H$, is a nonzero associative and commutative binary operation on the set $A$. Moreover, for all $k_{i}, l_{i}, \in \mathbb{Z}_{p}^{+}, h_{i} \in H$, where $i=1,2,3$, we have:
$\left(k_{1}, l_{1}, h_{1}\right) *\left(\left(k_{2}, l_{2}, h_{2}\right)+\left(k_{3}, l_{3}, h_{3}\right)\right)=\left(k_{1}, l_{1}, h_{1}\right) *\left(k_{2}+k_{3}, l_{2}+l_{3}, h_{2}+h_{3}\right)=$ $\left(0,0,\left(k_{1}\left(l_{2}+l_{3}\right)+\left(k_{2}+k_{3}\right) l_{1}\right) h\right)=\left(0,0,\left(k_{1} l_{2}+k_{1} l_{3}+k_{2} l_{1}+k_{3} l_{1}\right) h\right)=\left(0,0,\left(\left(k_{1} l_{2}+\right.\right.\right.$ $\left.\left.\left.k_{2} l_{1}\right)+\left(k_{1} l_{3}+k_{3} l_{1}\right)\right) h\right)=\left(0,0,\left(k_{1} l_{2}+k_{2} l_{1}\right) h\right)+\left(0,0,\left(k_{1} l_{3}+k_{3} l_{1}\right) h\right)=\left(k_{1}, l_{1}, h_{1}\right) *$ $\left(k_{2}, l_{2}, h_{2}\right)+\left(k_{1}, l_{1}, h_{1}\right) *\left(k_{3}, l_{3}, h_{3}\right)$.
Therefore $R=(A,+, *, 0)$ is an associative commutative nonzero ring. Let $x=$ $(1,0,0)$. Then $x^{2}=0$, so $[x]=\langle x\rangle$ and consequently $\langle x\rangle \triangleleft R * x+\langle x\rangle \triangleleft R$. As $(0,1,0) * x=(0,0, h) \notin[x]$ we have $[x] \notin R$. Therefore $R$ is not filial. Thus $A$ is not a $T I$-group.

Directly from Proposition 2 in [6] we obtain the following:
Proposition 8. An abelian torsion group $A$ is a TI-group if and only if $A_{p}$ is a TI-group, for every prime number $p$.

Proposition 9. A direct summand of a TI-group is a TI-group.
Proof. Let $A$ and $B$ be abelian groups and let $G=A \oplus B$. Suppose, contrary to our claim, that $A$ is not a $T I$-group. Then there exists a ring $S$ such that $S^{+}=A$ and $S$ is not filial. Let $R=S \oplus B^{0}$. Then $R^{+}=G$ and $S \oplus\{0\} \triangleleft R$. Hence from Lemma 1 in [8], we infer that $R$ is not filial. Therefore $G$ is not a $T I$-group.

Theorem 1. A nontrivial torsion abelian group $A$ is a TI-group if and only if each of its nontrivial p-components $A_{p}$ satisfies one of the following conditions:
(i) $A_{p}=Z\left(p^{n}\right)$, $n$ a positive integer;
(ii) $A_{p}=Z\left(p^{n}\right) \oplus D$, with $D$ a divisible $p$-group and $n=0$ or $n=1$;
(iii) $A_{p}=Z(p) \oplus Z(p)$.

In other words, $A$ is a TI-group if and only if either $A_{p}$ is an $S I_{H}$-group or $A_{p}=Z(p) \oplus Z(p)$, for every $p \in \mathbb{P}(A)$.

Proof. Suppose that $A$ is a $T I$-group. Take any $p \in \mathbb{P}(A)$. Then $A_{p}$ is a $T I$-group, by Proposition 8. If $A_{p}$ is an $S I_{H}$-group, then $A_{p}$ satisfies either (i) or (ii) (cf. Lemma 6 in [9]). Now suppose that $A_{p}$ is not an $S I_{H^{-}}$group. Let $D$ be a maximal divisible subgroup of $A_{p}$. It follows from Theorem 21.2 in [13] that $A_{p}=D \oplus B$ for some reduced subgroup $B$ of $A_{p}$. Since $A_{p}$ is not an $S I_{H}$-group, it follows that $B \neq\{0\}$. Suppose that $D \neq\{0\}$. If $B=Z\left(p^{n}\right)$, for some $n \in \mathbb{N}$, then $n>1$ and $A_{p}$ is not a $T I$-group, by Proposition 6. Hence, by Corollary 27.3 in [13], Proposition 9 and Corollary 1 we infer that $Z(p) \oplus Z(p)$ is a direct summand of $B$. Therefore $C=Z(p) \oplus Z(p) \oplus D$ is a direct summand of $A_{p}$. Moreover, $C$ is a $T I$-group, by Proposition 9 . As $D \neq\{0\}$ we have a contradiction with Proposition 7. Thus $D=\{0\}$. Since $A_{p}$ is not an $S I_{H}$-group, Corollary 27.3 in [13], Proposition 9 and Corollary 1 imply that $A_{p}=Z(p) \oplus Z(p) \oplus E$, for some subgroup $E$ of $A_{p}$. Combining this with Proposition 7 we infer that $E=\{0\}$, and consequently $A_{p}=Z(p) \oplus Z(p)$.

The opposite implication follows directly from Lemma 6 in [9], Remark 1, Example 2 and Proposition 8.

Proposition 10. Let $A$ be a TI-group. Then $A_{p}$ is a direct summand of $A$, for every prime $p$.

Proof. Let $D$ be a maximal divisible subgroup of $A_{p}$. Then $A=D \oplus H$ and $A_{p}=D \oplus H_{p}$, for some subgroup $H$ of $A$ (cf. Theorem 21.2 in [13]). From the maximality of the group $D$ it follows that the group $H_{p}$ is reduced. If $H_{p}=\{0\}$, then $A_{p}=D$, so $A_{p}$ is a direct summand of $A$. Now suppose that $H_{p} \neq\{0\}$. It follows from Corollary 27.3 in [13] that $A=D \oplus Z\left(p^{n}\right) \oplus K$, for some $n \in \mathbb{N}$ and some subgroup $K$ of $A$. If $K_{p}=\{0\}$, then $A_{p}=D \oplus Z\left(p^{n}\right)$ is a direct summand of $A$. Now suppose that $K_{p} \neq\{0\}$. We apply Corollary 27.3 in [13] again to obtain $A=D \oplus Z\left(p^{n}\right) \oplus Z\left(p^{m}\right) \oplus L$, for some $m \in \mathbb{N}$ and some subgroup $L$ of $A$. It follows from Proposition 9 and Corollary 1 that $m=n=1$. Thus $A=Z(p) \oplus Z(p) \oplus(D \oplus L)$. It follows from Proposition 7 that $(D \oplus L)_{p}=\{0\}$, and consequently $A_{p}=Z(p) \oplus Z(p)$ is a direct summand of $A$.

Propositions 9 and 10 imply at once the following:
Proposition 11. A p-component of a TI-group is a TI-group, for every prime number $p$.
The next result follows directly from Propositions 11 and 8.
Theorem 2. A torsion part of a TI-group is a TI-group.
In [7] we proved a more accurate version of Theorem 10 in [9]. Namely, we obtained that if $G$ is a mixed $S I_{H}$-group, then $T(G)=\bigoplus_{p \in \mathbb{P}(G)} Z(p)$. It turns out that this result remains true for $T I$-groups. The proof of this fact follows partially from the proof of Theorem 10 in [9], but we present complete proof for the transparency of our paper.
Theorem 3. If $G$ is a mixed TI-group, then $T(G)=\bigoplus_{p \in \mathbb{P}(G)} Z(p)$.
Proof. Take any $p \in \mathbb{P}(G)$. Then $G_{p}$ is a $T I$-group, by Proposition 11. Suppose, contrary to our claim, that $G_{p}=Z(p) \oplus Z(p)$. It follows from Proposition 10 that $G=G_{p} \oplus H$, for some subgroup $H$ of the group $G$. Since $G$ is mixed, $H \neq T(H)$. Therefore Proposition 1 implies that the algebraic system $(G,+, *, 0)$, where the function $*: G \times G \rightarrow G$ is given by the formula:

$$
\left(k_{1}, l_{1}, a_{1}\right) *\left(k_{2}, l_{2}, a_{2}\right)=\left(k_{1} k_{2}, k_{1} l_{2}, 0\right),
$$

for all $k_{1}, k_{2}, l_{1}, l_{2} \in Z(p), a_{1}, a_{2} \in H$, is an associative ring, which is not filial. Hence $G$ is not a $T I$-group, a contradiction. Combining this with Theorem 1 we conclude that $G_{p}$ is an $S I_{H}$-group. Suppose, contrary to our claim, that $G \neq Z\left(p^{n}\right)$, for every $n \in \mathbb{N}$. From Lemma 6 in [9] it follows that there exists a subgroup $A$ of $G$ satisfying $G_{p}=Z\left(p^{\infty}\right) \oplus A$. Take any $x \in Z\left(p^{\infty}\right)$ and $a \in A$ such that $o(x)=p^{2}$ and $o(a)=\infty$. It is easy to check that the function $\psi:\langle a\rangle \times\langle a\rangle \rightarrow Z\left(p^{\infty}\right)$ defined by the formula $\psi(k a, l a)=(k l) x$, for all $k, l \in \mathbb{Z}$, is bilinear. Therefore Theorem 59.1 in [13] implies the existence of a unique homomorphism $\varphi:\langle a\rangle \otimes\langle a\rangle \rightarrow Z\left(p^{\infty}\right)$ satisfying $\psi=\varphi \circ e$.


Let $\imath$ be the restriction of $i d_{A \otimes A}$ to $\langle a\rangle \otimes\langle a\rangle$. Then $\imath$ is a monomorphism. Moreover, a group $Z\left(p^{\infty}\right)$ is injective by Theorem 24.5 in [13]. Thus there exists a homomorphism $\phi: A \otimes A \rightarrow Z\left(p^{\infty}\right)$ satisfying $\varphi=\phi \circ \imath$.


Note that $\phi(a \otimes a)=(\phi \circ \imath)(a \otimes a)=\varphi(a \otimes a)=(\varphi \circ e)(a, a)=\psi(a, a)=x$. We define the function $*:\left(Z\left(p^{\infty}\right) \oplus A\right) \times\left(Z\left(p^{\infty}\right) \oplus A\right) \rightarrow Z\left(p^{\infty}\right) \oplus A$ by the formula:

$$
\left(x_{1}, a_{1}\right) *\left(x_{2}, a_{2}\right)=\left(\phi\left(a_{1} \otimes a_{2}\right), 0\right), \text { for all } x_{1}, x_{2} \in Z\left(p^{\infty}\right), a_{1}, a_{2} \in A
$$

As $(0, a) *(0, a)=(x, 0)$ and $o(x)=p^{2}$ we conclude that $*$ is a nonzero binary operation on the set $Z\left(p^{\infty}\right) \oplus A$. Since $(x, 0) *(y, b)=(y, b) *(x, 0)=(0,0)$, for all $x, y \in Z\left(p^{\infty}\right)$ and $b \in A$, it follows that the operation $*$ is associative. Moreover, $\left(\left(x_{1}, a_{1}\right)+\left(x_{2}, a_{2}\right)\right) *\left(x_{3}, a_{3}\right)=\left(x_{1}+x_{2}, a_{1}+a_{2}\right) *\left(x_{3}, a_{3}\right)=\left(\phi\left(\left(a_{1}+\right.\right.\right.$ $\left.\left.\left.a_{2}\right) \otimes a_{3}\right), 0\right)=\left(\phi\left(a_{1} \otimes a_{3}+a_{2} \otimes a_{3}\right), 0\right)=\left(\phi\left(a_{1} \otimes a_{3}\right)+\phi\left(a_{2} \otimes a_{3}\right), 0\right)=$ $\left(\phi\left(a_{1} \otimes a_{3}\right), 0\right)+\left(\phi\left(a_{2} \otimes a_{3}\right), 0\right)=\left(x_{1}, a_{1}\right) *\left(x_{3}, a_{3}\right)+\left(x_{2}, a_{2}\right) *\left(x_{3}, a_{3}\right)$, for all $x_{1}, x_{2}, x_{3} \in Z\left(p^{\infty}\right), a_{1}, a_{2}, a_{3} \in A$. The rest of the proof of distributivity of $*$ with respect to addition runs as before. Therefore $R=(G,+, *)$ is a nonzero associative ring. Let $\alpha=(0, p a)$. Then we obtain:
$\alpha * \alpha=(\phi((p a) \otimes(p a)), 0)=\left(\phi\left(p^{2}(a \otimes a)\right), 0\right)=\left(p^{2} \phi(a \otimes a), 0\right)=\left(p^{2} x, 0\right)=(0,0)$, hence $[\alpha]=\langle\alpha\rangle$. As $o(x)=p^{2}$ we have $(0, a) * \alpha=(p x, 0) \neq(0,0)$. Hence $(0, a) * \alpha \notin[\alpha]$, and consequently $[\alpha] \notin R$. From the equality $R^{3}=\{0\}$ and Proposition 1 in [6] it follows that the ring $R$ is not filial. Therefore $G$ is not a $T I$ group, a contradiction. Thus $G_{p}=Z\left(p^{n}\right)$, for some $n \in \mathbb{N}$. Since $G=G_{p} \oplus H$ and $H \neq T(H)$, Proposition 2 implies that $n=1$. Thus $G_{p}=Z(p)$, for every $p \in \mathbb{P}(G)$.

The next two results concerning $S I_{H}$-groups have been achieved by us in [7]. We present them for the sake of Remark 1. We give complete proofs, because [7] is not yet available.

Lemma 2. Let $A$ be an $S I_{H}$-group satisfying $A=p A$ and $A_{p}=\{0\}$, for some $p \in \mathbb{P}$. Then $G=Z(p) \oplus A$ is an $S I_{H}$-group.

Proof. Let $R$ be an arbitrary associative ring with $R^{+}=G$. Then it follows from Proposition 5 that $Z(p)^{2} \subseteq Z(p), A^{2} \subseteq A$ and $Z(p) \cdot A=A \cdot Z(p)=\{0\}$. Thus $R=R_{1} \oplus R_{2}$, where $R_{1}$ and $R_{2}$ are some rings such that $R_{1}^{+}=Z(p)$ and $R_{2}^{+}=A$. Therefore the assertion follows from Remark 2, Propositions 3 and 4 .

Proposition 12. Let $\emptyset \neq P \subseteq \mathbb{P}$ and let $A$ be an $S I_{H}$-group satisfying $A=p A$ and $A_{p}=\{0\}$, for all $p \in P$. Then $G=\left(\bigoplus_{p \in P} Z(p)\right) \oplus A$ is an $S I_{H}$-group.

Proof. If $|P|<\infty$, then the assertion follows from Lemma 2 by simple induction argument. Now suppose that $|P|=\infty$. Let $R$ be an arbitrary associative ring with $R^{+}=G$. Take any $\alpha, \beta \in R$. then $\alpha=(k, a), \beta=(l, b)$, for some $k, l \in$ $\bigoplus_{p \in P} Z(p)$ and $a, b \in A$. Let $P_{k l}=\operatorname{supp}(k) \cup \operatorname{supp}(l)$. There exists a subgroup $H$ of the group $G$ such that $H \cong \bigoplus_{p \in P_{k l}} Z(p) \oplus A$. Of course, $\alpha, \beta \in H$. Moreover $\left|P_{k l}\right|<\infty$, thus $H$ is an $S I_{H}$-group, by first part of the proof. It follows from Proposition 5 and Remark 2 that $H$ is a subring of the ring $R$. Therefore $[\alpha] \triangleleft H$, hence $\alpha \beta, \beta \alpha \in[\alpha]$. Hence by the arbitrary choice of the element $\beta$ of the ring $R$ we obtain $[\alpha] \triangleleft R$. Since $\alpha$ has also been chosen arbitrarily, $R$ is an $H$-ring. Therefore $G$ is an $S I_{H}$-group.

Theorem 4. Every abelian torsion-free group of rank one is a TI-group.
Proof. Since every abelian torsion-free group of rank one can be embedded in the group $\mathbb{Q}^{+}$(cf. [14], p. 85), it is sufficient to prove the theorem only for subgroups of the group $\mathbb{Q}^{+}$. Let $A$ be a subgroup of $\mathbb{Q}^{+}$and let $R$ be a ring with $R^{+}=A$. It follows from Proposition 14 in [9] that there exists a subgroup $B$ of $\mathbb{Q}^{+}$such that $B$ contains the number 1 and $B$ is isomorphic to $A$. Moreover, $B$ with the ring structure naturally induced from $R$ is a subring of the field that is isomorphic to the field of rationals. Hence from Theorem 6 in [8] we infer that the ring $B$ is filial. Hence $R$ is filial too. Therefore $A$ is a $T I$-group.
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#### Abstract

We recall some known algebraic and geometric results concerning the spark of a matrix (over an arbitrary field) and provide a few new examples and observations.


## 1 Introduction and Preliminaries

Throughout the text $m$ and $n$ stand for positive integers (in other words, $m, n \in$ $\mathbb{N}$ ), and $\mathbb{F}$ is a field. The elements of the space $\mathbb{F}^{n}$ are understood to be columns. We denote the zero vector in $\mathbb{F}^{n}$ by $\mathbf{0}$. Recall that the Hamming weight of a vector $x=\left[x_{1}, \ldots, x_{n}\right]^{\mathrm{T}} \in \mathbb{F}^{n}$ is defined by

$$
\|x\|_{0}=\#\left\{j \in\{1, \ldots, n\}: x_{j} \neq 0\right\} .
$$

Finally, for a non-negative integer $k$ we define $\Sigma_{k}=\left\{x \in \mathbb{F}^{n}:\|x\|_{0} \leq k\right\}$.
We denote by $\mathcal{M}_{m \times n}(\mathbb{F})$ the vector space of all $m \times n$ matrices over $\mathbb{F}$. For a matrix $A \in \mathcal{M}_{m \times n}(\mathbb{F})$ we define $\operatorname{Ker}(A)=\left\{x \in \mathbb{F}^{n}: A x=\mathbf{0}\right\}$.

The $n$th full linear group over $\mathbb{F}$ will be denoted by $\mathcal{G} \mathcal{L}_{n}(\mathbb{F})$.
Now, let $V$ be a nonzero finite dimensional vector space over $\mathbb{F}$ and let $d=\operatorname{dim} V$. Recall that a set $E \subseteq V$ is said to be algebraic, if there exist a linear isomorphism $\varphi: V \longrightarrow \mathbb{F}^{d}$, a positive integer $s$, and polynomials $f_{1}, \ldots, f_{s} \in$ $\mathbb{F}\left[x_{1}, \ldots, x_{d}\right]$ such that $E=\left\{v \in V: f_{1}(\varphi(v))=\ldots=f_{s}(\varphi(v))=0\right\}$. We define the linear capacity of an algebraic set $E \subseteq V$ by

$$
\Lambda(E)=\sup \{\operatorname{dim} L: L \text { is a linear subspace of } V, L \subseteq E\}
$$

For more information on algebraic geometry we refer to [2].
In [1], Donoho and Elad introduced the notion of spark of a matrix.
Definition 1. Let $C_{1}, \ldots, C_{n} \in \mathbb{F}^{m}$ be the columns of a matrix $A \in \mathcal{M}_{m \times n}(\mathbb{F})$. The spark of $A$ is defined to be the infimum of the set of all positive integers $\ell$ such that

$$
\exists j_{1}, \ldots, j_{\ell} \in\{1, \ldots, n\}:\left\{\begin{array}{l}
j_{1}<\ldots<j_{\ell}, \\
C_{j_{1}}, \ldots, C_{j_{\ell}}
\end{array} \text { are linearly dependent (over } \mathbb{F}\right. \text { ). }
$$

Let us collect a few simple and well known properties of the spark.
Proposition 1. For any matrix $A \in \mathcal{M}_{m \times n}(\mathbb{F})$ the following hold true:
(i) $\operatorname{spark}(A)$ is either a positive integer or $+\infty$,
(ii) $\operatorname{spark}(A)=+\infty$ if and only if $\operatorname{rank}(A)=n$,
(iii) $\operatorname{spark}(A)=1$ if and only if $A$ has a zero column,
(iv) if $\operatorname{spark}(A) \neq+\infty$, then $\operatorname{spark}(A) \leq \operatorname{rank}(A)+1$,
(v) $\operatorname{spark}(A)=\inf _{x \in \operatorname{Ker}(A) \backslash\{0\}}\|x\|_{0}$,
(vi) if $\mathbb{K}$ is an extension field of $\mathbb{F}$, then the spark of $A$ as an element of $\mathcal{M}_{m \times n}(\mathbb{I K})$ is equal to the spark of $A$ as an element of $\mathcal{M}_{m \times n}(\mathbb{F})$.

The spark of a matrix plays a quite important role in the mathematical theory of Compressed Sensing [3]. It is also of separate interest. In the present note we recall some known results concerning the spark and provide a few examples and observations, which seem to be new or not explicitly stated in the literature.

## 2 Systems of Linear Equations

We start with a theorem of elementary linear algebra.
Theorem 1. Let $A \in \mathcal{M}_{m \times n}(\mathbb{F})$. Then the following conditions are equivalent: (1) for any $y \in \mathbb{F}^{m}$ there exists at most one vector $x \in \mathbb{F}^{n}$ such that $A x=y$,
(2) $\exists y \in \mathbb{F}^{m}: \#\left\{x \in \mathbb{F}^{n}: A x=y\right\}=1$,
(3) $\operatorname{rank}(A)=n$,
(4) $\operatorname{Ker}(A)=\{\mathbf{0}\}$.

In [1], Donoho and Elad provided a generalization of the above result.
Theorem 2 (Donoho and Elad). Let $A \in \mathcal{M}_{m \times n}(\mathbb{F})$ and $k \in \mathbb{N} \cup\{0\}$. Then the following conditions are equivalent:
(5) for any $y \in \mathbb{F}^{m}$ there exists at most one vector $x \in \mathbb{F}^{n}$ such that $A x=y$ and $\|x\|_{0} \leq k$,
(6) $\Sigma_{2 k} \cap \operatorname{Ker}(A)=\{\mathbf{0}\}$,
(7) $\operatorname{spark}(A)>2 k$.

Proof. Equivalence (6) $\Leftrightarrow(7)$ is obvious. Notice that the Hamming weight of a vector $x \in \mathbb{F}^{n}$ is not greater than $2 k$ if and only if $x=u-v$ for some $u, v \in \Sigma_{k}$. Consequently,

$$
\begin{aligned}
& \neg(5) \Leftrightarrow\left(\exists u, v \in \Sigma_{k}: u \neq v, A u=A v\right) \Leftrightarrow \\
& \Leftrightarrow\left(\exists x \in \Sigma_{2 k} \backslash\{\mathbf{0}\}: A x=\mathbf{0}\right) \Leftrightarrow \neg(6) .
\end{aligned}
$$

We included the simple and well known proof of the Donoho-Elad theorem for the sake of completness. If $k=n$, then condition (5) becomes (1) of Theorem 1, condition (6) becomes (4), and condition (7) becomes (3). The example below shows that no counterpart of condition (2) can be added to Theorem 2.

Example 1. Consider the matrix

$$
A=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 1
\end{array}\right]
$$

It is easy to see that $\left\{x \in \mathbb{F}^{3}: A x=[1,0]^{\mathrm{T}},\|x\|_{0} \leq 1\right\}=\left\{[1,0,0]^{\mathrm{T}}\right\}$. However, $A[0,1,0]^{\mathrm{T}}=A[0,0,1]^{\mathrm{T}}$.

## 3 More about Spark Varieties

Let $r \in\{0, \ldots, \min \{m, n\}\}$. Recall that the generic determinantal variety

$$
\mathcal{H}_{m \times n}^{r}(\mathbb{F})=\left\{A \in \mathcal{M}_{m \times n}(\mathbb{F}): \operatorname{rank}(A) \leq r\right\}
$$

is an algebraic subset of $\mathcal{M}_{m \times n}(\mathbb{F})$. (Moreover, $\Lambda\left(\mathcal{H}_{m \times n}^{r}(\mathbb{F})\right)=r \max \{m, n\}$, and if $\mathbb{F}$ is an algebraically closed field, then $\mathcal{H}_{m \times n}^{r}(\mathbb{F})$ is irreducible of dimension $r(m+n-r))$. Consequently, $\left\{A \in \mathcal{M}_{m \times n}(\mathbb{F}): \operatorname{rank}(A)>r\right\}$ is Zariski open in $\mathcal{M}_{m \times n}(\mathbb{F})$. Since $\min \{m, n\}=\max _{A \in \mathcal{M}_{m \times n}(\mathbb{F})} \operatorname{rank}(A)$, so is the set $\left\{A \in \mathcal{M}_{m \times n}(\mathbb{F}): \operatorname{rank}(A)=\min \{m, n\}\right\}$. These facts and Theorem 2 yield a motivation for paying attention to the spark varieties

$$
\mathcal{S}_{m \times n}^{k}(\mathbb{F})=\left\{A \in \mathcal{M}_{m \times n}(\mathbb{F}): \operatorname{spark}(A) \leq k\right\}
$$

where $k$ is any positive integer. Notice that $\mathcal{S}_{m \times n}^{k}(\mathbb{F})$ coincides with the totality of matrices in $\mathcal{M}_{m \times n}(\mathbb{F})$ which have a $\min \{k, n\}$-element set of linearly dependent columns. The following simple properties have been proved in [4].
Theorem 3. (i) Every spark variety $\mathcal{S}_{m \times n}^{k}(\mathbb{F})$ is an algebraic subset of the space $\mathcal{M}_{m \times n}(\mathbb{F})$.
(ii) If $\min \{k, n\}>m$, then $\mathcal{S}_{m \times n}^{k}(\mathbb{F})=\mathcal{M}_{m \times n}(\mathbb{F})$.
(iii) If $\min \{k, m\} \geq n$, then $\mathcal{S}_{m \times n}^{k}(\mathbb{F})=\mathcal{H}_{m \times n}^{n-1}(\mathbb{F})$.
(iv) If $\mathbb{F}$ is infinite and $\min \{k, n\} \leq m$, then $\Lambda\left(\mathcal{S}_{m \times n}^{k}(\mathbb{F})\right)=m(n-1)$.
(v) If $\mathbb{F}$ is algebraically closed, $k \leq m$ and $k<n$, then $\mathcal{S}_{m \times n}^{k}(\mathbb{F})$ is reducible and has pure dimension $m(n-1)+k-1$.

Corollary 1. Let $k \in \mathbb{N} \cup\{0\}$ and $\sigma=\max _{A \in \mathcal{M}_{m \times n}(\mathbb{F})} \operatorname{spark}(A)$. Then
(i) $\left\{A \in \mathcal{M}_{m \times n}(\mathbb{F}): \operatorname{spark}(A)>k\right\}$ is Zariski open in $\mathcal{M}_{m \times n}(\mathbb{F})$,
(ii) $\left\{A \in \mathcal{M}_{m \times n}(\mathbb{F}): \operatorname{spark}(A)=\sigma\right\}$ is Zariski open in $\mathcal{M}_{m \times n}(\mathbb{F})$,
(iii) $\sigma=\left\{\begin{array}{l}+\infty, \quad \text { if } m \geq n, \\ m+1, \\ \text { if } m<n\end{array}\right.$ and $\mathbb{F}$ is infinite.

Moreover, if the field $\mathbb{F}$ is infinite, then

$$
\left\{A \in \mathcal{M}_{m \times n}(\mathbb{F}): \operatorname{spark}(A)>k\right\} \neq \emptyset \Leftrightarrow(m \geq n \vee k \leq m<n)
$$

Proof. Property (i) is obvious. Notice that $\sigma \geq 2$. Property (ii) follows from the fact that

$$
\left\{A \in \mathcal{M}_{m \times n}(\mathbb{F}): \operatorname{spark}(A)=\sigma\right\}=\left\{\begin{array}{l}
\mathcal{M}_{m \times n}(\mathbb{F}) \backslash \mathcal{S}_{m \times n}^{\sigma-1}(\mathbb{F}), \text { if } \sigma \neq+\infty \\
\mathcal{M}_{m \times n}(\mathbb{F}) \backslash \mathcal{S}_{m \times n}^{n}(\mathbb{F}), \text { if } \sigma=+\infty
\end{array}\right.
$$

If $m \geq n$, then $\left\{A \in \mathcal{M}_{m \times n}(\mathbb{F}): \operatorname{spark}(A)=+\infty\right\}=\left\{A \in \mathcal{M}_{m \times n}(\mathbb{F}):\right.$ $\operatorname{rank}(A)=n\} \neq \emptyset$. Suppose, therefore, that $m<n$ and $\mathbb{F}$ is infinite. Let $\overline{\mathbb{F}}$ be the algebraic closure of the field $\mathbb{F}$. By Proposition 1 (iv),

$$
\operatorname{spark}(A) \leq \operatorname{rank}(A)+1 \leq m+1
$$

for all $A \in \mathcal{M}_{m \times n}(\overline{\mathbb{F}})$. Since $\operatorname{dim} \mathcal{S}_{m \times n}^{m}(\overline{\mathbb{F}})=m(n-1)+m-1=m n-1$, the set

$$
\left\{A \in \mathcal{M}_{m \times n}(\overline{\mathbb{F}}): \operatorname{spark}(A)=m+1\right\}=\mathcal{M}_{m \times n}(\overline{\mathbb{F}}) \backslash \mathcal{S}_{m \times n}^{m}(\overline{\mathbb{F}})
$$

is nonempty and Zariski open in $\mathcal{M}_{m \times n}(\overline{\mathbb{F}})$. The infiniteness of $\mathbb{F}$ yields that $\mathcal{M}_{m \times n}(\mathbb{F})$ is Zariski dense in $\mathcal{M}_{m \times n}(\overline{\mathbb{F}})$. Consequently, there exists a matrix $A_{0} \in \mathcal{M}_{m \times n}(\mathbb{F})$ such that $\operatorname{spark}\left(A_{0}\right)=m+1$, and hence $\sigma=m+1$ (see Proposition 1 (vi)).

The "moreover" part follows directly from (iii).
In the proof of property (iii), the existence of a matrix in $\mathcal{M}_{m \times n}(\mathbb{F})$ whose spark is equal to $m+1$ can also be obtained by induction on $n$.

If $\mathbb{F}$ is a finite field, then $\max _{A \in \mathcal{M}_{m \times n}(\mathbb{F})} \operatorname{spark}(A)$ can be less than $m+1$.
Example 2. Suppose that $\mathbb{F}$ is finite and $n \geq(\# \mathbb{F})^{m}$. Since the vector space $\mathbb{F}^{m}$ has exactly $(\# \mathbb{F})^{m}-1$ elements different from $\mathbf{0}$, every matrix in $\mathcal{M}_{m \times n}(\mathbb{F})$ which has no zero column, must have two identical columns. Hence

$$
\max _{A \in \mathcal{M}_{m \times n}(\mathbb{F})} \operatorname{spark}(A)=2
$$

## 4 Some Algebraic Properties of the Spark

We begin with a very simple remark.
Proposition 2. Let $\ell, s \in \mathbb{N}, A \in \mathcal{M}_{m \times n}(\mathbb{F}), B \in \mathcal{M}_{n \times \ell}(\mathbb{F})$, and $\left\{j_{1}, \ldots, j_{s}\right\}$ be an s-element subset of $\{1, \ldots, n\}$. Define $A^{\prime} \in \mathcal{M}_{m \times s}(\mathbb{F})$ to be the matrix consisting of the columns of $A$ with indices $j_{1}, \ldots, j_{s}$. Then
(i) $\operatorname{spark}(A B) \leq \operatorname{spark}(B)$,
(ii) $\operatorname{spark}\left(A^{\prime}\right) \geq \operatorname{spark}(A)$.

Proof. Since $\operatorname{Ker}(B) \subseteq \operatorname{Ker}(A B)$, inequality (i) follows from Proposition 1 (v). Inequality (ii) is an immediate consequence of the definition of the spark.

Let us recall that if $A \in \mathcal{M}_{m \times n}(\mathbb{F})$ and $B \in \mathcal{M}_{n \times \ell}(\mathbb{F})$, then $\operatorname{rank}(A B) \leq$ $\min \{\operatorname{rank}(A), \operatorname{rank}(B)\}$.

Example 3. Consider the matrices

$$
A=\left[\begin{array}{lll}
1 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right], \quad B=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 1 \\
1 & 0 & 1
\end{array}\right]
$$

(over an arbitrary field), and observe that $\operatorname{spark}(A)=2$ while $\operatorname{spark}(A B)=3=$ $\operatorname{spark}(B)$.

Let $\ell \in\{1, \ldots, n\}$ and let $j_{1}, \ldots, j_{\ell} \in\{1, \ldots, n\}$ be such that $j_{1}<\ldots<j_{\ell}$. We denote by $B^{\left(j_{1}, \ldots, j_{\ell}\right)}$ the principal $\ell \times \ell$ minor of a matrix $B=\left[\beta_{i j}\right] \in$ $\mathcal{M}_{n \times n}(\mathbb{F})$ defined by $j_{1}, \ldots, j_{\ell}$ (i.e., $B^{\left(j_{1}, \ldots, j_{\ell}\right)}$ is the determinant of the matrix $\left.\left[\beta_{j_{p} j_{q}}\right]_{p, q=1, \ldots, \ell}\right)$.

In the subsequent theorem we will work over $\mathbb{F}=\mathbb{C}$, the field of complex numbers. We denote the Hermitian conjugate of a matrix $A \in \mathcal{M}_{m \times n}(\mathbb{C})$ by $A^{*}$. For a positive integer $k$ and vectors $x^{1}, \ldots, x^{k} \in \mathbb{C}^{m}$ we define $\operatorname{Gr}\left(x^{1}, \ldots, x^{k}\right)$ to be the determinant of the matrix $\left[\left(x^{i}\right)^{*} x^{j}\right]_{i, j=1, \ldots, k}$ (i.e., $\operatorname{Gr}\left(x^{1}, \ldots, x^{k}\right)$ is the Gram determinant of $\left.x^{1}, \ldots, x^{k}\right)$.

Theorem 4. Let $A \in \mathcal{M}_{m \times n}(\mathbb{C})$ and let $\mu$ be the infimum of the set of all positive integers $\ell$ such that the matrix $A^{*} A$ has a principal $\ell \times \ell$ minor equal to 0 . Then $\mu=\operatorname{spark}(A)=\operatorname{spark}\left(A^{*} A\right)$.

Proof. We define $B=A^{*} A$. Moreover, let $C_{1}, \ldots, C_{n}$ be the columns of $A$. Notice that

$$
\begin{gathered}
\forall \ell \in\{1, \ldots, n\} \forall j_{1}, \ldots, j_{\ell} \in\{1, \ldots, n\}: j_{1}<\ldots<j_{\ell} \Rightarrow \\
\Rightarrow B^{\left(j_{1}, \ldots, j_{\ell}\right)}=\operatorname{Gr}\left(C_{j_{1}}, \ldots, C_{j_{\ell}}\right) .
\end{gathered}
$$

If $\ell$ is a positive integer and $j_{1}, \ldots, j_{\ell} \in\{1, \ldots, n\}$ are such that $j_{1}<\ldots<j_{\ell}$, then

$$
\operatorname{Gr}\left(C_{j_{1}}, \ldots, C_{j_{\ell}}\right)=0 \Longleftrightarrow C_{j_{1}}, \ldots, C_{j_{\ell}} \text { are linearly dependent. }
$$

The equality $\operatorname{spark}(A)=\mu$ follows therefore directly from the definition of the spark.

Now, Proposition 2 yields $\operatorname{spark}(A) \geq \operatorname{spark}(B)$. Suppose that

$$
s:=\operatorname{spark}(B) \neq+\infty
$$

Let $D_{p_{1}}, \ldots, D_{p_{s}}$, where $p_{1}, \ldots, p_{s} \in\{1, \ldots, n\}$ and $p_{1}<\ldots<p_{s}$, be linearly dependent columns of the matrix $B$. Then every $s \times s$ minor of $B$ consisting of elements of $D_{p_{1}}, \ldots, D_{p_{s}}$ is equal to 0 . In particular, $B^{\left(p_{1}, \ldots, p_{s}\right)}=0$. Since $B^{\left(p_{1}, \ldots, p_{s}\right)}=\operatorname{Gr}\left(C_{p_{1}}, \ldots, C_{p_{s}}\right)$, it follows that $C_{p_{1}}, \ldots, C_{p_{s}}$ are linearly dependent, and hence $\operatorname{spark}(A) \leq s$. The proof is complete.

Of course, the above proof is fully analogous to the very well known proof of the fact that $\operatorname{rank}(A)=\operatorname{rank}\left(A^{*} A\right)=\operatorname{rank}\left(A A^{*}\right)$. It is also clear that $\operatorname{spark}\left(A A^{*}\right)=\operatorname{spark}\left(A^{*}\right)$ can be different from $\operatorname{spark}(A)$.

Let us return to an arbitrary field $\mathbb{F}$. We will conclude the note by a theorem proved in [5], which describes other multiplicative properties of the spark. Recall that $\operatorname{rank}(U A V)=\operatorname{rank}(A)$ for any matrices $A \in \mathcal{M}_{m \times n}(\mathbb{F}), U \in \mathcal{G} \mathcal{L}_{m}(\mathbb{F})$ and $V \in \mathcal{G} \mathcal{L}_{n}(\mathbb{F})$.

Theorem 5. For a matrix $A \in \mathcal{M}_{m \times n}(\mathbb{F})$ the following hold true:
(i) $\forall U \in \mathcal{G} \mathcal{L}_{m}(\mathbb{F}): \operatorname{spark}(U A)=\operatorname{spark}(A)$,
(ii) $\operatorname{spark}(A D)=\operatorname{spark}(A)$ for every diagonal matrix $D \in \mathcal{G} \mathcal{L}_{n}(\mathbb{F})$,
(iii) $\operatorname{spark}(A P)=\operatorname{spark}(A)$ for every permutation matrix $P \in \mathcal{M}_{n \times n}(\mathbb{F})$,
(iv) if $\operatorname{rank}(A)=n-1$, then $\forall s \in\{1, \ldots, n\} \exists V \in \mathcal{G} \mathcal{L}_{n}(\mathbb{F}): \operatorname{spark}(A V)=s$,
(v) if $A$ has no zero column, then $\exists V \in \mathcal{G} \mathcal{L}_{n}(\mathbb{F})$ : $\operatorname{spark}(A V)=\operatorname{spark}(A)-1$.
Moreover, if the field $\mathbb{F}$ has at least $n+1$ elements and $\operatorname{rank}(A)=n-2$, then

$$
\forall s \in\{1, \ldots, n-1\} \exists V \in \mathcal{G} \mathcal{L}_{n}(\mathbb{F}): \operatorname{spark}(A V)=s
$$
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#### Abstract

In this paper we prove a particular case of the HermiteLindemann Transcendence Theorem: if $\alpha$ is a non-zero algebraic number, then $e^{\alpha}$ is transcendental. We also give some applications of that theorem.


## 1 Introduction

Proofs of transcendence of numbers $e$ and $\pi$ obtained in the nineteenth century ( $[5,8]$ ) were an inspiration for further intensive research which has been continued up to the present day (see e.g. [1, 3, 6, 9-12]). The following theorem (now called the Hermite-Lindemann Transcendence Theorem ([2]), proved by Lindemann in [8], was the first important fact which gave transcendence of $e$ as well as $\pi$ :

Theorem 1. Any finite expression $A_{1} e^{\alpha_{1}}+A_{2} e^{\alpha_{2}}+\ldots+A_{i} e^{\alpha_{i}}+\ldots$, in which the coefficients $A_{i}$ are non-zero algebraic numbers and the exponents $\alpha_{i}$ are distinct algebraic numbers, is never equal to zero.

Theorem 1 is a generalization of the main result presented by Hermite in [5], where he assumed the coefficients $(A)$ and the exponents $(\alpha)$ are integers.

Because of the generality of Theorem 1, existing proofs of this result are difficult and therefore generally not well known.

In this paper, we study a particular case of Theorem 1 from which transcendence of $e$, and also $\pi$, follows immediately: if $\alpha$ is a non-zero algebraic number, then $e^{\alpha}$ is transcendental (the result itself is sometimes called the HermiteLindemann theorem). Many proofs of this theorem can be found in the literature (see for example [7,9-11]); here we present one more using classical methods as in [5] but including partially new reasoning. Our proof is self-contained and elementary as much as possible. The only prerequisite to understand this proof is the knowledge of algebra and calculus taught at an undergraduate level, together with some mathematical maturity.

## 2 Preliminaries

In the following, we let $\mathbb{C}$ denote the set of complex numbers, $\mathbb{Q}$ the set of rational numbers, $\mathbb{Z}$ the set of integers, and $\mathbb{N}=\{0,1,2, \ldots\}$ the set of natural numbers, $\mathbb{Z}_{p}=\mathbb{Z} / p \mathbb{Z}$ prime field with $p$ elements.

Before presenting our results, let us recall that a complex number $\alpha$ is said to be algebraic if there is a non-zero polynomial with integer coefficients of which $\alpha$ is a root. A complex number $\alpha$ which is not algebraic is said to be transcendental.

Let us also recall some easy but useful facts about complex integrals.
(a) If a function $f(z)$ is integrable along a curve $\gamma$, then

$$
\left|\int_{\gamma} f(z) d z\right| \leq M L(\gamma)
$$

where $M=\max _{z \in \gamma}|f(z)|$ and $L(\gamma)$ is the length of $\gamma$.
(b) In particular, if $\gamma$ is a segment connecting $z_{1}$ and $z_{2}$ (for $z_{1}, z_{2} \in \mathbb{C}$ ), then

$$
\left|\int_{z_{1}}^{z_{2}} f(z) d z\right| \leq M\left|z_{1}-z_{2}\right|
$$

(c) Let $f(z)$ be a continuous function on $D$. If $z_{1}$ and $z_{2}$ are any two points in $D$ and $F^{\prime}(z)=f(z)$ on $D$, then

$$
\int_{z_{1}}^{z_{2}} f(z) d z=F\left(z_{2}\right)-F\left(z_{1}\right)
$$

Hence, in this case, one can use classical methods of integration, in particular integration by parts.

From the above we obtain the following
Lemma 1. If the functions $h_{1}(z)$ and $h_{2}(z)$ are continuous on a segment $\left[z_{1}, z_{2}\right]$, then

$$
\lim _{n \rightarrow \infty} \frac{1}{n!}\left|\int_{z_{1}}^{z_{2}} h_{1}(z)\left(h_{2}(z)\right)^{n} d z\right|=0
$$

Proof. Let $\max _{z \in\left[z_{1}, z_{2}\right]}\left|h_{1}(z)\right|=\left|h_{1}\left(M_{1}\right)\right|$ and $\max _{z \in\left[z_{1}, z_{2}\right]}\left|h_{2}(z)\right|=\left|h_{2}\left(M_{2}\right)\right|$ for some $M_{1}, M_{2} \in\left[z_{1}, z_{2}\right]$. Set $c_{1}=\left|h_{1}\left(M_{1}\right)\right|$ and $c_{2}=\left|h_{2}\left(M_{2}\right)\right|$. It is clear that for all $n \in \mathbb{N},\left|h_{1}(z)\left(h_{2}(z)\right)^{n}\right| \leqslant c_{1} c_{2}^{n}$ on $\left[z_{1}, z_{2}\right]$. Hence from b) we obtain that $\frac{1}{n!}\left|\int_{z_{1}}^{z_{2}} h_{1}(z)\left(h_{2}(z)\right)^{n} d z\right| \leqslant\left|z_{1}-z_{2}\right| c_{1} \frac{c_{2}^{n}}{n!}$. Since $\lim _{n \rightarrow \infty} \frac{c_{2}^{n}}{n!}=0$, the result follows.

Finally, we will need some facts about symmetric polynomials. Denote by $\mathbb{Z}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ the ring of polynomials over $\mathbb{Z}$ in indeterminates $x_{1}, x_{2}, \ldots, x_{n}$. Obviously $\left(x-x_{1}\right)\left(x-x_{2}\right) \ldots\left(x-x_{n}\right)=x^{n}-\sigma_{1} x^{n-1}+\ldots+(-1)^{n} \sigma_{n}$, where $\sigma_{i} \in \mathbb{Z}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ for all $i=1,2, \ldots, n$. Recall that the $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}$ are called elementary symmetric polynomials in indeterminates $x_{1}, x_{2}, \ldots, x_{n}$.

We shall need the fundamental theorem of symmetric polynomials (cf. [7] p. 190-194) in the following simplified version.

Theorem 2. If $f \in \mathbb{Z}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ is a symmetric polynomial of degree $N$, then there exists a polynomial $g \in \mathbb{Z}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$, of degree at most $N$, such that $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=g\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right)$.

## 3 The Main Result

Theorem 3. If $z \neq 0$ is an algebraic number, then $e^{z}$ is transcendental.
Proof. Let $z \neq 0$ be an algebraic number and assume to the contrary that $e^{z}$ is also algebraic. Then $z$ is a root of a polynomial $P(x)=b_{0}+b_{1} x+\ldots+b_{m} x^{m}$ with integer coefficients. Moreover, $a_{0}+a_{1} e^{z}+a_{2} e^{2 z}+\ldots+a_{r} e^{r z}=0$ for some integer numbers $a_{0}, a_{1}, a_{2}, \ldots, a_{r}$ and $a_{0} \neq 0$. Additionally we can assume that $a_{0}+a_{1}+\ldots+a_{r} \neq 0$. Let $z_{1}=z, z_{2}, \ldots, z_{m}$ be all the roots of $P(x)$. We can assume that $b_{0} \neq 0$ and $b_{m}>0$.
I. Consider the following product

$$
\begin{align*}
& T=\left(a_{0}+a_{1} e^{z_{1}}+\right.\left.a_{2} e^{2 z_{1}}+\ldots+a_{r} e^{r z_{1}}\right) \\
& \cdot\left(a_{0}+a_{1} e^{z_{2}}+a_{2} e^{2 z_{2}}+\ldots+a_{r} e^{r z_{2}}\right) \\
& \cdot\left(a_{0}+a_{1} e^{z_{3}}+a_{2} e^{2 z_{3}}+\ldots+a_{r} e^{r z_{3}}\right) \cdot \ldots \\
& \cdot\left(a_{0}+a_{1} e^{z_{m}}+a_{2} e^{2 z_{m}}+\ldots+a_{r} e^{r z_{m}}\right) \tag{1}
\end{align*}
$$

Note that $T=0$ since the first factor equals zero. It is easy to see that $T$ is a symmetric function of variables $z_{1}, z_{2}, \ldots, z_{m}$. Multiplying out, we can write $T$ in the form

$$
\begin{equation*}
T=B_{1}+B_{2} e^{\beta_{2}}+B_{3} e^{\beta_{3}}+\ldots+B_{s} e^{\beta_{s}} \tag{2}
\end{equation*}
$$

where $B_{1}=a_{0}^{m}, B_{2}=a_{0}^{m-1} a_{1}, \ldots, B_{s}(x)=a_{r}^{m}$, and $\beta_{2}=z_{1}, \ldots, \beta_{s}=$ $r z_{1}+r z_{2}+\ldots+r z_{m}$.

After cancellation of similar terms in (2) we can renumerate indexes of exponents $\beta_{i}$. Then $T$ can be written in the form

$$
\begin{equation*}
T=A_{1}+A_{2} e^{\beta_{2}}+A_{3} e^{\beta_{3}}+\ldots+A_{k} e^{\beta_{k}} \tag{3}
\end{equation*}
$$

Since $T$ is a symmetric function of variables $z_{1}, z_{2}, \ldots, z_{m}$ and $B_{1} \neq 0$ we can assume that $A_{i} \neq 0$ for all $i=1,2, \ldots, k$.

We can choose $0 \neq t \in \mathbb{Z}$ such that $\beta_{i}+t \neq 0$ for all $i=2,3, \ldots, k$. Multiplying (3) by $e^{t}$, we can rewrite $e^{t} T$ in the form

$$
e^{t} T=\sum_{i=1}^{k} A_{i} e^{\alpha_{i}}
$$

where $\alpha_{1}=t$ and $\alpha_{i}=t+\beta_{i}$ for all $i=2,3, \ldots, k$.
In conclusion,

$$
\begin{equation*}
A_{1} e^{\alpha_{1}}+A_{2} e^{\alpha_{2}}+\ldots+A_{k} e^{\alpha_{k}}=0 \tag{4}
\end{equation*}
$$

and $\sum_{i=1}^{k} A_{i} e^{\alpha_{i}}$ is a symmetric function of variables $z_{1}, z_{2}, \ldots, z_{m}, A_{i} \neq 0$, $\left(a_{0}+a_{1}+\ldots+a_{r}\right)^{m}=A_{1}+A_{2}+\ldots+A_{k} \neq 0$ and $\alpha_{1}=t, \alpha_{i} \neq \alpha_{j}$ for $i \neq j$.
II. Now let

$$
g(x)=\prod_{i=1}^{k}\left(x-\alpha_{i}\right)
$$

Moreover, take $h(x)=\left(x-\alpha_{1}\right)^{b} g(x)$, where $b$ corresponds to the number of $\beta_{i}$ that equals zero in (2). Clearly, the coefficients of $h(x)$ are symmetric in $z_{1}, z_{2}, \ldots, z_{m}$. Therefore, if $h(x)=h_{0}+h_{1} x+\ldots+h_{v} x^{v}$, where $v=\operatorname{deg}(g(x))+b$, then $h_{i}=s_{i}\left(z_{1}, z_{2}, \ldots, z_{m}\right)$ for some symmetric polynomial $s_{i} \in \mathbb{Z}\left[x_{1}, x_{2}, \ldots, x_{m}\right](i=0,1,2, \ldots v)$. From Theorem 2, we have $s_{i}=$ $r_{i}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m}\right)$ for some $r_{i} \in \mathbb{Z}\left[x_{1}, x_{2}, \ldots, x_{m}\right]$. Since each $\sigma_{i}\left(z_{1}, z_{2}, \ldots, z_{m}\right)$, $i=1,2, \ldots, m$, is one of the coefficients of the polynomial $\frac{P(x)}{b_{m}}$, it follows that $h_{i} \in \mathbb{Q}$. So, the coefficients of $h(x)$ and consequently of $g(x)$ are rational. Hence, one can assume that $g(x)$ has integer coefficients. Now we define a polynomial

$$
\begin{equation*}
f(x)=\frac{b_{m}^{N}(g(x))^{n}}{n!} \tag{5}
\end{equation*}
$$

where $n \in \mathbb{Z}$ and $N=n(\operatorname{deg}(g(x))-1)$.
Next, for arbitrary $c \in \mathbb{C}$, let

$$
\begin{equation*}
I(c)=\int_{0}^{c} e^{c-x} f(x) d x \tag{6}
\end{equation*}
$$

Applying Lemma 1 to $h_{1}(x)=e^{c-x}$ and $h_{2}(x)=b_{m}^{\operatorname{deg}(g(x))-1} g(x), z_{1}=0$ and $z_{2}=c$, we have that

$$
\begin{equation*}
|I(c)| \rightarrow 0 \text { as } n \rightarrow \infty \tag{7}
\end{equation*}
$$

Using integration by parts, one can show that

$$
\begin{equation*}
I(c)=e^{c} G(0)-G(c) \tag{8}
\end{equation*}
$$

where $G(x)=f^{(0)}(x)+f^{(1)}(x)+\ldots+f^{(S)}(x)$ and $S=\operatorname{deg}(f(x))$.
Therefore from (7), (8) and next from (4), for large enough $n$, we obtain

$$
\begin{aligned}
& 1>\left|A_{1} I\left(\alpha_{1}\right)\right|+\left|A_{2} I\left(\alpha_{2}\right)\right|+\ldots+\left|A_{k} I\left(\alpha_{k}\right)\right| \\
& =\left|A_{1}\left(G(0) e^{\alpha_{1}}-G\left(\alpha_{1}\right)\right)\right|+\left|A_{2}\left(G(0) e^{\alpha_{2}}-G\left(\alpha_{2}\right)\right)\right|+\ldots+\left|A_{k}\left(G(0) e^{\alpha_{k}}-G\left(\alpha_{k}\right)\right)\right| \\
& \left.\geq \mid G(0)\left(\sum_{i=1}^{k} A_{i} e^{\alpha_{i}}\right)-\sum_{i=1}^{k} A_{i} G\left(\alpha_{i}\right)\right) \mid \\
& =\left|\sum_{i=1}^{k} A_{i} G\left(\alpha_{i}\right)\right|
\end{aligned}
$$

So

$$
\begin{equation*}
1>\left|\sum_{i=1}^{k} A_{i} G\left(\alpha_{i}\right)\right| \tag{9}
\end{equation*}
$$

III. Now we will show that $\sum_{i=1}^{k} A_{i} G\left(\alpha_{i}\right)$ is a non-zero integer for infinitely many $n$. Let $p$ be a prime number and $n=p^{w}-1$ for $w \in \mathbb{N}$.

Since $G(x)$ is expressed in terms of $f^{(i)}$, we need the following properties of $f^{(i)}$ (they all follow directly from the definition (5) of $f$ ).
(i) if $d<n$, then $f^{(d)}(\alpha)=0$ for every root $\alpha$ of $g(x)$,
(ii) if $d=n$, then $f^{(d)}\left(\alpha_{i}\right)=b_{m}^{N} g_{i}\left(\alpha_{i}\right)^{n}$, where $g_{i}(x)=\frac{g(x)}{x-\alpha_{i}}$ for all $i=1,2, \ldots, k$
(iii) if $d>n$, then $f^{(d)}(x)$ is a polynomial with integer coefficients divisible by $p b_{m}^{N}$.

Let us look more closely at the sum $\sum_{i=1}^{k} A_{i} f^{(d)}\left(\alpha_{i}\right)$.
Of course, $\sum_{i=1}^{k} A_{i} f^{(d)}\left(\alpha_{i}\right)$ is a symmetric polynomial of degree at most $N$ in variables $z_{1}, z_{2}, \ldots, z_{m}$ for $d \geqslant n$. Applying (ii) and (iii) we obtain that $\sum_{i=1}^{k} A_{i} f^{(d)}\left(\alpha_{i}\right)=z(d) b_{m}^{N} w_{d}\left(z_{1}, z_{2}, \ldots, z_{m}\right)$ for some symmetric polynomial $w_{d} \in \mathbb{Z}\left[x_{1}, x_{2}, \ldots, x_{m}\right]$, where $z(d)=1$ for $d=n$ and $z(d)=p$ for $d>n$. From Theorem 2 we have $w_{d}=e_{d}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m}\right)$ for some $e_{d} \in \mathbb{Z}\left[x_{1}, x_{2}, \ldots, x_{m}\right]$ of degree at most $N$. Since each $\sigma_{i}\left(z_{1}, z_{2}, \ldots, z_{m}\right), i=1,2, \ldots, m$, is one of the coefficients of the polynomial $\frac{P(x)}{b_{m}}$, we can see easily that $\sum_{i=1}^{k} A_{i} f^{(d)}\left(\alpha_{i}\right)$ is an integer divisible by $z(d)$.

It is clear that $g_{i}\left(\alpha_{i}\right) \neq 0$ is an algebraic number for all $i=1,2, \ldots, k$. Thus there exists $a \in \mathbb{C}$ such that $\mathbb{Q}\left(g_{1}\left(\alpha_{1}\right), g_{2}\left(\alpha_{2}\right), \ldots, g_{k}\left(\alpha_{k}\right)\right)=\mathbb{Q}(a)$. We can assume (multiplying $a$ if necessary by some integer) that a minimal polynomial $k(x)=x^{s}+z_{s-1} x^{s-1}+\ldots+z_{1} x+z_{0}$ for $a$ over $\mathbb{Q}$ is monic and $k(x) \in \mathbb{Z}[x]$. Consequently, there exists $b \in \mathbb{Z}$, such that $b g_{i}\left(\alpha_{i}\right) \in \mathbb{Z}[a]$ for all $i$, where $\mathbb{Z}[a] \cong$ $\mathbb{Z}[x] / k(x) \mathbb{Z}[x]$. Let $M_{p}$ be a maximal ideal of $\mathbb{Z}[a]$ such that $p \mathbb{Z}[a] \subseteq M_{p}$, where $p$ is a prime number. Clearly $\mathbb{Z}[a] / M_{p}$ is a finite field with $p^{w}$ elements for some positive integer $w$. Let $\bar{g}: \mathbb{Z}[a] \rightarrow \mathbb{Z}[a] / M_{p}$ be a homomorphism defined by $x \mapsto \bar{x}=\left(x+M_{p}\right) / M_{p}$ for $x \in \mathbb{Z}[a]$. It is not difficult to show that for any infinite set $T$ of primes, $\bigcap_{p \in T} M_{p}=0$. Therefore for infinitely many prime numbers $p$, $\overline{b g_{i}\left(\alpha_{i}\right)} \neq 0$ for all $i$. But $b_{m}^{N}\left(b g_{i}\left(\alpha_{i}\right)\right)^{p^{w}-1}=b^{p^{w}-1} f^{\left(p^{w}-1\right)}\left(\alpha_{i}\right)$ from (ii). Hence for p large enough, $\overline{A_{i} b^{p^{w}-1} f^{\left(p^{w}-1\right)}\left(\alpha_{i}\right)}=\overline{A_{i} b^{p^{w}-1}} \cdot \overline{f^{\left(p^{w}-1\right)}\left(\alpha_{i}\right)}=\overline{A_{i} b_{m}^{N}}$ for all $i$. So $\overline{\sum_{i=1}^{k} A_{i} f^{\left(p^{w}-1\right)}\left(\alpha_{i}\right)}=\overline{\left(A_{1}+A_{2}+\ldots+A_{k}\right) b_{m}^{N}}$. Clearly if $q \in \mathbb{Z}$ then $\bar{q} \neq 0$ if and only if $p \nmid q$. So if $p \nmid\left(A_{1}+A_{2}+\ldots+A_{k}\right) b_{m}$ and $n=p^{w}-1$, then $p \nmid$ $\sum_{i=1}^{k} A_{i} f^{(n)}\left(\alpha_{i}\right)$. On the other hand we obtained that $\sum_{j=n+1}^{S} \sum_{i=1}^{k} A_{i} f^{(j)}\left(\alpha_{i}\right)$ is an integer divisible by $p$.

Since

$$
\sum_{i=1}^{k} A_{i} G\left(\alpha_{i}\right)=\sum_{i=1}^{k} A_{i} f^{(n)}\left(\alpha_{i}\right)+\sum_{j=n+1}^{S} \sum_{i=1}^{k} A_{i} f^{(j)}\left(\alpha_{i}\right),
$$

then we have that $\sum_{i=1}^{k} A_{i} G\left(\alpha_{i}\right)$ is a non-zero integer.
Hence, for $p$ large enough and such that $n=p^{w(p)}-1$ satisfies (9), we obtain from the above that

$$
1>\left|\sum_{i=1}^{k} A_{i} G\left(\alpha_{i}\right)\right|=|q|
$$

for some $0 \neq q \in \mathbb{Z}$, so we are done. We get the contradiction and the theorem is proven.

Corollary 1. The following numbers are transcendental:
(1) $\pi$,
(2) $\sin (\alpha), \cos (\alpha)$ for every non-zero algebraic number $\alpha$, (3) $\log (\alpha)$ for every algebraic number $\alpha \neq 0,1$.

Proof. (1) Clearly, $e^{i \pi}=-1$ is an algebraic number. Thus $i \pi$ and so $\pi$ are transcendental.
(2) Assume to the contrary that $\sin (\alpha)=\frac{e^{i \alpha}-e^{-i \alpha}}{2 i}$ is algebraic. Then it is easy to show that $e^{i \alpha}$ is algebraic over $\mathbb{Q}(i)$. Hence $e^{i \alpha}$ is algebraic. It follows that $i \alpha$ is transcendental, a contradiction. Analogously for $\cos (\alpha)$.
(3) Since $e^{\log (\alpha)}=\alpha$ is algebraic, $\log (\alpha)$ is transcendental.

Using (6) and (8) from the proof of Theorem 3, and Lemma 1, we additionally can get interesting approximation of $e^{c}$ for any positive real number $c$ by considering different polynomials $f(x)$.

Example 1. Let $c \in \mathbb{R}$ and $c>0$. Define $f(x)=\frac{[x(c-x)]^{n}}{n!}$ for some natural number $n$. Clearly, $f(x)=f(c-x)$. Hence $f^{(s)}(0)=(-1)^{s} f^{(s)}(c)$ for $s \in \mathbb{N}$.

Note that if $0 \leq s \leq n$ and $s \in \mathbb{Z}$ then

$$
f^{(n+s)}(x)=\frac{1}{n!} \sum_{i=s}^{n}(-1)^{i} c^{n-i}\binom{n}{i} \frac{(n+i)!}{(i-s)!} x^{i-s} .
$$

Therefore
(i) $f^{(n+s)}(0)=\frac{1}{n!} c^{n-i}\binom{n}{s}(n+s)!(-1)^{s}$,
(ii) $f^{(n+s)}(1)=\frac{1}{n!} c^{n-i}\binom{n}{s}(n+s)!(-1)^{n}$.

Now, as in the proof of Theorem 3, consider

$$
I(c)=\int_{0}^{c} e^{c-x} f(x) d x=e^{c} G(0)-G(c)
$$

where $G(x)=f^{(n)}(x)+f^{(n+1)}(x)+\ldots+f^{(2 n)}(x)$. Applying $(i)$ and $(i i)$, we get

1) $G(0)=\frac{1}{n!} \sum_{i=0}^{n}(-1)^{i} c^{n-i}\binom{n}{i}(n+i)$ !,
2) $G(c)=\frac{1}{n!}(-1)^{n} \sum_{i=0}^{n} c^{n-i}\binom{n}{i}(n+i)$ !.

Since $I(c) \rightarrow 0$ as $n \rightarrow \infty$,

$$
\begin{equation*}
e^{c} \approx\left|\frac{G(c)}{G(0)}\right|=\frac{\sum_{i=0}^{n} c^{n-i}\binom{n}{i}(n+i)!}{\left|\sum_{i=0}^{n}(-1)^{i} c^{n-i}\binom{n}{i}(n+i)!\right|} \tag{10}
\end{equation*}
$$

is correct to at least $t$ decimal places, where $t$ is a maximal natural number satisfying $10^{t} \leq|G(0)|$. As $n$ increases, the accuracy of (10) also increases. Moreover, this accuracy increases faster than $t$.

The particular cases of (10) for $c=1$ are given in the following table.

## Table 1.

| $f(x)=\frac{[x(1-x)]^{n}}{n!}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $n=$ | 2 | 3 | 4 | 5 | 6 |
| $e \approx$ | $\frac{19}{7}$ | $\frac{193}{71}$ | $\frac{2721}{1001}$ | $\frac{49171}{18089}$ | $\frac{1084483}{398959}$ |
| $e$ correct to | 2 dec. pl. | 3 dec. pl. | 6 dec. pl. 9 dec. pl. 11 dec. pl. |  |  |

Example 2. Now consider

$$
f(x)=\frac{(x(x-1)(x-2) \ldots(x-m))^{n}}{n!},
$$

where $m, n \in \mathbb{N}$.
In this case we cannot express the $G(i)(i=1,2, \ldots, m)$ by a closed formula even for $m=2$. But, using a computer algebra system, we can easily compute the approximations of powers of $e$ :

$$
e \approx \frac{G(1)}{G(0)}, e^{2} \approx \frac{G(2)}{G(0)}, \ldots, e^{m} \approx \frac{G(m)}{G(0)} .
$$

In the following table we list the approximations of $e$ and $e^{2}$ :

Table 2.

| $f(x)=\frac{[x(x-1)(x-2)]^{n}}{n!}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $n=$ | 2 | 3 | 4 | 5 |
| $e \approx$ | $\frac{337}{124}$ | $\frac{58019}{21344}$ | $\frac{19363561}{7123456}$ | $\frac{10641123569}{3914650592}$ |
| $e$ correct to | 2 dec. pl. | 6 dec. pl. | 9 dec. pl. | 13 dec. pl. |
| $e^{2} \approx$ | $\frac{229}{31}$ | $\frac{9857}{1334}$ | $\frac{1644863}{222608}$ | $\frac{903924151}{122332831}$ |
| $e^{2}$ correct to | 2 dec. pl. | 5 dec. pl. | 9 dec. pl. | 13 dec. pl. |

Hermite in [5] obtains the following approximations

$$
e \approx \frac{58291}{21444}, \quad e^{2} \approx \frac{158452}{21444}
$$

correct to five and three decimal places, respectively. They are similar to the presented above for $n=3$ :

$$
e \approx \frac{58019}{21344}, \quad e^{2} \approx \frac{9857}{1334}=\frac{157712}{21344}
$$
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#### Abstract

We prove that a generalized Veronesian $\mathbf{V}_{k}(\mathfrak{M})$ cannot be realized in any Desarguesian projective space if only $k \geq 3$ and partial linear space $\mathfrak{M}$ contains a line on at least 4 points or $k>3$ and partial linear space $\mathfrak{M}$ contains a line on at least 3 points. We have obtained this result using methods of the theory of combinatorial Veronesians. As a consequence of this fact we obtain that there is no Desarguesian projective space containing $\mathbf{V}_{k}(\mathfrak{P})$ where $\mathfrak{P}$ is a projective space and $k \geq$ 3. We also solve the problem of realizability of $\mathbf{V}_{2}(P G(2,2))$ in $P G(n, 2)$ and $\mathbf{V}_{2}(\mathfrak{V})$ in $P G(5,2)$ where $\mathfrak{V}$ is the Veblen (Pasch) configuration.


Keywords: Veronese space, combinatorial Veronese space, projective realization/embedding, Fano configuration/Fano space

## 1 Introduction

Originally, Veronese spaces appeared as varieties of some kind. After pioneer works of Tallini, Bichara, Melone, Mazzoca et al. (cf. [6], [3]) a Veronese space can be considered as a partial linear space that satisfies certain axioms; the models of this axiom system are structures of prisms in projective spaces. Therefore, the models constitute a world that can be imagined in a "anschauliche" geometry.

Definition of a structure of the prisms of hyperplanes of a projective space was generalized in [4] so as the points of the defined there $m$-th generalized Veronese space over a partial linear space $\mathfrak{M}$ (denoted by $\mathbf{V}_{m}(\mathfrak{M})$ ) are arbitrary $m$-multisets with elements in the pointset of $\mathfrak{M}$. The particular case where $\mathfrak{M}$ is a projective space was investigated in [1].

A natural question arises whether so generalized Veronese space can be embedded into a Desarguesian projective space.

A particular case of the construction of [4] where $\mathfrak{M}$ is a single $k$-element line $X$ (in that case we write $\left.\mathbf{V}_{m}(X)=\mathbf{V}_{m}(k)\right)$ was intensively studied in [5].

In the particular case when $\mathfrak{M}$ is a single 3-element line $L, \mathbf{V}_{3}(L)=\mathbf{V}_{3}(3)$ is the known $10_{3} G$ configuration of Kantor (cf. [2]). It is known that $\mathbf{V}_{3}(3)$ can be realized on a real projective plane. But it was proved in [5] that this is an exceptional case: for $k>3$ or $m>3$ the structure $\mathbf{V}_{m}(k)$ cannot be embedded into a Desarguesian projective space.

From this we infer that for a huge class of partial linear spaces (even projectively realizable) their $m$-th Veronese structures cannot be realized in any Desarguesian projective space.

## 2 Definitions and problems

### 2.1 Veronese space

Let $\mathfrak{P}$ be a projective space (of dimension at least 3 ). Denote the class of the hyperplanes in $\mathfrak{P}$ by $\mathcal{H}$. Consider the following incidence structure called the Veronese space over $\mathfrak{P}$ :

- points of the structure are the unordered pairs of hyperplanes (so called "double" hyperplanes are admitted);
- the points are grouped into blocks. The blocks may have one of the following two forms: one element of the pair is fixed, the second varies in a pencil of hyperplanes; another form: a family of double hyperplanes varying in a pencil of hyperplanes.

An axiomatic characterization of the Veronese spaces was given by Melone and Tallini in [3], see also [6].

Remark 1. Let $\mathcal{P}$ be the class of pencils of hyperplanes in $\mathfrak{P}$. The structure

$$
\mathfrak{P}^{\circ}=\langle\mathcal{H}, \mathcal{P}\rangle
$$

is a projective space.

### 2.2 Generalized Veronese space

Let $k$ be a positive integer and $X$ a set; we write $\wp_{k}(X)$ for the set of all $k$-subsets of $X$.

A multiset with repetitions (a multiset) of cardinality $k$ with elements in the set $X$ is a function $f: X \longrightarrow \mathbb{N}$ such that $|f|:=\sum_{x \in X} f(x)=k<\infty$. We write $\mathfrak{y}_{k}(X)$ for the family of all such multisets. Clearly, if $f \in \mathfrak{y}_{k}(X)$ then $\operatorname{supp}(f)=\{x \in X: f(x) \neq 0\}$ is finite; in particular, if $X$ is finite, we can identify $f$ with the (formal) polynomial

$$
f=\prod_{x \in \operatorname{supp}(f)} x^{f(x)}=\prod_{x \in X} x^{f(x)}
$$

with variables in $X$.
A link between the naive usage of the term "multiset" and the formal one given here is explained by the formula $f=\{\underbrace{x_{1}, \ldots, x_{1}}_{f\left(x_{1}\right) \text { times }}, \ldots, \underbrace{x_{t}, \ldots, x_{t}}_{f\left(x_{t}\right) \text { times }}, \ldots\}$, where $\operatorname{supp}(f)=\left\{x_{1}, \ldots, x_{t}, \ldots\right\}$.

Remark 2. Let $|S|=n$. Then $\left|\mathfrak{y}_{m}(S)\right|=\binom{n+m-1}{m}$.
The ( $m$-th) Veronesian over an incidence structure (block design) $\mathfrak{M}=\langle S, \mathcal{B}\rangle$ is the incidence structure

$$
\mathbf{V}_{m}(\mathfrak{M}):=\left\langle\mathfrak{y}_{m}(S), \mathcal{B}^{*}\right\rangle
$$

where

$$
\mathcal{B}^{*}=\left\{e B^{r}: 1 \leq r \leq m, e \in \mathfrak{y}_{m-r}(S), B \in \mathcal{B}\right\}
$$

and $e B^{r}=\left\{e x^{r}: x \in B\right\}$ (cf. [4]).
Fact 1. The Veronese space over $\mathfrak{P}$ defined in Subsection 2.1 is exactly $\mathbf{V}_{2}\left(\mathfrak{P}^{\circ}\right)$.
It is easily seen that
Fact 2. If any two distinct blocks of a structure $\mathfrak{M}$ have at most $\lambda$ common points then any two distinct blocks of $\mathbf{V}_{m}(\mathfrak{M})$ share at most $\lambda$ common points.

Corollary 1. If $\mathfrak{M}$ is a partial linear space then $\mathbf{V}_{m}(\mathfrak{M})$ is also a partial linear space.

It is easy to compute with the help of Rem. 2 the parameters of $\mathbf{V}_{m}(\mathfrak{M})$ where $\mathfrak{M}$ is a configuration.

Fact 3. If $\mathfrak{M}$ is a $\left(v_{r} b_{\kappa}\right)$-configuration then $\mathbf{V}_{m}(\mathfrak{M})$ is $\left.a\left(\binom{v+m-1}{m}_{m r} b \cdot\binom{v+m-1}{m-1}\right)_{\kappa}\right)$ configuration.

By an embedding of a block design $\left\langle S^{\prime}, \mathcal{B}^{\prime}\right\rangle$ into a block design $\langle S, \mathcal{B}\rangle$ we mean an injective map which associates with the elements of $S^{\prime}$ elements of $S$ and with the blocks in $\mathcal{B}^{\prime}$ blocks in $\mathcal{B}$ which preserves in both directions the incidence (the membership relation). Frequently, it suffices to consider a respective injection defined for points only and require that for each block in $\mathcal{B}^{\prime}$ its image under this injection is contained in a unique block in $\mathfrak{B}$ so as the induced map on blocks is an injection.

Let us fix an incidence structure $\mathfrak{M}=\langle S, \mathcal{B}\rangle$. Let us give fundamental facts concerning embeddings between Veronesians.

Fact 4. The map $S \ni a \longmapsto a^{1} \in \mathfrak{y}_{1}(S)$ is an isomorphism of $\mathfrak{M}$ onto $\mathbf{V}_{1}(\mathfrak{M})$.

Fact 5. Let $e \in \mathfrak{y}_{k}(S)$. The $\operatorname{map} \mathfrak{y}_{m}(S) \ni f \longmapsto e f \in \mathfrak{y}_{m+k}(S)$ embeds $\mathbf{V}_{m}(\mathfrak{M})$ into $\mathbf{V}_{k+m}(\mathfrak{M})$.

Fact 6. Let $k$ be a positive integer. The $\operatorname{map} \mathfrak{y}_{m}(S) \ni f \longmapsto f^{k} \in \mathfrak{y}_{m k}(S)$ embeds $\mathbf{V}_{m}(\mathfrak{M})$ into $\mathbf{V}_{k m}(\mathfrak{M})$.

Corollary 2. The maps $S \ni a \longmapsto a^{m} \in \mathfrak{y}_{m}(S)$ and, for each $e \in \mathfrak{y}_{m-1}(S)$, $S \ni a \longmapsto e a^{1} \in \mathfrak{y}_{m}(S)$ are embeddings of $\mathfrak{M}$ into $\mathbf{V}_{m}(\mathfrak{M})$.

Fact 7. Let $\mathfrak{M}^{\prime}=\left\langle S^{\prime}, \mathcal{B}^{\prime}\right\rangle$ be a substructure of the incidence structure $\mathfrak{M}$. The natural inclusion $S^{\prime} \subset S$ extends to the inclusion $\mathfrak{y}_{m}\left(S^{\prime}\right) \subset \mathfrak{y}_{m}(S)$, which, in turn, is an embedding of $\mathbf{V}_{m}\left(\mathfrak{M}^{\prime}\right)$ into $\mathbf{V}_{m}(\mathfrak{M})$.


Fig. 1. The Kantor $10_{3} G$-configuration

### 2.3 Combinatorial Veronesian

Combinatorial Veronesian is any structure $\mathbf{V}_{m}(\mathfrak{X})$, where $\mathfrak{X}=\langle X,\{X\}\rangle$ for a nonempty set $X$ (cf. [5]). In short, we write $\mathbf{V}_{m}(X)$ instead of $\mathbf{V}_{m}(\langle X,\{X\}\rangle)$. We write also $\mathbf{V}_{m}(n)=\mathbf{V}_{m}(X)$, where $|X|=n$.

Remark 3. For a finite $n$ the structure $\mathbf{V}_{m}(n)$ is a configuration of binomial type; precisely: it is a $\left.\binom{n+m-1}{m}_{m}\binom{n+m-1}{m-1}_{n}\right)$-configuration.

## Example 1.

(1) $\mathbf{V}_{m}(2)$ coincides with the complete graph $K_{m+1}$.
(2) $\mathbf{V}_{2}(3)$ is the Veblen (Pasch) configuration.
(3) More generally, $\mathbf{V}_{2}(n)$ is the configuration of $n+1$ lines, each on $n$ points, no three concurrent, but any two intersecting each other. It is dual to $\mathbf{V}_{n}(2)$.
(4) $\mathbf{V}_{3}(3)$ is the $10_{3} G$ Kantor configuration, see Figure 1 (comp. [5], [2]).

Remark 4. $\mathbf{V}_{3}(3)$ is self-dual. Moreover, $\mathbf{V}_{m}(n)$ and $\mathbf{V}_{m^{\prime}}\left(n^{\prime}\right)$ are dual only in the three cases: $n=m=3=n^{\prime}=m^{\prime} ; n=2=m^{\prime}, n^{\prime}=m$; and $m=2=$ $n^{\prime}, m^{\prime}=n$.

### 2.4 Projective realizability

The question which we want to solve here is the following: for which structures $\mathfrak{M}$ and integers $m$ we can embed $\mathbf{V}_{m}(\mathfrak{M})$ into a Desarguesian projective space.

An embedding of a partial linear space $\mathfrak{M}$ into a (Desarguesian!) projective space $\mathfrak{P}$ is called a projective embedding of $\mathfrak{M}$ into $\mathfrak{P}$ or a projective realization of $\mathfrak{M}$ in $\mathfrak{P}$. The structure $\mathfrak{M}$ has a projective realization means that there is a (Desarguesian!) projective space into which $\mathfrak{M}$ can be embedded.

Let $\mathfrak{M}=\langle S, \mathcal{L}\rangle$ be a partial linear space. One thing is evident:
Fact 8. $\mathfrak{M}$ is a substructure of $\mathbf{V}_{m}(\mathfrak{M})$ (cf. 2). Consequently, if $\mathbf{V}_{m}(\mathfrak{M})$ has a realization in a projective space $\mathfrak{P}$ then $\mathfrak{M}$ has a realization in $\mathfrak{P}$ as well.

The following is known.
Fact 9. $\mathbf{V}_{3}(3), \mathbf{V}_{2}(n)$, and $\mathbf{V}_{n}(2)$ can be realized in real projective spaces.
Fact 10 ([5, Prop. 6.5]). The smallest projective space in which $\mathbf{V}_{3}(3)$ can be realized is $P G(2,7)$.

Let us quote two results of [5] that are relevant here
Fact 11 ([5, Prop. 6.9]). Let $k, m \geq 3$. If $k>3$ or $m>3$ then $\mathbf{V}_{m}(k)$ cannot be realized in any Desarguesian projective space (respective 'obstacle' configurations are presented in Figures 2 and 3).

Fact 12 ([5, Prop. 6.4]). V $\mathbf{V}_{3}(3)$ cannot be realized in any Fano Desarguesian projective space.

## 3 Results

It is evident that for each simple graph $\mathfrak{G}$ the structure $\mathbf{V}_{k}(\mathfrak{G})$ is also a simple graph. This yields immediately

Fact 13. $\mathbf{V}_{k}(\mathfrak{G})$ has a projective realization for each simple graph $\mathfrak{G}$ and each positive integer $k$.

Theorem 14. Assume that one of the following holds:
(i) either $k>3$ and $\mathfrak{M}$ is a partial linear space with an at least 3-element line
(ii) $\stackrel{\text { or }}{k} \geq 3$ and $\mathfrak{M}$ is a partial linear space with an at least 4-element line.

There is no Desarguesian projective space in which $\mathbf{V}_{k}(\mathfrak{M})$ can be embedded.
Proof. Suppose that $\mathbf{V}_{k}(\mathfrak{M})$ is contained in a Desarguesian projective space $\mathfrak{P}$. Let $L$ be a line of $\mathfrak{M}$ with $|L| \geq 3$ in case (i) and with $|L| \geq 4$ in case (ii). Accordingly, we take $X \subset L$ such that $|X|=3$ or $|X|=4$ resp. Then $\mathbf{V}_{k}(\mathfrak{M})$ contains as a subspace the substructure $\mathbf{V}_{k}(L)$, and, in turn, $\mathbf{V}_{k}(L)$ contains $\mathbf{V}_{k}(X)$. Consequently, our embedding yields an embedding of $\mathbf{V}_{k}(X)$ into $\mathfrak{P}$, which contradicts Fact 11.


Fig. 2. The configuration $\mathbf{V}_{4}(3)$, it has no projective realization.

Theorem 15. Let $\mathfrak{M}$ be a projective space and $k \geq 3$. There is no Desarguesian projective space in which $\mathbf{V}_{k}(\mathfrak{M})$ can be embedded.

Proof. If $k>3$ then the claim follows by Thm. 14(i). Suppose $k=3$. If $\mathfrak{M}$ contains an at least 4-element line, the claim follows by Thm. 14(ii). However, if $\mathfrak{M}$ has only 3 -element lines then it is a Fano space. Suppose $\mathbf{V}_{3}(\mathfrak{M})$ is embedded into a projective space $\mathfrak{P}$. Then $\mathfrak{P}$ contains a closed Fano subconfiguration and thus its characteristic is 2 . In that case we arrive to a contradiction with Fact 12.

Corollary 3. If $k \geq 3$ and $\mathfrak{M}$ contains a projective space then there is no Desarguesian projective space in which $\mathbf{V}_{k}(\mathfrak{M})$ can be embedded.

An illustrative application of the above is: a $k$-th Veronese space associated with a configuration which contains the Fano configuration has no projective realization.

However, there are also 2-th Veronesians that can not be realized in some ways.


Fig. 3. The configuration $\mathbf{V}_{3}(4)$, it has no projective realization.

Theorem 16. The Veronese space $\mathbf{V}_{2}\left(\mathfrak{P}_{0}\right)$ where $\mathfrak{P}_{0}$ is the Fano plane cannot be realized in any projective space $P G(n, 2)$.

But, rather surprisingly, we have
Proposition 1. Let $\mathfrak{V}$ be the Veblen configuration. The structure $\mathbf{V}_{2}(\mathfrak{V})$ can be realized in $P G(5,2)$.

Proof (simultaneously of Thm. 16 and of Prop. 1). We write $a \odot b$ for the third point on the line $\overline{a, b}$ which joins points $a, b$ in the (currently investigated) Steiner triple system.
Let us label the points of the Fano plane $P G(2,2)=\langle S, \mathcal{L}\rangle$ so as points $p_{1}, p_{2}, p_{3}$ yield a triangle, $q_{i}=p_{j} \odot p_{k}$ for $\neq(i, j, k)$, and $r=p_{1} \odot q_{1}\left(=p_{2} \odot q_{2}=\right.$ $\left.p_{3} \odot q_{3}\right)$. Suppose that $\mathfrak{M}=\mathbf{V}_{2}(P G(2,2))$ is embedded into a projective space
$\mathfrak{P}=P G(n, 2)$ for some integer $n$; clearly, $n \geq 4$. Consider the family $\mathcal{F}=$ $\left\{S^{2}\right\} \cup\{x S: x \in S\}$; it consists of planes of $\mathfrak{P}$ and, simultaneously, of the (Fano) subplanes of $\mathfrak{M}$. Through each point of $\mathfrak{M}$ there pass two planes in $\mathcal{F}$ and any two planes in $\mathcal{F}$ share exactly one common point; consequently, no three planes in $\mathcal{F}$ have a common point. Let us consider one of such planes $\Pi_{0}=S^{2}$ and let $\Pi_{1}=p_{1} S$ be any other subplane of $\mathfrak{M}$. Then the map $f_{1}: x^{2} \longmapsto p_{1} x$ is a collineation of $\Pi_{0}$ onto $\Pi_{1}$, characterized by the condition
the subplane of $\mathfrak{M}$ passing through $x^{2}$ and distinct from $\Pi_{0}$ crosses
$\Pi_{1}$ in $p_{1} x=f_{1}\left(x^{2}\right)$.
Recall that $a \odot b=a+b$ holds in the ( $n+1$ )-dimensional vector space $\mathbb{V}$ over $G F(2)$ which represents $\mathfrak{P}$.

The vectors $e_{1}=p_{1}^{2}, e_{2}=p_{2}^{2}$, and $e_{3}=p_{3}^{2}$ are linearly independent. Moreover, we can assume that the vectors $e_{4}=f_{1}\left(p_{2}^{2}\right)$ and $e_{5}=f_{1}\left(p_{3}^{2}\right)$ together with $e_{1}$ span $\Pi_{1}$. And then the vectors $e_{1}, \ldots, e_{5}$ are linearly independent.
Observe that $\Pi_{2}=p_{2} S$ is the plane in $\mathcal{F}$ through $p_{2}^{2}$ distinct from $\Pi_{0}$ and let $f_{2}: x^{2} \longmapsto p_{2} x$ be the suitable collineation of $\Pi_{0}$ onto $\Pi_{2}$. The relation $q_{3}^{2} \odot f_{1}\left(q_{3}^{2}\right)=f_{2}\left(q_{3}^{2}\right)$ holds in $\mathfrak{M}$, but, for each $\Pi_{0} \ni x^{2} \neq q_{3}^{2}$ the points $x^{2}, f_{1}\left(x^{2}\right), f_{2}\left(x^{2}\right)$ are not collinear in $\mathfrak{M}$ and therefore they should span in $\mathfrak{P}$ the 'second plane through $x^{2}$ '; we denote this plane by $V_{x}$. So, $x^{2} \in V_{x} \in \mathcal{F}, V_{x} \neq$ $\Pi_{0}$.

Assume, first, that $n=4$; then $\Pi_{2}$ is spanned by $e_{2}, e_{4}$, and a vector $d$ which is a combination of $e_{1}, \ldots, e_{5}$. We have $f_{2}\left(p_{1}^{2}\right)=p_{1} p_{2}=e_{4}$ and $f_{2}\left(p_{2}^{2}\right)=p_{2}^{2}=e_{2}$. Then $f_{2}\left(p_{3}^{2}\right)$ is an arbitrary vector $A$ in $\Pi_{2} \backslash \overline{p_{2}^{2}, p_{1} p_{2}}$. With the obvious relations $f_{i}(a \odot b)=f_{i}(a) \odot f_{i}(b)$ for $i=1,2$ and $a, b \in \Pi_{0}$ we obtain explicit formulas defining $f_{1}$ and $f_{2}$ and, finally, we can enumerate the elements of every plane $V_{x}$ with $x \in\left\{r, p_{3}, q_{2}, q_{1}\right\}$. It was verified with the help of MapleV5 that $\left|V_{x} \cap \Pi_{i}\right|=1$ for $x \in\left\{r, p_{3}, q_{2}, q_{1}\right\}$ and $i=0,1,2$, but $\left|V_{x^{\prime}} \cap V_{x^{\prime \prime}}\right| \neq 1$ for some distinct $x^{\prime}, x^{\prime \prime} \in\left\{r, p_{3}, q_{2}, q_{1}\right\}$ holds for every choice of $d, A$. So, one cannot find within $P G(4,2)$ any suitable family $\mathcal{F}$ of planes.

Next, let $n \geq 5$. Then, one can assume that $\Pi_{2}=\left\langle e_{2}, e_{4}, e_{6}\right\rangle$ so as $\left\{e_{1}, \ldots, e_{6}\right\}$ is a linearly independent set in $\mathbb{V}$. Again, a Maple program computed that the obtained family of planes $\Pi_{0}, \Pi_{1}, \Pi_{2}, V_{q_{1}}, V_{q_{2}}, V_{p_{3}}, V_{r}$ pairwise intersect in single points, and 21 points are so obtained. We need to find the plane $V_{q_{3}}$. It is spanned by $q_{3}^{2}, p_{2} q_{3}$ and a point $B$ outside the planes constructed so far. Since $V_{q_{3}}$ crosses these planes, without loss of generality we can assume that $B \in\left\langle e_{1}, \ldots, e_{6}\right\rangle$. Finally, Maple program has verified that there are 4 points $B$ such that the plane $\left\langle q_{2}^{2}, p_{2} q_{3}, B\right\rangle$ of $P G(n, 2)$ crosses each of the previously constructed planes in a single point each (besides, the resulting plane is unique!). However, we obtain only 5 new intersection points for each admissible choice of $B$. Since $\mathfrak{M}$ has 28 points, we could not find in $\mathfrak{P}$ a family $\mathcal{F}$ of 8 planes suitably intersecting each the other. This completes the proof of Thm. 16.

Now, note that the points in $S^{\prime}=\left\{p_{1}, p_{2}, p_{3}, q_{1}, q_{2}, r\right\}$ yield the Veblen configuration $\mathfrak{V}$. Let us construct a realization of $\mathbf{V}_{2}(\mathfrak{V})$ so as each of the seven

Veblen subconfigurations ${S^{\prime}}^{2}$ and $a S^{\prime}$ with $a \in S^{\prime}$ lies on a plane of $P G(5,2)$. So, we need to find a family $\mathcal{F}^{\prime}$ of planes in $\operatorname{PG}(5,2)$ that pairwise intersect in (distinct) points. Consider the family $\mathcal{F}^{\prime}=\left\{\Pi_{0}, \Pi_{1}, \Pi_{2}, V_{q_{1}}, V_{q_{2}}, V_{p_{3}}, V_{r}\right\}$ computed above for $n \geq 5$. Write $V_{p_{1}}=\Pi_{1}, V_{p_{2}}=\Pi_{2}$ and define the injection $\phi$ on $\mathfrak{y}_{2}\left(S^{\prime}\right)$ so as $\phi\left(a^{2}\right) \in \Pi_{0} \cap \Pi_{a}, \phi(a b) \in V_{a} \cap V_{b}$ for $a, b \in S^{\prime}, a \neq b$. With MapleV we could compute explicitly the coordinates of the obtained points of $P G(5,2)$. After that a computer program verified that $\phi$ preserves the lines of $\mathbf{V}_{2}(\mathfrak{V})$ and thus it is an embedding required in Prop. 1.

The result of Thm. 16 does not mean that $\mathbf{V}_{2}(P G(2,2))$ cannot be realized on a plane $P G(2, q)$ for some $q>4$. If a realization of this type exists then, necessarily, $q=2^{m}$ for some $m>2$. Any triangle $p_{1}, p_{2}, p_{2}$ of $P G\left(2,2^{m}\right)$ with points $q_{2} \in \overline{p_{1}, p_{3}}, q_{3} \in \overline{p_{1}, p_{2}}$ can be uniquely completed to a Fano subplane. However, we could neither prove nor disprove the existence of a family $\mathcal{F}$ as in the proof of Thm. 16 obtained from suitable 8 triangles.

In view of Thm. 14 only the following structures:
structures of the form $\mathbf{V}_{2}(\mathfrak{M})$, where $\mathfrak{M}$ is projectively realized and has at least 3 -element lines and
structures $\mathbf{V}_{3}(\mathfrak{M})$ for a projectively realizable partial Steiner triple system $\mathfrak{M}$
may be suspected to be embeddable into a Desarguesian projective space. Then Thm. 15 shows that there are limitations: $\mathbf{V}_{3}(P G(n, 2))$ is not realizable for any $n>1$. The question whether Veronese space $\mathbf{V}_{3}(\mathfrak{M})$ associated with any the following commonly known structures $\mathfrak{M}$
a) $A G(n, 3)$,
b) the Veblen configuration,
c) the 'Mitre' configuration, or
d) the Pappus configuration
has a projective realization still remains undecided.
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#### Abstract

We discuss the projective line $\mathbb{P}(R)$ over finite associative ring $R$ with unity.


Throughout this paper we assume that $R$ is a finite associative ring with 1 (unity element of $R$ ). In such rings an element is either a unit or a zero divisor. The group of invertible elements of the ring $R$ will be denoted by $R^{*}$ and then the set of zero divisors is $R \backslash R^{*}$. Let ${ }^{2} R$ be the two-dimensional left module over ring $R$. Its automorphism group is $G L_{2}(R)$, the general linear group of invertible two-by-two matrices with entries in $R$.

Definition 1 The projective line over $R$ is the set of free cyclic submodules of ${ }^{2} R$ :

$$
\mathbb{P}(R)=\left\{R(a, b) \subset{ }^{2} R: R(a, b): \text { is a free cyclic submodule }\right\}
$$

Definition $2 A$ pair $(a, b) \in{ }^{2} R$ is admissible, if there exist elements $c, d \in R$ such that

$$
\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in G L_{2}(R)
$$

If $R$ is commutative then the condition mentioned above is equivalent to

$$
\operatorname{det}\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in R^{*}
$$

Definition $3 A$ pair $(a, b) \in{ }^{2} R$ is unimodular, if there exist elements $x, y \in R$ such that

$$
a x+b y=1
$$

Unimodularity may also be defined in some other ways:
Proposition 1 Let $R$ be a ring and let $a, b \in R$. The following statements are equivalent:

1. $a R+b R=R$.
2. There exist elements $x, y \in R$ such that $a x+b y=1$.
3. There is no proper right ideal $I$ such that $a, b \in I$.

Proof. 1. $\Leftrightarrow 2 .:$ see [1].
2 . $\Rightarrow 3$. Suppose that there exist $x, y \in R$ such that $a x+b y=1$ and let $I$ be a right ideal such that $a, b \in I$. Obviously, $a x \in I$ for all $x \in R$ and $b y \in I$ for all $y \in R$. Consequently $(a x+b y) \in I$ for all $x, y \in R$. Thus $1 \in I$, and therefore $I=R$.
$3 . \Rightarrow 2$. Let $a x+b y \neq 1$ for all $x, y \in R$, then $\{a x+b y ; x, y \in R\}=a R+b R \neq R$. $a R, b R$ are ideals, thus $a R+b R$ is an ideal too, and it contains $a, b$. So, $a R+b R$ is a proper right ideal which contradicts 3 .
This completes the proof of the proposition.
Remark 1 [2] It is well known that each admissible pair $(a, b) \in{ }^{2} R$ is unimodular.

What about the converse implication?
There are examples of rings where unimodularity does not imply admissibility [3, Remark 5.1].

Rings with the property $a b=1 \Rightarrow b a=1$ are called Dedekind-finite. Now we have the following

Proposition 2 [2] Let $R$ be a ring (not necessary finite). Then the following three statements are equivalent:

1. $R$ is Dedekind-finite.
2. If a pair $(a, b)$ is unimodular then it is admissible.
3. No point of $\mathbb{P}(R)$ is properly contained in another point of $\mathbb{P}(R)$.

It follows then that if $R$ is a finite or commutative ring, then admissibility and unimodularity are equivalent. Rings of stable rank 2 (for example: local rings and matrix rings over fields) satisfy this property as well.

Remark 2 Obviously, if $(a, b) \in{ }^{2} R$ is unimodular then $R(a, b)$ is a free cyclic submodule of ${ }^{2} R$.

In certain cases free cyclic submodules may also be generated by non-admissible pairs, but if $R$ is a local ring, then every free cyclic submodule is represented by unimodular pair [6, Theorem 20 1.].

Corollary 1 For a local ring $R$, the projective line may over $R$ be equivalently defined as:

1. $\mathbb{P}(R)=\left\{R(a, b) \subset{ }^{2} R:(a, b)\right.$ is an unimodular pair $\}$.
2. $\mathbb{P}(R)=\{R(u, x): x \in R\} \cup\{R(d, u): d \in I\}, u-a$ fixed element of $R^{*}, I-$ the maximal ideal of $R$.

Example The projective line over ring of residue classes modulo four.

$$
\mathbb{P}\left(Z_{4}\right)=\left\{Z_{4}(1,0), Z_{4}(1,1), Z_{4}(1,2), Z_{4}(1,3), Z_{4}(0,1), Z_{4}(2,1)\right\}
$$

Note that every point of the projective line over ring $Z_{4}$ is generated by a unimodular pair and each of that pairs has at least one entry which is a unit. This property stays true for the projective line over an arbitrary local ring.

Projective line $\mathbb{P}(R)$ carries two mutually complementary relations: distant $" \Delta$ " and parallel " $\Delta$ ". They are not trivial if and only if $R$ is not a field. Hence the projective line can be defined as the set of points with relation distant: $\mathbb{P}(R, \Delta)$ or parallel: $\mathbb{P}(R, \Delta)$.
Definition 4 Two points $R(a, b), R(c, d)$ of the projective line $\mathbb{P}(R)$ are called distant, if

$$
\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in G L_{2}(R)
$$

Otherwise, they are called parallel (or neighbour).


Fig. 1. Parallel (left) and distant (right) graph on the projective line over $Z_{4}$.

By an automorphism of a projective line we mean an automorphism of the distant/parallel graph on the corresponding projective line $\mathbb{P}(R, \Delta) / \mathbb{P}(R, \Delta)$.

There is also another relation of a parallelism defined on a projective line: radical parallelism (denoted by $\|$ ).

Definition 5 [4, 3.1.] Two points $R(a, b), R(c, d)$ of the projective line $\mathbb{P}(R)$ are called radical parallel, if the set of the points distant to $R(a, b)$ and the set of the points distant to $R(c, d)$ coincide:

$$
R(a, b) \| R(c, d) \Leftrightarrow \Delta(R(a, b))=\Delta(R(c, d))
$$

$(\Delta(R(a, b))$ is the neighbourhood of $R(a, b)$ in the distant graph.)
For local rings parallelism and radical parallelism are equivalent $[4,3.5]$. We use the term 'parallelism' in the first meaning.

The group $G L_{2}(R)$ acts on the projective line and

$$
\bigwedge_{\varphi \in G L_{2}(R)} \bigwedge_{p, q \in \mathbb{P}(R)} p \Delta q \Leftrightarrow \varphi(p) \Delta \varphi(q) .
$$

The elementary linear group $E_{2}(R)$ is the normal subgroup of $G L_{2}(R)$ generated by all matrices of the form

$$
E(x)=\left[\begin{array}{cc}
x & 1 \\
-1 & 0
\end{array}\right], x \in R .
$$

The elementary linear group $E_{2}(R)$ and the set of all two-by-two diagonal matrices over $R$ generate the group $G E_{2}(R)$, which is also a subgroup of the general linear group $G L_{2}(R)$.

Definition 6 Ring $R$ is called a $G E_{2}$-ring if $G L_{2}(R)=G E_{2}(R)$.
In Theorem 1 and Corollary 2 we will be concerned with the classical projective line (its points are represented by admissible pairs only).

Theorem 1. [3, Theorem 3.2 (d)] The distant graph on the projective line $G(\mathbb{P}(R, \Delta))$ is connected if, and only if, $R$ is a $G E_{2}$-ring.

Theorem 2. [1] Let $J$ be the Jacobson radical of $R$. If $R / J$ satisfies condition minimum for left ideals then the ring $R$ is a $G E_{2}$-ring.

From Theorems 1 and 2 we obtain:
Corollary 2 The distant graph on the projective line over a finite ring $R$ is connected.

Next we will characterize the projective line over a finite commutative ring and its automorphism group. We shall need the following:

Theorem 3. [4, 6.1.] Let $R$ be the direct product of rings $R_{i}, i \leqslant k$, i.e. $R=$ $R_{1} \times R_{2} \times \ldots R_{k}$. Then:

$$
\mathbb{P}(R, \Delta) \simeq \mathbb{P}\left(R_{1}, \Delta\right) \times \mathbb{P}\left(R_{2}, \Delta\right) \times \ldots \times \mathbb{P}\left(R_{k}, \Delta\right.
$$



Fig. 2. Example of distant points of $\mathbb{P}\left(Z_{2}\right)$.


Fig. 3. Example of distant points of $\mathbb{P}\left(Z_{2} \times Z_{2}\right)$.

Another way to state this is to say:

$$
G(\mathbb{P}(R, \Delta)) \simeq G\left(\mathbb{P}\left(R_{1}, \Delta\right)\right) \times G\left(\mathbb{P}\left(R_{2}, \Delta\right)\right) \times \ldots \times G\left(\mathbb{P}\left(R_{k}, \Delta\right)\right)
$$

where ${ }^{\prime} \times$ ' denotes standard cartesian product.
Theorem 4. [5, VI.2] Every finite commutative ring $R$ is the direct product of local rings.

It follows then that the description of the projective line over finite commutative ring can be based on the projective line over local rings (compare, e.g. Figure 4).

Now we will be concerned with the automorphism group of the parallel/distant graph on the projective line over an arbitrary local ring. We shall need the following remark.

Remark 3 Let $R$ be a field and let $f: R \longrightarrow R$ be a bijection. If there is a well defined transformation $\phi(f): \mathbb{P}(R) \longrightarrow \mathbb{P}(R)$ characterized by the condition $\phi(f)(R(a, b))=R(f(a), f(b))$ then $f(0)=0$ and $\left.f\right|_{R^{*}}: R^{*} \rightarrow R^{*}$ and $f=\alpha c$, where $\alpha$ is an automorphism of $R^{*}, c \in R^{*}$.
In that case we say that $\phi(f)$ is an automorphism induced by the bijection $f$.


Fig. 4. The distant graphs: on $\mathbb{P}\left(Z_{2}\right)$ (left) and on $\mathbb{P}\left(Z_{2} \times Z_{2}\right)$ (right).

If $R$ is a finite field $(|R|=n,|\mathbb{P}(R)|=n+1)$ then $|A u t(\mathbb{P}(R))|=(n+1)$ !. Any automorphism of $\mathbb{P}(R)$ over a local ring $R$ comes from some automorphism of $\mathbb{P}(R / I)$, hence we can characterize any such automorphism of $\mathbb{P}(R)$, for a local ring $R$.

Let us denote by $Z_{n}$ the ring of residue classes modulo $n$. In the case of rings $Z_{p^{n}}(p-$ prime $)$ we can explicitly compute the cardinality of $\mathbb{P}\left(Z_{n}\right)$, of $\operatorname{Aut}\left(\mathbb{P}\left(Z_{p^{n}}\right)\right.$, and of $P G L_{2}\left(Z_{p^{n}}\right)$.

By Corollary 1 :

$$
\mathbb{P}\left(Z_{p_{i}^{n_{i}}}\right)=\left\{Z_{p_{i}^{n_{i}}}(u, x) ; x \in Z_{p_{i}^{n_{i}}}\right\} \cup\left\{Z_{p_{i}^{n_{i}}}(d, u) ; d \in I\right\},
$$

where $u$ is a fixed element of $Z_{p_{i}^{n_{i}}}^{*}$ and $I$ is the maximal ideal of $Z_{p_{i}^{n_{i}}}$.
Then it follows that

$$
\left|\mathbb{P}\left(Z_{p_{i}^{n_{i}}}\right)\right|=\left|Z_{p_{i}^{n_{i}}}\right|+|I|=p_{i}^{n_{i}}+p_{i}^{n_{i}-1}
$$

Corollary 3 If $Z_{n}=Z_{p_{1}^{n_{1}}} \times Z_{p_{2}^{n_{2}}} \times \ldots \times Z_{p_{k}^{n_{k}}}$ where $p_{i}$ are distinct primes for $i=1,2, \ldots, k)$, then:

$$
\begin{aligned}
& \left|\mathbb{P}\left(Z_{n}\right)\right|=\left|\mathbb{P}\left(Z_{p_{1}^{n_{1}}}\right) \times \mathbb{P}\left(Z_{p_{2}^{n_{2}}}\right) \times \ldots \times \mathbb{P}\left(Z_{p_{k}^{n_{k}}}\right)\right|= \\
& =\left|\mathbb{P}\left(Z_{p_{1}^{n_{1}}}\right)\right| \cdot\left|\mathbb{P}\left(Z_{p_{2}^{n_{2}}}\right)\right| \cdot \ldots \cdot\left|\mathbb{P}\left(Z_{p_{k}^{n_{k}}}\right)\right|= \\
& \quad=\left(p_{1}^{n_{1}}+p_{1}^{n_{1}-1}\right) \cdot\left(p_{2}^{n_{2}}+p_{2}^{n_{2}-1}\right) \cdot \ldots \cdot\left(p_{k}^{n_{k}}+p_{k}^{n_{k}-1}\right) .
\end{aligned}
$$

and

$$
\left|A u t\left(\mathbb{P}\left(Z_{p^{n}}\right)\right)\right|=(p+1)!\cdot\left(p^{n-1}!\right)^{p+1}
$$

(in particular $\left|\operatorname{Aut}\left(\mathbb{P}\left(Z_{p}\right)\right)\right|=(p+1)$ !) where
$p+1$ is the number of connected components of the parallel graph on $\mathbb{P}\left(Z_{p^{n}}\right)$ (on $\mathbb{P}\left(Z_{p}\right)$, resp. $)$,
$p^{n-1}$ is the number of points in any connected component, also the number of zero divisors of the ring $Z_{p^{n}}$.

The general linear group $G L_{2}(R)$ induces the subgroup of general automorphism group $A u t(\mathbb{P}(R))$ on the projective line $\mathbb{P}(R)$, namely the projective linear group of the ring $R$ denoted by $P G L_{2}(R)$. This is the group of invertible two-by-two matrices with entries in $R$, accurate to proportionality: $P G L_{2}(R)=G L_{2}(R) / \sim$.

Hence

$$
\left|P G L_{2}(R)\right|=\left|G L_{2}(R) / \sim\right|=\left|G L_{2}(R)\right| /\left|R^{*}\right|
$$

Remark 4 [7] $\left|G L_{2}\left(Z_{p}\right)\right|=\left(p^{2}-1\right)\left(p^{2}-p\right)$
Corollary $4\left|P G L_{2}\left(Z_{p}\right)\right|=\left|G L_{2}\left(Z_{p}\right) / \sim\right|=\left(p^{2}-1\right)\left(p^{2}-p\right) /(p-1)=$

$$
=(p+1)\left(p^{2}-p\right) \leq(p+1)!=\left|\operatorname{Aut}\left(\mathbb{P}\left(Z_{p}\right)\right)\right|
$$

Remark $5 \quad[7] \quad\left|G L_{2}\left(Z_{p^{n}}\right)\right|=p^{4}\left|G L_{2}\left(Z_{p^{n-1}}\right)\right|=p^{4 \cdot 2}\left|G L_{2}\left(Z_{p^{n-2}}\right)\right|=\ldots=$

$$
=p^{4(n-1)}\left|G L_{2}\left(Z_{p^{n-(n-1)}}\right)\right|=p^{4(n-1)}\left|G L_{2}\left(Z_{p}\right)\right|
$$

Corollary $5\left|P G L_{2}\left(Z_{p^{n}}\right)\right|=\left|G L_{2}\left(Z_{p^{n}}\right) / \sim\right|=p^{4(n-1)}\left|G L_{2}\left(Z_{p}\right) / \sim\right|=$

$$
=p^{4(n-1)}(p+1)\left(p^{2}-p\right) \leq(p+1)!\cdot\left(p^{n-1}!\right)^{p+1}=\left|A u t\left(\mathbb{P}\left(Z_{p^{n}}\right)\right)\right|
$$

The description of the projective lines over rings of order $p^{i}, i \leq 3$ is known. For $i=3$ we have exactly one noncommutative ring $\left(T_{2}(G F(2))\right.$ - the ring of triangular matrices over $G F(2)[8])$, and the other are local rings. The projective line over every finite commutative ring and rings of order $p^{i}(i \leq 3, p$ - prime) can be described by Corollary 1 and Theorem 4 . The corresponding automorphism group of the projective line can be determined by Remark 3.

As we mentioned before, e.g. in the projective line $\mathbb{P}\left(T_{2}(G F(2))\right)$, there are free cyclic submodules generated by non-admissible pairs. These pairs have been called outliers. They are not contained in any free cyclic submodule generated by an admissible pair. There are some examples of finite rings with outliers (see Fig. 5) and examples of automorphism group of $\mathbb{P}(R)$ in this case are known.
Example Non-unimodular part of the projective line $\mathbb{P}\left(T_{2}(G F(2))\right)$ consists of three outliers, namely of the pairs of matrices with nonzero first kolumn:

$$
\left(\left[\begin{array}{ll}
1 & 0 \\
1 & 0
\end{array}\right],\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]\right),\left(\left[\begin{array}{ll}
1 & 0 \\
1 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]\right), \quad\left(\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]\right)
$$



Fig. 5. The distant graph on $\mathbb{P}\left(T_{2}(G F(2))\right)$.

Outliers are not distant to any other point, therefore they are isolated points in the distant graph of an arbitrary projective line.

In the general case of the projective line over an arbitrary finite ring the description of the automorphism group is more complex. To this aim the following can be used.

Theorem 5. [5, I.1] Every finite ring is isomorphic to direct sum of rings of prime power order.

Corollary 6 The projective line over a finite ring can be described via characterizations of the projective lines over rings of prime power order.
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#### Abstract

In mathematics and computer science, an algorithm is a procedure (a finite set of well-defined instructions) for accomplishing some task which, given an initial state, will terminate in a defined end-state. Such algorithm usually is a recurrence relation. The difference equation, is an equation which defines a sequence recursively: each term of the sequence is defined as a function of the preceding terms. Most algorithms can be directly implemented by computer programs; any other algorithms can at least in theory be simulated by computer programs. In the this paper we are looking on the differences between asymptotic properties of solutions of the difference equation and its continuous analogies on example of third order linear homogeneous differential and difference equations with constant coefficients. We take the both equations with the same characteristic equation. We show that these equations (differential and difference) can have solutions with different properties concerning boundedness.


Keywords: differential equation, difference equation, recurrence, linear, third order, bounded solution
AMS Subject classification: 34A05, 34C11, 39A10

## 1 Introduction

Together with the development of modern computational methods, discrete equations, so-called difference equations, have acquired a great importance. They replace often differential equations in mathematical modelling because they are the ready algorithms for computer programs. For example, logistic equation describing increase of population is written in the form of differential equation $y^{\prime}=y(b-a y)$ (Verhulst-Pearl equation) or in the form of difference equation $u_{n+1}=u_{n}\left(b-a u_{n}\right)$ (Pielou equation).

In mathematical modelling, there are many examples proving that continuous and discrete models are created in such way that the derivatives are replaced
by suitable terms of the sequence. For example, recently Yue-Wen Cheng and Hui-Sheng Ding studied in [3] a linear Volterra difference equation

$$
x_{i}^{\prime}(t)=a_{i}(t)+b_{i}(t) x_{i}(t)+\sum_{j=1}^{n} \int_{0}^{t} K_{i j}(t, s) x_{j}(s) \mathrm{ds}
$$

which is considered as a continuous analogue of Volterra difference equation

$$
x(n+1)=a(n)+b(n) x(n)+\sum_{i=0}^{n} K(n, i) x(i)
$$

investigated by Diblík and Schmeidel in [4].
It appears that application of a discrete mathematical model instead of the continuous one can lead to qualitative different solutions, particularly in respect of oscillation or boundedness. Unlike quality of solutions can be seen even in the case of linear equations with constant coefficients. In [14] we show that these equations (differential and difference) can have solutions with different properties concerning oscillation. In this paper we analyse boundedness.

We consider third order linear homogeneous equation with constant coefficients written in the continuous and discrete form, namely the differential equation

$$
\begin{equation*}
\frac{d^{3} f}{d t^{3}}+a \frac{d^{2} f}{d t^{2}}+b \frac{d f}{d t}+c f=0 \tag{1}
\end{equation*}
$$

and the difference equation

$$
\begin{equation*}
u_{n+3}+a u_{n+2}+b u_{n+1}+c u_{n}=0 \tag{2}
\end{equation*}
$$

where $f: R \rightarrow R, u: N \rightarrow R, R$ denotes the set of real numbers, $N$ the set of positive integers and $a, b, c$ are real constants.

A function $f: R \rightarrow R$ (a sequence $u: N \rightarrow R$ ) is called trivial if there exists a $t_{0} \in R\left(\right.$ an $\left.n_{0} \in N\right)$ such that $f(t)=0$ for every $t>t_{0}\left(u_{n}=0\right.$ for every $n>n_{0}$ ). Otherwise a function $f$ (a sequence $u$ ) is said to be nontrivial. Every nontrivial real function $f$ (sequence $u$ ) satisfying equation (1) ((2)) is called a solution of this equation.

A solution of equation (1) ((2)) is called bounded if it is a bounded function (sequence) on the real set $[0, \infty)(N)$. Otherwise a solution is said to be unbounded. Equation (1) or (2) is called bounded (unbounded) if every its solution is bounded (unbounded). We will consider linear independent solutions composing a fundamental set.

Fundamentals of differential equations theory can be found in many monographs. The background of difference equation theory is given by Agarwal [1], Elaydi [6], Kelley and Peterson [8].

Particularly, great attention has been paid to the study of third order differential equations, because these equations describe many mathematical models of huge interest in engineering, biology and physics. Properties of third order nonlinear difference equation were investigated among many others by Seshader
and Smita. There is a monograph written by this authors [15] in which an entire chapter is devoted to the third order linear differential equations with constant coefficients. Special attention is paid to the oscillatory properties of solutions.

Boundedness of solutions of third order difference equations was considered for example by Andruch-Sobiło and Migda [2], Došla and Kobza [5], Graef and Thandapani [7], Smith [16], Smith and Taylor [18] and oscillation by Kobza [9], Migda, Schmeidel and Drozdowicz [10], Popenda and Schmeidel [13], Saker [14], Smith [17], Thandapani and Mahalingam [19].

Putting $f(t)=\exp (r t)$ in equation (1) or $u_{n}=r^{n}$ in equation (2) the same characteristic equation

$$
\begin{equation*}
r^{3}+a r^{2}+b r+c=0 \tag{3}
\end{equation*}
$$

is obtained in the continuous as well as in the discrete case. Solutions of equation (3) are described in [12].

Let us denote

$$
\begin{equation*}
q=c-\frac{1}{3} a b+\frac{2}{27} a^{3}, \quad \Delta=c^{2}+\frac{4}{27} b^{3}-\frac{2}{3} a b c-\frac{1}{27} a^{2} b^{2}+\frac{4}{27} a^{3} c . \tag{4}
\end{equation*}
$$

We will use the following theorem, which can be found in [14].
Theorem 1. (i) If $\Delta>0$, then (3) has one real root $r_{1}$ and two complex conjugate roots $r_{2}, r_{3}$ with non-vanishing imaginary parts:

$$
\begin{align*}
r_{1}= & \sqrt[3]{\frac{-q-\sqrt{\Delta}}{2}}+\sqrt[3]{\frac{-q+\sqrt{\Delta}}{2}}-\frac{a}{3}, \\
r_{2}= & -\frac{1}{2}\left(\sqrt[3]{\frac{-q-\sqrt{\Delta}}{2}}+\sqrt[3]{\frac{-q+\sqrt{\Delta}}{2}}\right)-\frac{a}{3} \\
& +i \frac{\sqrt{3}}{2}\left(\sqrt[3]{\frac{-q-\sqrt{\Delta}}{2}}-\sqrt[3]{\frac{-q+\sqrt{\Delta}}{2}}\right),  \tag{5}\\
r_{3}= & -\frac{1}{2}\left(\sqrt[3]{\frac{-q-\sqrt{\Delta}}{2}}+\sqrt[3]{\frac{-q+\sqrt{\Delta}}{2}}\right)-\frac{a}{3} \\
& -i \frac{\sqrt{3}}{2}\left(\sqrt[3]{\frac{-q-\sqrt{\Delta}}{2}}-\sqrt[3]{\frac{-q+\sqrt{\Delta}}{2}}\right) .
\end{align*}
$$

(ii) If $\Delta=0$, then (3) has three real roots given by (5), but one is multiple:

$$
r_{1}=-2 \sqrt[3]{\frac{q}{2}}-\frac{a}{3}, \quad r_{2}=r_{3}=\sqrt[3]{\frac{q}{2}}-\frac{a}{3}
$$

(iii) If $\Delta<0$, then (3) has three different real roots:

$$
r_{k+1}=\sqrt[6]{16\left(q^{2}-\Delta\right)} \cos \frac{\arccos \frac{-q}{\sqrt{q^{2}-\Delta}}+2 k \pi}{3}-\frac{a}{3}, \quad k=0,1,2
$$

Remark 1. The following equality $q^{2}-\Delta=\frac{4}{27}\left(\frac{1}{27} a^{6}-\frac{1}{3} a^{4} b+a^{2} b^{2}-b^{3}\right)$ holds.

Set

$$
\begin{align*}
d & =\sqrt[3]{\frac{-q-\sqrt{\Delta}}{2}}+\sqrt[3]{\frac{-q+\sqrt{\Delta}}{2}} \quad \text { for } \quad \Delta \geqslant 0 \\
p_{k} & =\cos \frac{\arccos \frac{-q}{\sqrt{q^{2}-\Delta}}+2 k \pi}{3} \quad \text { for } \quad \Delta<0 \quad(k=0,1,2) \tag{6}
\end{align*}
$$

## 2 Differential equations

Let us consider differential equation (1) as well as $q, \Delta$ defined by (4) and $d, p_{k}$ by (2).
Theorem 2. Let $a \geqslant 0$ and $\Delta>0$.
(i) If

$$
\begin{equation*}
-\frac{2}{3} a \leqslant d \leqslant \frac{1}{3} a \tag{7}
\end{equation*}
$$

then (1) is bounded.
(ii) If

$$
\begin{equation*}
d<-\frac{2}{3} a \quad \text { or } \quad d>\frac{1}{3} a \tag{8}
\end{equation*}
$$

then (1) has bounded and unbounded solutions.
Proof. Since (7), by (5) we have $r_{1}=d-\frac{1}{3} a \leqslant 0$ and $\operatorname{Re} r_{2}=\operatorname{Re} r_{3}=-\frac{1}{2} d-$ $\frac{1}{3} a \leqslant 0$. Hence (1) has only bounded solutions. From the first inequality of (8), by (5) we have $r_{1}<-a \leqslant 0, \quad \operatorname{Re} r_{2}=\operatorname{Re} r_{3}>0$. From the second inequality of (8) we get $r_{1}>0, \quad \operatorname{Re} r_{2}=\operatorname{Re} r_{3}<-\frac{1}{2} a \leqslant 0$. In the both above cases equation (1) has bounded and unbounded solutions.

Theorem 3. Let $a \geqslant 0$ and $\Delta=0$.
(i) If

$$
-\frac{2}{3} a<d \leqslant \frac{1}{3} a
$$

then (1) is bounded.
(ii) If

$$
d \leqslant-\frac{2}{3} a \quad \text { or } \quad d>\frac{1}{3} a,
$$

then (1) has bounded and unbounded solutions.
Proof. The proof of this theorem is analogous to that of Theorem 2 and hence omitted.
Theorem 4. Let $a<0$ and $\Delta \geqslant 0$.
(i) If

$$
\begin{equation*}
\frac{1}{3} a<d<-\frac{2}{3} a \tag{9}
\end{equation*}
$$

then (1) is unbounded.
(ii) If

$$
\begin{equation*}
d \leqslant \frac{1}{3} a \quad \text { or } \quad d \geqslant-\frac{2}{3} a, \tag{10}
\end{equation*}
$$

then (1) has bounded and unbounded solutions.

Proof. Since (9), by (5) we have $r_{1}>0, \quad \operatorname{Re} r_{2}=\operatorname{Re} r_{3}>0$. Hence (1) has only unbounded solutions. From the first inequality of (10) we get $r_{1} \leqslant 0, \quad \operatorname{Re} r_{2}=$ $\operatorname{Re} r_{3} \geqslant-\frac{1}{2} a>0$. From the second inequality of (10) we obtain $r_{1} \geqslant-a>$ 0 , $\operatorname{Re} r_{2}=\operatorname{Re} r_{3} \leqslant 0$. Thus in these cases equation (1) has bounded and unbounded solutions.

Theorem 5. Let $\Delta<0$.
(i) If

$$
\begin{equation*}
p_{k} \leqslant \frac{a}{3 \sqrt[6]{16\left(q^{2}-\Delta\right)}}, \quad k=0,1,2 \tag{11}
\end{equation*}
$$

then (1) is bounded.
(ii) If

$$
\begin{equation*}
p_{k}>\frac{a}{3 \sqrt[6]{16\left(q^{2}-\Delta\right)}}, \quad k=0,1,2 \tag{12}
\end{equation*}
$$

then (1) is unbounded.
(iii) In the other cases equation (1) has bounded and unbounded solutions.

Proof. From (11) we have $r_{k} \leqslant 0$ for $k=1,2,3$, and from (12) we obtain $r_{k}>0$ for $k=1,2,3$. The proof is completed.

## 3 Difference equations

Now let us consider difference equation (2). Assume $c \neq 0$, what is required since (2) is a third order equation. Assume also $q, \Delta, d, p_{k}$ are defined as in part 2 of this paper. Set

$$
D=\sqrt{d^{2}+\frac{1}{3} a d+\frac{1}{9} a^{2}-\frac{3}{2} \sqrt[3]{2\left(q^{2}-\Delta\right)}}
$$

Theorem 6. Let $\Delta>0$.
(i) If

$$
\begin{equation*}
\max \left(\left|d-\frac{1}{3} a\right|, D\right) \leqslant 1 \tag{13}
\end{equation*}
$$

then (2) is bounded.
(ii) If

$$
\begin{equation*}
\min \left(\left|d-\frac{1}{3} a\right|, D\right)>1 \tag{14}
\end{equation*}
$$

then (2) is unbounded.
(iii) In the other cases equation (2) has bounded and unbounded solutions.

Proof. Since (13), by (5) we have $\left|r_{1}\right| \leqslant 1$. Moreover

$$
\left|r_{2}\right|=\left|r_{3}\right|=\sqrt{\frac{1}{4} d^{2}+\frac{1}{3} a d+\frac{1}{9} a^{2}+\frac{3}{4}\left(d^{2}-4 \sqrt[3]{\frac{q^{2}-\Delta}{4}}\right)}
$$

$$
=\sqrt{d^{2}+\frac{1}{3} a d+\frac{1}{9} a^{2}-3 \sqrt[3]{\frac{q^{2}-\Delta}{4}}}=D \leqslant 1
$$

Hence the equation (2) has only bounded solutions.Since (14), then $\left|r_{1}\right|>$ 1 and $\left|r_{2}\right|=\left|r_{3}\right|>1$. Thus equation (2) has only unbounded solutions. When (13) and (14) don't hold, equation (2) has bounded and unbounded solutions. This completes the proof.

Theorem 7. Let $\Delta=0$.
(i) If

$$
\left|d-\frac{1}{3} a\right| \leqslant 1, \quad D<1
$$

then (2) is bounded.
(ii) If

$$
\min \left(\left|d-\frac{1}{3} a\right|, D\right)>1
$$

then (2) is unbounded.
(iii) In the other cases equation (2) has bounded and unbounded solutions.

Proof. The proof of this theorem is analogous to that of Theorem 6 and hence omitted.

Theorem 8. Let $\Delta<0$.
(i) If

$$
\begin{equation*}
\frac{-3+a}{3 \sqrt[6]{16\left(q^{2}-\Delta\right)}} \leqslant p_{k} \leqslant \frac{3+a}{3 \sqrt[6]{16\left(q^{2}-\Delta\right)}} \quad \text { for } \quad k=0,1,2 \tag{15}
\end{equation*}
$$

then (2) is bounded.
(ii) If

$$
\begin{align*}
& p_{k}<\frac{-3+a}{3 \sqrt[6]{16\left(q^{2}-\Delta\right)}} \quad \text { for } \quad k=0,1,2 \\
& \text { or }  \tag{16}\\
& p_{k}>\frac{3+a}{3 \sqrt[6]{16\left(q^{2}-\Delta\right)}} \quad \text { for } \quad k=0,1,2
\end{align*}
$$

then (2) is unbounded.
(iii) In the other cases equation (2) has bounded and unbounded solutions.

Proof. In the case of (15) we have $\left|r_{k}\right| \leqslant 1$ for $k=1,2,3$, and in the cases of (16) we get $\left|r_{k}\right|>1$ for $k=1,2,3$. The proof is completed.

Remark 2. For $a \geqslant 0$ and $\Delta \geqslant 0$ equation (1) is never unbounded but equation (2) can be. It is e.g. for $a=0, b=-12, c=16$. Then $q=16, \Delta=0, d=-4$, $D=2$ and $\min \left(\left|d-\frac{1}{3} a\right|, D\right)=2$.

Remark 3. For $a<0$ and $\Delta \geqslant 0$ equation (1) is never bounded but equation (2) can be. It is e.g. for $a=c=-1, b=1$. We obtain $q=-\frac{20}{27}, \Delta=\frac{16}{27}, d=\frac{2}{3}$, $D=1$ and $\min \left(\left|d-\frac{1}{3} a\right|, D\right)=1$.

## 4 Corollaries

One can easy see that the equations (1) and (2) can have different properties. It is shown by the following examples.

Example 1. If $a=b=c=1$, then $q=\frac{20}{27}, \Delta=\frac{16}{27}, d=-\frac{2}{3}, D=1$, $\min \left(\left|d-\frac{1}{3} a\right|, D\right)=1$. By Theorem 2(i) and Theorem 6(i), the both equations are bounded.

Example 2. If $a=-7, b=16, c=-12$, then $q=-\frac{2}{27}, \Delta=0, d=\frac{2}{3}, D=2$, $\min \left(\left|d-\frac{1}{3} a\right|, D\right)=2$ By Theorem 4(i) and Theorem 7(ii), the both equations are unbounded.

Example 3. If $a=0, b=-7, c=6$, then $q=6, \Delta=-\frac{400}{27}, p_{0}=\frac{\sqrt{21}}{7}, p_{1}=$ $-\frac{3 \sqrt{21}}{14}, p_{2}=\frac{\sqrt{21}}{14}, \frac{a}{\sqrt[6]{16\left(q^{2}-\Delta\right)}}=0, \frac{-3+a}{3 \sqrt[6]{16\left(q^{2}-\Delta\right)}}=-\frac{\sqrt{21}}{14}, \frac{3+a}{\sqrt[6]{16\left(q^{2}-\Delta\right)}}=\frac{\sqrt{21}}{14}$. By Theorem 5(iii) and Theorem 8(iii), the both equations have bounded and unbounded solutions.

Example 4. If $a=7, b=16, c=12$, then $q=\frac{2}{27}, \Delta=0, d=-\frac{2}{3}, D=2$, $\min \left(\left|d-\frac{1}{3} a\right|, D\right)=2$. By Theorem 3(i), the equation (1) is bounded, and by Theorem 7 (ii), the equation (2) is unbounded.

Example 5. If $a=c=6, b=11$, then $q=0, \Delta=-\frac{4}{27}, p_{0}=\frac{\sqrt{3}}{2}, p_{1}=-\frac{\sqrt{3}}{2}$, $p_{2}=0, \frac{a}{3 \sqrt[6]{16\left(q^{2}-\Delta\right)}}=\sqrt{3}, \frac{-3+a}{3 \sqrt[6]{16\left(q^{2}-\Delta\right)}}=\frac{\sqrt{3}}{2}, \frac{3+a}{3 \sqrt[6]{16\left(q^{2}-\Delta\right)}}=\frac{3}{2} \sqrt{3}$. By Theorem $5(\mathrm{i})$, the equation (1) is bounded, and by Theorem 8(iii), the equation (2) has bounded and unbounded solutions.

Example 6. If $a=-\frac{11}{6}, b=1, c=-\frac{1}{6}$, then $q=-\frac{35}{2916}, \Delta=-\frac{1}{8748}, p_{0}=$ $\frac{7}{2 \sqrt{13}}, p_{1}=-\frac{5}{2 \sqrt{13}}, p_{2}=-\frac{1}{\sqrt{13}}, \frac{a}{3 \sqrt[6]{16\left(q^{2}-\Delta\right)}}=-\frac{11}{2 \sqrt{13}}, \frac{-3+a}{\sqrt[6]{16\left(q^{2}-\Delta\right)}}=-\frac{29}{2 \sqrt{13}}$, $\frac{3+a}{3 \sqrt[6]{16\left(q^{2}-\Delta\right)}}=\frac{7}{2 \sqrt{13}}$. By Theorem 5(ii), the equation (1) is unbounded, and by Theorem 8(i), the equation (2) is bounded.

Example 7. If $a=c=-6, b=11$, then $q=0, \Delta=-\frac{4}{27}, p_{0}=\frac{\sqrt{3}}{2}, p_{1}=$ $-\frac{\sqrt{3}}{2}, p_{2}=0, \frac{a}{3 \sqrt[6]{16\left(q^{2}-\Delta\right)}}=-\sqrt{3}, \frac{-3+a}{3 \sqrt[6]{16\left(q^{2}-\Delta\right)}}=-\frac{3}{2} \sqrt{3}, \frac{3+a}{3 \sqrt[6]{16\left(q^{2}-\Delta\right)}}=-\frac{\sqrt{3}}{2}$. By Theorem 5(ii), the equation (1) is unbounded, and by Theorem 8(iii), the equation (2) has bounded and unbounded solutions.

Example 8. If $a=c=-1, b=1$, then $q=-\frac{20}{27}, \Delta=\frac{16}{27}, d=\frac{2}{3}, D=1$, $\min \left(\left|d-\frac{1}{3} a\right|, D\right)=1$. By Theorem 4(ii), the equation (1) has bounded and unbounded solutions, and by Theorem 6(i), the equation (2) is bounded.

Example 9. If $a=0, b=-12, c=16$, then $q=16, \Delta=0, d=-4, D=2$, $\min \left(\left|d-\frac{1}{3} a\right|, D\right)=2$. By Theorem 3(ii), the equation (1) has bounded and unbounded solutions, and by Theorem 7(ii), the equation (2) is unbounded.
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#### Abstract

In this paper, we consider three-dimensional nonlinear difference system with deviating arguments on the following form $$
\left\{\begin{aligned} \Delta\left(x_{n}+p x_{n-\tau}\right) & =a_{n} f\left(y_{n-l}\right) \\ \Delta y_{n} & =b_{n} g\left(w_{n-m}\right) \\ \Delta w_{n} & =\delta c_{n} h\left(x_{n-k}\right) \end{aligned}\right.
$$ where the first equation of the the system is a neutral type difference equation. Firstly, the classification of nonoscillatory solutions of the considered system are presented. Next, we present the sufficient conditions for boundedness of a nonoscillatory solution. The obtained results are illustrated by an example. Keywords Difference equation, neutral type, nonlinear system, nonoscillatory, bounded, unbounded solution AMS Subject classification 39A10, 39A11, 39A12


## 1 Introduction

We consider a nonlinear three-dimensional difference system of the form

$$
\left\{\begin{align*}
\Delta\left(x_{n}+p x_{n-\tau}\right) & =a_{n} f\left(y_{n-l}\right)  \tag{1}\\
\Delta y_{n} & =b_{n} g\left(w_{n-m}\right) \\
\Delta w_{n} & =\delta c_{n} h\left(x_{n-k}\right)
\end{align*}\right.
$$

where $\Delta$ denotes the forward difference operator $\Delta z_{n}=z_{n+1}-z_{n}$ for any real sequence $\left(z_{n}\right), n \in \mathbb{N}_{0}=\left\{n_{0}, n_{0}+1, \ldots\right\}, n_{0}=\max \{l, m, k, \tau\}, l, m, k, \tau \in \mathbb{N}=$ $\{1,2, \ldots\}$ are given positive integers, $p$ is a given real constant and $\delta= \pm 1$. Here sequences $\left(a_{n}\right),\left(b_{n}\right): \mathbb{N}_{0} \rightarrow \mathbb{R}_{+} \cup\{0\},\left(c_{n}\right): \mathbb{N}_{0} \rightarrow \mathbb{R}_{+}$, where $\mathbb{R}, \mathbb{R}_{+}$denote the set of real numbers and the set of positive real numbers, respectively. Moreover

$$
\begin{equation*}
\sum_{n=1}^{\infty} a_{n}=\sum_{n=1}^{\infty} b_{n}=\infty \tag{2}
\end{equation*}
$$

Assume that $f, g, h: \mathbb{R} \rightarrow \mathbb{R}$ are functions such that

$$
\begin{equation*}
u f(u)>0, \quad u g(u)>0, \quad u h(u)>0 \text { for } u \neq 0, \tag{3}
\end{equation*}
$$

and there exists a positive constants $M^{*}, M^{* *}$ and $M^{* * *}$ such that

$$
\begin{equation*}
\frac{f(u)}{u} \geq M^{*}, \frac{g(u)}{u} \geq M^{* *}, \text { and } \frac{h(u)}{u} \geq M^{* * *} \text { for } u \neq 0 . \tag{4}
\end{equation*}
$$

Set $M=\min \left\{M^{*}, M^{* *}, M^{* * *}\right\}$.
A solution $(x, y, w)=\left(\left(x_{n}\right),\left(y_{n}\right),\left(w_{n}\right)\right)$ of the system (1) is called nonoscillatory if all its components are nonoscillatory (that is either eventually positive or eventually negative). A solution $(x, y, w)$ of the system (1) is called bounded if all its components are bounded. Otherwise it is called unbounded.

The background for difference equations systems can be found in the well known monographs, see, for example: Agarwal, Bohner, Grace and O'Regan [2], Agarwal [1], Kocić and Ladas [4], and Kelly and Peterson [5].

In the last few years, great attention has been paid to the study of higherorder nonlinear difference equations. It is interesting to extend the known oscillation criteria for a larger class of higher order nonlinear difference equations.

Particularly, the oscillatory theory is considered usually for two-dimensional difference systems (see, for example: [6], [16], [22] and [23]).

Oscillatory results for three-dimensional system are investigated by Thandapani and Ponnammal in [21]. Results which are presented in this paper partially answered the open problems stated in the paper mentioned above.

The oscillatory and asymptotic properties of fourth-order nonlinear difference equations have been investigated, among many others, by: Došlá and Krejčová [3], Migda, Musielak, Popenda, Schmeidel and Szmanda [8-14], Smith and Taylor [17], and Arockiasamy, Dhanasekaran, Graef, Pandian and Thandapani [18-21], and references cited therein.

## 2 Some Basic Lemmas

Set

$$
\begin{equation*}
z_{n}=x_{n}+p x_{n-\tau} . \tag{5}
\end{equation*}
$$

The sequence $\left(z_{n}\right)$ is called companion sequence of a sequence $\left(x_{n}\right)$ relative to $p$.
We begin with some lemmas which will be useful for proving the main result of this paper. In 2005, Migda and Migda presented the following two results (see [7], Lemma 1 and Lemma 2).

Lemma 1. Let $\left(x_{n}\right),\left(p_{n}\right)$ be a real sequences and $\left(z_{n}\right)$ be a sequence define by $z_{n}=x_{n}+p_{n} x_{n-\tau}$, for $n \geq \tau$. Assume that $\left(x_{n}\right)$ is bounded, $\lim _{n \rightarrow \infty} z_{n}=l \in \mathbb{R}$, $\lim _{n \rightarrow \infty} p_{n}=\bar{p} \in \mathbb{R}$. If $|\bar{p}| \neq 1$, then $\left(x_{n}\right)$ is convergent and $\lim _{n \rightarrow \infty} x_{n}=\frac{l}{1+\bar{p}}$.

Notice that, the above Lemma holds obviously for $p_{n} \equiv p$.

Lemma 2. Assume that $x: \mathbb{N} \rightarrow \mathbb{R}$ and

$$
|p|<1
$$

If sequence $\left(z_{n}\right)$ defined by (5) is bounded, then sequence $\left(x_{n}\right)$ is bounded too.
Lemma 3. Assume that $p \geq 0$ in (5). If $\lim _{n \rightarrow \infty} z_{n}=\infty$ then $\lim _{n \rightarrow \infty} x_{n}=\infty$.
Lemma 4. Assume that condition (3) is satisfied. Let $(x, y, w)$ be a solution of the system (1) such that sequence $\left(x_{n}\right)$ is nonoscillatory. Then $(x, y, w)$ is nonoscillatory and sequences $\left(y_{n}\right)$ and $\left(w_{n}\right)$ are monotonic for sufficiently large $n$.

Proof. Sequence $\left(x_{n}\right)$ is nonoscillatory it means that $x_{n}$ is of the constant sign, for $n \in \mathbb{N}_{0}$. From the third equation of the system (1) and condition (3) we get that sequence $\left(w_{n}\right)$ is monotonic. This implies that $w_{n}$ is of the constant sign for enough large $n$. From the second equation of the system (1), sequence $\left(y_{n}\right)$ is eventually monotonic. So, also sequence $\left(y_{n}\right)$ is of the constant sign for enough large $n$.

Lemma 5. Assume that

$$
\begin{equation*}
p \in[0,1) \tag{6}
\end{equation*}
$$

and condition (3) is satisfied. Let $(x, y, w)$ be a solution of the system (1) and let sequence $\left(y_{n}\right)$ (or $\left(w_{n}\right)$ ) be nonoscillatory. Then there exists limit of sequence $\left(x_{n}\right)$ and exactly one of the following two cases hold:

1. $(x, y, w)$ is nonoscillatory and sequences $\left(z_{n}\right),\left(y_{n}\right)$ and $\left(w_{n}\right)$ are monotonic for sufficiently large $n$
2. $\lim _{n \rightarrow \infty} x_{n}=0$.

Proof. Firstly, we assume that $\left(y_{n}\right)$ is nonoscillatory. Since $\left(y_{n}\right)$ is nonoscillatory then it is of the constant sign for large $n$. From the first equation of the system (1) and condition (3) we obtain that $\left(z_{n}\right)$ is eventually monotonic. Hence, $\lim _{n \rightarrow \infty} z_{n}$ exists, finite or infinite. Let us consider three possible cases:
(i)

$$
\lim _{n \rightarrow \infty} z_{n}= \pm \infty
$$

(ii)

$$
\lim _{n \rightarrow \infty} z_{n}=L \neq 0
$$

(iii)

$$
\lim _{n \rightarrow \infty} z_{n}=0
$$

Case ( $i$ ). Without loss of the generality we assume that $\lim _{n \rightarrow \infty} z_{n}=+\infty$. On the virtue of Lemma 3, we get $\lim _{n \rightarrow \infty} x_{n}=+\infty$. Hence, sequence $\left(x_{n}\right)$ is of one sign for large $n$.
Case (ii). Since $\lim _{n \rightarrow \infty} z_{n}=L \neq 0$, sequence $\left(z_{n}\right)$ is bounded. Lemma 2 now yields sequence $\left(x_{n}\right)$ is also bounded. By Lemma 1 , we get $\lim _{n \rightarrow \infty} x_{n}=\frac{L}{1+p} \neq 0$. It means that sequence $\left(x_{n}\right)$ is of the one sign for large $n$. Case (iii). Since $\lim _{n \rightarrow \infty} z_{n}=0$, in a similar manner as in Case (ii), we get $\lim _{n \rightarrow \infty} x_{n}=0$. Notice that, in this case sequence $\left(x_{n}\right)$ is not need to be of the one sign for large $n$.

Finally, we assume that $\left(w_{n}\right)$ is nonoscillatory. From the second equation of the system (1) and condition (3), we get that sequence $\left(y_{n}\right)$ is eventually monotonic, so $\left(y_{n}\right)$ is nonoscillatory. By similar arguments as before we get the thesis.

Lemma 6. Assume that conditions (2), (3), (4) and (6) are satisfied. Let ( $x, y, w$ ) be a nonoscillatory solution of the system (1). If

$$
\lim _{n \rightarrow \infty} x_{n} \in \mathbb{R}
$$

then

$$
\lim _{n \rightarrow \infty} y_{n}=\lim _{n \rightarrow \infty} w_{n}=0
$$

Proof. Let $\lim _{n \rightarrow \infty} x_{n}=c \in \mathbb{R}$. Hence, by Lemma 1, we have that $\lim _{n \rightarrow \infty} z_{n}=c(1+p)$ is finite too.

Because $(x, y, w)$ is a nonoscillatory solution of (1) then, by Lemma 4, sequence $\left(y_{n}\right)$ is monotonic. Hence limit of this sequence exists. Set

$$
\lim _{n \rightarrow \infty} y_{n}=L^{*} .
$$

For the sake of contradiction suppose that $L^{*}>0$. (In the case $L^{*}<0$ the proof is similar and hence omitted.) Since that, we have $y_{n}>0$ for large $n$. Then there exists an integer $n_{1} \geq n_{0}$ such that $y_{n-l} \geq \frac{L^{*}}{2}$, for $n \geq n_{1}$. By (4), there exists a positive constant $M$ such that $f\left(y_{n-l}\right) \geq M y_{n-l}>0$. Thus, from the first equation of the system (1), we have

$$
\Delta z_{n}=a_{n} f\left(y_{n-l}\right) \geq M a_{n} y_{n-l} \geq M a_{n} \frac{L^{*}}{2}>0 .
$$

Summing the above inequality from $n_{1}$ to $n-1$, we get

$$
z_{n} \geq z_{n_{1}}+M \frac{L^{*}}{2} \sum_{i=n_{1}}^{n-1} a_{i} .
$$

Taking $n \rightarrow \infty$, by (2), the right hand side of the above inequality tends to infinity, so the left hand side, too. This contradicts the fact that $\lim _{n \rightarrow \infty} z_{n}$ is finite. Therefore we get $\lim _{n \rightarrow \infty} y_{n}=0$.

Analogously, using the second equation of the system (1), we obtain that $\lim _{n \rightarrow \infty} w_{n}=0$. This complete the proof.

Lemma 7. Assume that conditions (2)-(4) and (6) are satisfied, and (x,y,w) is a nonoscillatory solution of the system (1). Then exactly one of the following three cases holds:

$$
\begin{array}{ll}
(I) & \operatorname{sgn} x_{n}=\operatorname{sgn} y_{n}=\operatorname{sgn} w_{n}, \\
(I I) & \operatorname{sgn} x_{n}=\operatorname{sgn} w_{n} \neq \operatorname{sgn} y_{n}, \\
(I I I) & \operatorname{sgn} x_{n}=\operatorname{sgn} y_{n} \neq \operatorname{sgn} w_{n},
\end{array}
$$

for large $n$. Moreover, if $\delta=-1$ in the system (1) then every nonoscillatory solution of (1) fulfills condition (I) or (II), if $\delta=1$ then every nonoscillatory solution of (1) fulfills condition (I) or (III).

Proof. Let $(x, y, w)$ be a nonoscillatory solution of the system (1). Without loss of the generality assume that $x_{n}>0$ for large $n$. This and assumption (6) imply that sequence $\left(z_{n}\right)$ is eventually positive.

The proof falls naturally into two parts: $\delta=-1$ and $\delta=1$.
Firstly, we assume that $\delta=-1$ in the system (1). Since $\left(x_{n}\right)$ is nonoscillatory, on the virtue of Lemma 4 , sequence $\left(y_{n}\right)$ is eventually monotonic. Hence $y_{n}<0$ or $y_{n}>0$ for large $n$. Thus, by Lemma 5 , we have that $\lim _{n \rightarrow \infty} x_{n}$ exists. There are two possible cases: $\lim _{n \rightarrow \infty} x_{n}=c^{*} \in \mathbb{R}$ or $\lim _{n \rightarrow \infty} x_{n}=\infty$. Since that, $\lim _{n \rightarrow \infty} z_{n}=c^{*}(1+p)$ or $\lim _{n \rightarrow \infty} z_{n}=\infty$, respectively.

Since $\left(x_{n}\right)$ is nonoscillatory, by Lemma 4 , we get that sequence $\left(w_{n}\right)$ is eventually monotonic. Hence $w_{n}<0$ or $w_{n}>0$ for large $n$. For the sake of contradiction, suppose that $w_{n}<0$ for large $n$. Then there exists $n_{2}$ such that $w_{n-m}<0$ for $n \geq n_{2}$.

Since $x_{n}>0$ for large $n$, from the third equation of the system (1), we get that sequence $\left(w_{n}\right)$ is eventually decreasing. So $w_{n-m}<w_{n_{2}-m}<0$ for $n \geq n_{2}$. By (4), we get $g\left(w_{n-m}\right) \leq M w_{n-m}$ for $n \geq n_{2}$. From this and the second equation of the system (1), we have

$$
\Delta y_{n} \leq b_{n} M w_{n-m}<b_{n} M w_{n_{2}-m}
$$

for $n \geq n_{2}$. Summing the above inequality from $n_{2}$ to $n-1$, we obtain

$$
y_{n}<y_{n_{2}}+M w_{n_{2}-m} \sum_{i=n_{2}}^{n-1} b_{i} .
$$

Taking $n$ to infinity, by (2) and negativity of $w_{n_{2}-m}$, the right hand side of the above inequality tends to $-\infty$. So, the left hand side too. Hence $\lim _{n \rightarrow \infty} y_{n}=-\infty$. Then there exists an integer $n_{3} \geq n_{2}$ such that $y_{n-l}<0$ for $n \geq n_{3}$. From (4), we get $f\left(y_{n-l}\right) \leq M y_{n-l}$ for $n \geq n_{3}$. From the first equation of the system (1), we have

$$
\Delta z_{n} \leq a_{n} M y_{n-l}<a_{n} M y_{n_{3}-l}
$$

for $n \geq n_{3}$. Summing the above inequality from $n_{3}$ to $n-1$ and letting $n$ to infinity, we get that $\lim _{n \rightarrow \infty} z_{n}=-\infty$. This contradicts positivity of the limit of sequence $\left(z_{n}\right)$. On the virtue of this contradiction we exclude the case $w_{n}<0$. So, we obtain that $w_{n}>0$ for large $n$. It means that $\operatorname{sgn} x_{n}=\operatorname{sgn} w_{n}$ for enough large $n$. Therefore, for $\delta=-1$, case (I) or case (II) of the thesis of Lemma 7 is fulfilled.

Next, we assume that $\delta=1$ in the system (1). From the third equation of the system (1) we get that sequence $\left(w_{n}\right)$ is eventually increasing. Therefore $w_{n}<0$ or $w_{n}>0$ for large $n$. Let $w_{n}>0$. From the second equation of the system (1) we have that sequence $\left(y_{n}\right)$ is eventually of one sign. Hence $y_{n}<0$ or $y_{n}>0$ for large $n$. Suppose, for the sake of contradiction, that $y_{n}<0$ eventually. This implies that sequence $\left(z_{n}\right)$ is eventually nonincreasing. Since $\left(z_{n}\right)$ is a positive and sequence $\left(z_{n}\right)$ is a nonincreasing sequence, we have that $\lim _{n \rightarrow \infty} z_{n}$ is finite. By Lemma 2 and Lemma 1, it follows that $\lim _{n \rightarrow \infty} x_{n}$ is also finite. By Lemma 6, we have

$$
\lim _{n \rightarrow \infty} w_{n}=0
$$

This contradicts the fact that $\left(w_{n}\right)$ is an eventually positive increasing sequence, and excludes the case that $y_{n}<0$ for large $n$. Therefore also if $\delta=1$ the thesis of Lemma 7 holds, because case $(I)$ or case (III) of the thesis of Lemma 7 is satisfied. This completes the proof.

## 3 Main Results

Theorem 1. Assume that conditions (2)-(4) are satisfied, and $p \geq 0$. Then every nonoscillatory solution $(x, y, w)$ of the system (1) fulfilling condition (I) is unbounded.

Proof. Let $(x, y, w)$ be nonoscillatory solution of the system (1) for which condition $(I)$ is satisfied. Without loss of the generality, assume that $x_{n}>0, y_{n}>0$ and $w_{n}>0$ for large $n$, say $n \geq n_{4}$. From these and second equation of the system (1), we see that sequence $\left(y_{n}\right)$ is eventually increasing. Summing the first equation of the system (1) from $n_{5}=n_{4}+l$ to $n-1$ we have

$$
z_{n}=z_{n_{5}}+\sum_{i=n_{5}}^{n-1} a_{i} f\left(y_{i-l}\right), \text { for } n \geq n_{5}
$$

Since $y_{n} \geq 0$, by the first equation of the system (1) and condition (3), we get that sequence $\left(z_{n}\right)$ is monotonic. Then there exists $\lim _{n \rightarrow \infty} z_{n}$. Since $x_{n}>0$ for sufficiently large $n$ and by condition (3), we get $\lim _{n \rightarrow \infty} z_{n}=L^{*} \geq 0$. Therefore, there exists an integer $n_{5} \geq n_{0}$ such that $z_{n} \geq \frac{L^{*}}{2}$, for $n \geq n_{5}$. From that, by positivity of $y_{n}$ and by (4), we obtain

$$
z_{n} \geq \frac{L^{*}}{2}+M \sum_{i=n_{5}}^{n-1} a_{i} y_{i-l}
$$

Since $\left(y_{n}\right)$ is nondecreasing then

$$
z_{n} \geq \frac{L^{*}}{2}+M y_{n_{5}-l} \sum_{i=n_{5}}^{n-1} a_{i} .
$$

Taking $n$ to infty, using (2), we obtain that $\lim _{n \rightarrow \infty} z_{n}=\infty$. From the above and by Lemma 3, we see that $\lim _{n \rightarrow \infty} x_{n}=\infty$. Hence, every solution of the system (1) which fulfills $(I)$ is unbounded.

Example 1. Let us consider the following system of difference equations, where $\delta=1$,

$$
\left\{\begin{align*}
\Delta\left(x_{n}+2 x_{n-3}\right) & =58 y_{n-5},  \tag{7}\\
\Delta y_{n} & =54 w_{n-1}, \\
\Delta w_{n} & =18 x_{n-2} .
\end{align*}\right.
$$

where $n \in \mathbb{N}$. All assumptions of the Theorem 1 hold. Hence this system has unbounded solution which satisfies condition (I). It easy to see that $\left(3^{n}, 3^{n+2}, 3^{n}\right)$ is such solution.

Example 2. Let us consider the following system of difference equations, where $\delta=-1$,

$$
\left\{\begin{align*}
\Delta\left(x_{n}+\frac{1}{2} x_{n-2}\right) & =19 y_{n-2},  \tag{8}\\
\Delta y_{n} & =2 \cdot 3^{2 n-2} w_{n-2}, \\
\Delta w_{n} & =-2 \cdot 3^{-2 n+1} x_{n-2} .
\end{align*}\right.
$$

where $n \in \mathbb{N}$. All assumptions of the Theorem 1 hold. Hence this system has unbounded solution which satisfies condition ( $I$ ). It easy to see that $\left(3^{n}, 3^{n}, 3^{-n}\right)$ is such solution.

Theorem 2. Assume that conditions (2)-(4) and (6) are satisfied. Then every nonoscillatory solution $(x, y, w)$ of the system (1) fulfiling condition (II) is bounded.

Proof. Assume that $(x, y, w)$ is nonoscillatory solution of the system (1) which satisfy condition (II). (Notice that, by Lemma 7, this system has such solution if and only if $\delta=-1$.) Without loss of the generality, we assume that $x_{n}>0$, $y_{n}<0$ and $w_{n}>0$ for large $n$. Hence, from the first equation of the system (1), sequence $\left(z_{n}\right)$ is decreasing. Taking it into account, by (6), we get $\left(z_{n}\right)$ is positive too. We conclude that sequence $\left(z_{n}\right)$ is bounded. On virtue of Lemma 2 and Lemma 1, we obtain that sequence $\left(x_{n}\right)$ has also finite limit. So, the thesis holds.

The presented results improved and generalized those obtained by Schmeidel in 2010. Putting $p=0$ in the system (1) we get the system considered in [15].
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#### Abstract

The paper describes the symmetric and antisymmetric exponential functions of four variables, based on the permutation group $S_{4}$. We derive the explicit formulas for corresponding families of the orthogonal polynomials and some of their properties, namely the orthogonality, both the continuous one and the discrete one on the lattice. A general formula for orthogonal polynomials in $n$ variables connected with symmetric exponential functions is given.


## 1 Introduction

This paper aims at a short presentation of a direct approach to the functions of four variables defined on Euclidean space, possessing the symmetry/antisymmetry of the permutation group $S_{n}$. Such functions form a family of special functions, called the symmetric/antisymmetric exponential functions. They were introduced in [6] in general for any integer $n$.

In Section 2 the symmetric exponential functions are defined and their basic properties including product decompositions are shown. Section 4 contains the description of antisymmetric exponential functions and their basic properties. We construct also sets of orthogonal polynomials, which are defined by a certain substitution rule, similarly to some cases of the polynomials in [3]. The families of these orthogonal polynomials correspond to the symmetric/antisymmetric exponential functions. The explicit formulas for these polynomials are deduced and the continuous orthogonality of these polynomials as well as their discrete orthogonality are explicitly formulated.

The symmetry/antisymmetry with respect to permutations can be useful in description of dynamical systems possessing such a symmetry, as well as in problems of quantum information processing.

## 2 Four dimensional symmetric exponential functions

### 2.1 Definitions, symmetries and general properties

The four dimensional symmetric exponential functions $E_{(\lambda, \mu, \nu, \xi)}^{+}: \mathbb{R}^{4} \rightarrow \mathbb{C}$ are, for $\lambda, \mu, \nu, \xi \in \mathbb{R}$, given by the explicit formula [6]

$$
\begin{align*}
& E_{(\lambda, \mu, \nu, \xi)}^{+}(x, y, z, t)=\left|\begin{array}{llll}
e^{2 \pi i \lambda x} & e^{2 \pi i \lambda y} & e^{2 \pi i \lambda z} & e^{2 \pi i \lambda t} \\
e^{2 \pi i \mu x} & e^{2 \pi i \mu i \mu y} & e^{2 \pi i \mu z z} & e^{2 \pi i \mu t} \\
e^{2 \pi i v i} & e^{2 \pi i \nu} & e^{2 \pi i v i} & e^{2 \pi i \nu z} \\
e^{2 \pi i \xi x} & e^{2 \pi i \xi y} & e^{2 \pi i \xi z} & e^{2 \pi i \xi t}
\end{array}\right| \\
& =e^{2 \pi i(\lambda x+\mu y+\nu z+\xi t)}+e^{2 \pi i(\lambda x+\mu z+\nu t+\xi y)}+e^{2 \pi i(\lambda x+\mu t+\nu y+\xi z)} \\
& +e^{2 \pi i(\lambda x+\mu t+\nu z+\xi y)}+e^{2 \pi i(\lambda x+\mu y+\nu t+\xi z)}+e^{2 \pi i(\lambda x+\mu z+\nu y+\xi t)} \\
& +e^{2 \pi i(\lambda y+\mu x+\nu z+\xi t)}+e^{2 \pi i(\lambda y+\mu t+\nu x+\xi z)}+e^{2 \pi i(\lambda y+\mu z+\nu t+\xi x)} \\
& +e^{2 \pi i(\lambda y+\mu t+\nu z+\xi x)}+e^{2 \pi i(\lambda y+\mu x+\nu t+\xi z)}+e^{2 \pi i(\lambda y+\mu z+\nu x+\xi t)} \\
& +e^{2 \pi i(\lambda z+\mu x+\nu y+\xi t)}+e^{2 \pi i(\lambda z+\mu y+\nu t+\xi x)}+e^{2 \pi i(\lambda z+\mu t+\nu x+\xi y)} \\
& +e^{2 \pi i(\lambda z+\mu t+\nu y+\xi x)}+e^{2 \pi i(\lambda z+\mu x+\nu t+\xi y)}+e^{2 \pi i(\lambda z+\mu y+\nu x+\xi t)} \\
& +e^{2 \pi i(\lambda t+\mu x+\nu y+\xi z)}+e^{2 \pi i(\lambda t+\mu z+\nu x+\xi y)}+e^{2 \pi i(\lambda t+\mu y+\nu z+\xi x)} \\
& +e^{2 \pi i(\lambda t+\mu z+\nu y+\xi x)}+e^{2 \pi i(\lambda t+\mu x+\nu z+\xi y)}+e^{2 \pi i(\lambda t+\mu y+\nu x+\xi z)} . \tag{1}
\end{align*}
$$

The functions $E_{(\lambda, \mu, \nu, \xi)}^{+}$are symmetric with respect to all permutations of the variables $(x, y, z, t)$. Similar invariance, with respect to the twenty four permutations of the labels $(\lambda, \mu, \nu, \xi)$, holds when the functions $E_{(\lambda, \mu, \nu, \xi)}^{+}$are evaluated at a fixed point $(x, y, z, t)$.

Therefore only $E_{(\lambda, \mu, \nu, \xi)}^{+}$with the so called dominant quadruple $(\lambda, \mu, \nu, \xi)$ can be considered, that is such quadruples $(\lambda, \mu, \nu, \xi)$ where $\lambda \geq \mu \geq \nu \geq \xi$. The functions $E_{(k, l, m, n)}^{+}$with $k, l, m, n \in \mathbb{Z}$ satisfy the invariance with respect to integer shifts,

$$
\begin{equation*}
E_{(k, l, m, n)}^{+}(x+r, y+s, z+u, t+w)=E_{(k, l, m, n)}^{+}(x, y, z, t), \quad r, s, u, w \in \mathbb{Z} \tag{2}
\end{equation*}
$$

and moreover for $a \in \mathbb{R}$ we have

$$
\begin{equation*}
E_{(k, l, m, n)}^{+}(x+a, y+a, z+a, t+a)=e^{2 \pi i(k+l+m+n) a} E_{(k, l, m, n)}^{+}(x, y, z, t) \tag{3}
\end{equation*}
$$

The properties (2) and (3) let us consider the function $E_{(k, l, m, n)}^{+}$, where $k, l, m, n \in \mathbb{Z}$, on the closure of fundamental domain $F\left(S_{4}^{\text {aff }}\right)$ only [6]. The fundamental domain $F\left(S_{4}^{\text {aff }}\right)$ is defined explicitly as the set

$$
\begin{equation*}
F\left(S_{4}^{\text {aff }}\right)=\{(x, y, z, t) \in(0,1) \times(0,1) \times(0,1) \times(0,1) \mid x>y>z>t\} . \tag{4}
\end{equation*}
$$

### 2.2 Product decompositions

The product of two $4 D$ symmetric functions evaluated at the same point $(x, y, z, t)$ can be decomposed into the sum of the symmetric functions with suitable indices. The decomposition formula has the following explicit form:

$$
\begin{align*}
E_{(\lambda, \mu, \nu, \xi)}^{+} & (x, y, z, t) E_{(a, b, c, d)}^{+}(x, y, z, t) \\
& \\
& =E_{(\lambda+a, \mu+b, \nu+c, \xi+d)}^{+}(x, y, z, t)+E_{(\lambda+d, \mu+a, \nu+b, \xi+c)}^{+}(x, y, z, t) \\
& +E_{(\lambda+c, \mu+d, \nu+a, \xi+b)}^{+}(x, y, z, t)+E_{(\lambda+b, \mu+c, \nu+d, \xi+a)}^{+}(x, y, z, t) \\
& +E_{(\lambda+a, \mu+d, \nu+b, \xi+c)}^{+}(x, y, z, t)+E_{(\lambda+a, \mu+c, \nu+d, \xi+b)}^{+}(x, y, z, t) \\
& +E_{(\lambda+a, \mu+d, \nu+c, \xi+b)}^{+}(x, y, z, t)+E_{(\lambda+a, \mu+b, \nu+d, \xi+c)}^{+}(x, y, z, t) \\
& +E_{(\lambda+a, \mu+c, \nu+b, \xi+d)}^{+}(x, y, z, t)+E_{(\xi+a, \lambda+b, \mu+c, \nu+d)}^{+}(x, y, z, t) \\
& +E_{(\xi+a, \lambda+d, \mu+b, \nu+c)}^{+}(x, y, z, t)+E_{(\xi+a, \lambda+c, \mu+d, \nu+b)}^{+}(x, y, z, t)  \tag{5}\\
& +E_{(\xi+a, \lambda+c, \mu+b, \nu+d)}^{+}(x, y, z, t)+E_{(\xi+a, \lambda+d, \mu+c, \nu+b)}^{+}(x, y, z, t) \\
& +E_{(\nu+a, \xi+b, \lambda+c, \mu+d)}^{+}(x, y, z, t)+E_{(\nu+a, \xi+d, \lambda+b, \mu+c)}^{+}(x, y, z, t) \\
& +E_{(\nu+a, \xi+c, \lambda+d, \mu+b)}^{+}(x, y, z, t)+E_{(\nu+a, \xi+c, \lambda+b, \mu+d)}^{+}(x, y, z, t) \\
& +E_{(\nu+a, \xi+d, \lambda+c, \mu+b)}^{+}(x, y, z, t)+E_{(\mu+a, \nu+b, \xi+c, \lambda+d)}^{+}(x, y, z, t) \\
& +E_{(\mu+a, \nu+d, \xi+b, \lambda+c)}^{+}(x, y, z, t)+E_{(\mu+a, \nu+c, \xi+d, \lambda+b)}^{+}(x, y, z, t) \\
& +E_{(\mu+a, \nu+c, \xi+b, \lambda+d)}^{+}(x, y, z, t)+E_{(\mu+a, \nu+d, \xi+c, \lambda+b)}^{+}(x, y, z, t) .
\end{align*}
$$

Analogously, we obtain a product-to-sum decomposition formula for one function $E_{\lambda, \mu, \nu, \xi}^{+}$evaluated at two different points:

$$
\begin{aligned}
& \quad E_{(\lambda, \mu, \nu, \xi)}^{+}(x, y, z, t) E_{(\lambda, \mu \nu, \xi)}^{+}\left(x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}\right)= \\
& =E_{(\lambda, \mu, \nu, \xi)}^{+}\left(x+x^{\prime}, y+y^{\prime}, z+z^{\prime}, t+t^{\prime}\right)+E_{(\lambda, \mu, \nu, \xi)}^{+}\left(x+t^{\prime}, y+x^{\prime}, z+y^{\prime}, t+z^{\prime}\right) \\
& +E_{(\lambda, \mu, \nu, \xi)}^{+}\left(x+z^{\prime}, y+t^{\prime}, z+x^{\prime}, t+y^{\prime}\right)+E_{(\lambda, \mu, \nu, \xi)}^{+}\left(x+y^{\prime}, y+z^{\prime}, z+t^{\prime}, t+x^{\prime}\right) \\
& +E_{(\lambda, \mu,, \xi)}^{+}\left(x+x^{\prime}, y+t^{\prime}, z+y^{\prime}, t+z^{\prime}\right)+E_{(\lambda, \mu, \nu, \xi)}^{+}\left(x+x^{\prime}, y+z^{\prime}, z+t^{\prime}, t+y^{\prime}\right) \\
& +E_{(\lambda, \mu, \nu, \xi)}^{+}\left(x+x^{\prime}, y+t^{\prime}, z+z^{\prime}, t+y^{\prime}\right)+E_{(\lambda, \mu, \xi)}^{+}\left(x+x^{\prime}, y+y^{\prime}, z+t^{\prime}, t+z^{\prime}\right) \\
& +E_{(\lambda, \mu, \nu, \xi)}^{+}\left(x+x^{\prime}, y+z^{\prime}, z+y^{\prime}, t+t^{\prime}\right)+E_{(\lambda, \mu, \nu, \xi)}^{+}\left(t+x^{\prime}, x+y^{\prime}, y+z^{\prime}, z+t^{\prime}\right) \\
& +E_{(\lambda, \mu, \nu, \xi)}^{+}\left(t+x^{\prime}, x+t^{\prime}, y+y^{\prime}, z+z^{\prime}\right)+E_{(\lambda, \mu, \nu, \xi)}^{+}\left(t+x^{\prime}, x+z^{\prime}, y+t^{\prime}, z+y^{\prime}\right) \\
& +E_{(\lambda, \mu, \nu, \xi)}^{+}\left(t+x^{\prime}, x+z^{\prime}, y+y^{\prime}, z+t^{\prime}\right)+E_{(\lambda, \mu, \nu, \xi)}^{+}\left(t+x^{\prime}, x+t^{\prime}, y+z^{\prime}, z+y^{\prime}\right) \\
& +E_{(\lambda, \mu, \nu, \xi)}^{+}\left(z+x^{\prime}, t+y^{\prime}, x+z^{\prime}, y+t^{\prime}\right)+E_{(\lambda, \mu, \nu, \xi)}^{+}\left(z+x^{\prime}, t+t^{\prime}, x+y^{\prime}, y+z^{\prime}\right) \\
& +E_{(\lambda, \mu, \nu, \xi)}^{+}\left(z+x^{\prime}, t+z^{\prime}, x+t^{\prime}, y+y^{\prime}\right)+E_{(\lambda, \mu, \nu, \xi)}^{+}\left(z+x^{\prime}, t+z^{\prime}, x+y^{\prime}, y+t^{\prime}\right) \\
& +E_{(\lambda, \mu, \nu, \xi)}^{+}\left(z+x^{\prime}, t+t^{\prime}, x+z^{\prime}, y+y^{\prime}\right)+E_{(\lambda, \mu, \nu, \xi)}^{+}\left(y+x^{\prime}, z+y^{\prime}, t+z^{\prime}, x+t^{\prime}\right) \\
& +E_{(\lambda, \mu, \nu, \xi)}^{+}\left(y+x^{\prime}, z+t^{\prime}, t+y^{\prime}, x+z^{\prime}\right)+E_{(\lambda, \mu, \nu, \xi)}^{+}\left(y+x^{\prime}, z+z^{\prime}, t+t^{\prime}, x+y^{\prime}\right) \\
& +E_{(\lambda, \mu, \nu, \xi)}^{+}\left(y+x^{\prime}, z+z^{\prime}, t+y^{\prime}, x+t^{\prime}\right)+E_{(\lambda, \mu, \nu, \xi)}^{+}\left(y+x^{\prime}, z+t^{\prime}, t+z^{\prime}, x+y^{\prime}\right) .
\end{aligned}
$$

### 2.3 Orthogonal polynomials corresponding to symmetric exponential functions

The set of continuous and discrete orthogonal polynomials can be built using the functions $E_{(k, l, m, n)}^{+}$with dominant quadruples ( $k, l, m, n$ ) and $k, l, m, n \in \mathbb{Z}^{\geq 0}$. Introducing the following substitutions for the lowest four symmetric exponential functions,

$$
\begin{equation*}
X=E_{(1,0,0,0)}^{+}, \quad Y=E_{(1,1,0,0)}^{+}, \quad Z=E_{(1,1,1,0)}^{+}, \quad T=E_{(1,1,1,1)}^{+} \tag{6}
\end{equation*}
$$

four-variable polynomials $P_{(k, l, m, n)}^{+}(X, Y, Z, T)$ labeled by the dominant quadruples $(k, l, m, n)$, with $k \geq l \geq m \geq n$, are defined by the equation

$$
\begin{equation*}
P_{(k, l, m, n)}^{+}(X(x, y, z, t), Y(x, y, z, t), Z(x, y, z, t), T(x, y, z, t))=E_{(k, l, m, n)}^{+}(x, y, z, t) \tag{7}
\end{equation*}
$$

First polynomials $P_{(k, l, m, n)}^{+}(X, Y, Z, T)$ are given in the following table:

$$
\begin{aligned}
P_{(0,0,0,0)}^{+} & =24 & P_{(2,2,0,0)}^{+} & =\frac{9 Y^{2}+12 T-8 X Z}{36} \\
P_{(1,0,0,0)}^{+} & =X & P_{(2,2,1,0)}^{+} & =\frac{1}{24} X(2 Z-T) \\
P_{(1,1,0,0)}^{+} & =Y & P_{(2,2,1,1)}^{+} & =\frac{1}{24} Y T \\
P_{(1,1,1,0)}^{+} & =Z & P_{(2,2,2,0)}^{+} & =\frac{1}{5}\left(Z^{2}-\frac{19}{24} Y T\right) \\
P_{(1,1,1,1)}^{+} & =T & P_{(2,2,2,1)}^{+} & =\frac{1}{24} Z T \\
P_{(2,0,0,0)}^{+} & =\frac{1}{6}\left(X^{2}-18 Y\right) & P_{(2,2,2,2)}^{+} & =\frac{1}{24} T^{2} \\
P_{(2,1,0,0)}^{+} & =\frac{1}{12}(X Y-12 Z) & P_{(3,0,0,0)}^{+} & =\frac{1}{36}\left(X^{3}-27 X Y+108 Z\right) \\
P_{(2,1,1,0)}^{+} & =\frac{1}{18}(X Z-6 T) & P_{(3,1,0,0)}^{+} & =\frac{1}{72}\left(X^{2} Y-4 X Z-18 Y^{2}+24 T\right) \\
P_{(2,1,1,1)}^{+} & =\frac{1}{24} X T & P_{(3,1,1,0)}^{+} & =\frac{1}{216}\left(2 X^{2} Z-36 Y-3 X T\right)
\end{aligned}
$$

$$
\begin{aligned}
P_{(3,1,1,1)}^{+} & =\frac{1}{144} T\left(X^{2}-18 Y\right) \\
P_{(3,2,0,0)}^{+} & =\frac{144 Y-72 X Z+30 X T-108 Y Z+9 X Y^{2}-8 X^{2} Z}{432} \\
P_{(3,2,1,0)}^{+} & =\frac{1}{288}\left(12 Y T-X^{2} T-24 Z^{2}+2 X Y Z\right) \\
P_{(3,2,1,1)}^{+} & =\frac{1}{288} T(X Y-12 Z) \\
P_{(3,2,2,0)}^{+} & =\frac{1}{1440}\left(16 X Z^{2}-12 Z T-13 X Y T\right) \\
P_{(3,2,2,1)}^{+} & =\frac{1}{432} T(X Z-6 T) \\
P_{(3,2,2,2)}^{+} & =\frac{1}{24^{2}} X T^{2} \\
P_{(3,3,0,0)}^{+} & =\frac{18 Y^{3}+3 X^{2} T+72 Z^{2}-48 X Z+24 X T-12 Y T-22 X Y Z}{288} \\
P_{(3,3,1,0)}^{+} & =\frac{1}{864}\left(18 Y^{2} Z-16 X Z^{2}-3 X Y T+60 Z T\right) \\
P_{(3,3,1,1)}^{+} & =\frac{1}{864} Z\left(12 T+9 Y^{2}-8 X Z\right) \\
P_{(3,3,2,0)}^{+} & =\frac{1}{4320}\left(128 X Z^{2}-60 X Z T-63 Y^{2} Z-84 Z T+144 T^{2}\right) \\
P_{(3,3,2,1)}^{+} & =\frac{1}{24^{2}} X T(2 Z-T)
\end{aligned}
$$

Explicit formula for $\boldsymbol{P}_{(\boldsymbol{k}, l, \boldsymbol{m}, \boldsymbol{n})}^{+}$Note that in view of the decomposition rule (5) for any admissible $k, l, m, n$, the following relations hold:

$$
\begin{gathered}
P_{(k, l, m, n)}^{+} P_{(0,0,0,0)}^{+}=24 P_{(k, l, m, n)}^{+}, \\
P_{(k-1, l-1, m-1, n-1)}^{+} P_{(1,1,1,1)}^{+}=24 P_{(k, l, m, n)}^{+} .
\end{gathered}
$$

Therefore

$$
P_{(k, l, m, n)}^{+}=\frac{T}{24} P_{(k-1, l-1, m-1, n-1)}^{+}
$$

Iterating the last relation we obtain

$$
\begin{equation*}
P_{(k, l, m, n)}^{+}=\left(\frac{T}{24}\right)^{n} P_{(k-n, l-n, m-n, 0)}^{+} \tag{8}
\end{equation*}
$$

Polynomials $P_{(k, l, m, n)}^{+}$fulfil the recurrence relation

$$
\begin{equation*}
P_{(k+4, l, m, 0)}^{+}-\frac{X}{6} P_{(k+3, l, m, 0)}^{+}+\frac{Y}{4} P_{(k+2, l, m, 0)}^{+}-\frac{Z}{6} P_{(k+1, l, m, 0)}^{+}+\frac{T}{24} P_{(k, l, m, 0)}^{+}=0 \tag{9}
\end{equation*}
$$

which follows from the decomposition rule (5).
General solution of the difference equation (9) has the following form:

$$
\begin{equation*}
P_{(k, l, m, 0)}^{+}=c_{1}^{(l, m)} \lambda_{1}^{k}+c_{2}^{(l, m)} \lambda_{2}^{k}+c_{3}^{(l, m)} \lambda_{3}^{k}+c_{4}^{(l, m)} \lambda_{4}^{k} \tag{10}
\end{equation*}
$$

where $\lambda_{j}, j=1,2,3,4$ are roots of the characteristic equation

$$
\lambda^{4}-\frac{X}{6} \lambda^{3}+\frac{Y}{4} \lambda^{2}-\frac{Z}{6} \lambda+\frac{T}{24}=0
$$

corresponding to the equation (9). The roots $\lambda_{j}$ can be expressed as

$$
\begin{aligned}
& \lambda_{1}=\frac{1}{264} C_{1}+\frac{1}{264} C_{2}+\frac{1}{264} C_{3}+\frac{1}{24} X \\
& \lambda_{2}=\frac{1}{264} C_{1}-\frac{1}{264} C_{2}-\frac{1}{264} C_{3}+\frac{1}{24} X \\
& \lambda_{3}=-\frac{1}{264} C_{1}+\frac{1}{264} C_{2}-\frac{1}{264} C_{3}+\frac{1}{24} X \\
& \lambda_{4}=-\frac{1}{264} C_{1}-\frac{1}{264} C_{2}+\frac{1}{264} C_{3}+\frac{1}{24} X
\end{aligned}
$$

where

$$
\begin{gathered}
C_{1}=\sqrt{-22 \sqrt[3]{A}+13799808 B-2904 Y+121 X^{2}} \\
C_{2}=\sqrt{11 \sqrt[3]{A}-6899904 B-2904 Y+121 X^{2}-8712 i \sqrt{3}\left(\frac{1}{792} \sqrt[3]{A}+792 B\right)} \\
C_{3}=\sqrt{11 \sqrt[3]{A}-6899904 B-2904 Y+121 X^{2}+8712 i \sqrt{3}\left(\frac{1}{792} \sqrt[3]{A}+792 B\right)} \\
A=-287496 Y^{3}-2038608 Y X Z+108900 Z X^{3}+6899904 T Y \\
\\
\quad-287496 T X^{2}-6899904 Z^{2}+396 \sqrt{W} \\
W=
\end{gathered} \begin{array}{rl}
W & 14374800 Y^{4} X Z+17058096 Y X^{3} Z T+303595776 Z^{4} \\
& -37949472 Y^{4} T+202397184 Y^{2} T^{2}+34211232 X^{3} Z^{3} \\
- & 3606768 Y^{2} X^{2} Z^{2}-215569728 X^{2} Z^{2} T+441593856 X Z T^{2} \\
- & 399300 Y^{3} Z X^{3}+1054152 Y^{3} T X^{2}-2831400 Y X^{4} Z^{2} \\
- & 399300 Z X^{5} T-25299648 T^{2} Y X^{2}-607191552 T Y Z^{2} \\
- & 269862912 T^{3}+179397504 Y X Z^{3}-68999040 Y^{2} X Z T \\
& +25299648 Y^{3} Z^{2}+75625 Z^{2} X^{6}+527076 T^{2} X^{4}
\end{array}
$$

$$
B=\left(-\frac{1}{144} Y^{2}+\frac{1}{33} X Z-\frac{1}{18} T\right) A^{-1 / 3}
$$

Since polynomials $P_{(k, l, m, n)}^{+}$are symmetric with respect to all permutations of indices, we have $P_{(k, l, m, 0)}^{+}=P_{(l, m, k, 0)}^{+}=P_{(m, k, l, 0)}^{+}$and this allows us to write the system of linear equations

$$
\begin{aligned}
& P_{(0, l, m, 0)}^{+}=c_{1}^{(l, m)}+c_{2}^{(l, m)}+c_{3}^{(l, m)}+c_{4}^{(l, m)} \\
= & P_{(m, 0, l, 0)}^{+}=c_{1}^{(0, l)} \lambda_{1}^{m}+c_{2}^{(0, l)} \lambda_{2}^{m}+c_{3}^{(0, l)} \lambda_{3}^{m}+c_{4}^{(0, l)} \lambda_{4}^{m}, \\
& P_{(1, l, m, 0)}^{+}=c_{1}^{(l, m)} \lambda_{1}+c_{2}^{(l, m)} \lambda_{2}+c_{3}^{(l, m)} \lambda_{3}+c_{4}^{(l, m)} \lambda_{4} \\
= & P_{(m, 1, l, 0)}^{+}=c_{1}^{(1, l)} \lambda_{1}^{m}+c_{2}^{(1, l)} \lambda_{2}^{m}+c_{3}^{(1, l)} \lambda_{3}^{m}+c_{4}^{(1, l)} \lambda_{4}^{m}, \\
& P_{(2, l, m, 0)}^{+}=c_{1}^{(l, m)} \lambda_{1}^{2}+c_{2}^{(l, m)} \lambda_{2}^{2}+c_{3}^{(l, m)} \lambda_{3}^{2}+c_{4}^{(l, m)} \lambda_{4}^{2} \\
= & P_{(m, 2, l, 0)}^{+}=c_{1}^{(2, l)} \lambda_{1}^{m}+c_{2}^{(2, l)} \lambda_{2}^{m}+c_{3}^{(2, l)} \lambda_{3}^{m}+c_{4}^{(2, l)} \lambda_{4}^{m}, \\
& P_{(3, l, m, 0)}^{+}=c_{1}^{(l, m)} \lambda_{1}^{3}+c_{2}^{(l, m)} \lambda_{2}^{3}+c_{3}^{(l, m)} \lambda_{3}^{3}+c_{4}^{(l, m)} \lambda_{4}^{3} \\
= & P_{(m, 3, l, 0)}^{+}=c_{1}^{(3, l)} \lambda_{1}^{m}+c_{2}^{(3, l)} \lambda_{2}^{m}+c_{3}^{(3, l)} \lambda_{3}^{m}+c_{4}^{(3, l)} \lambda_{4}^{m},
\end{aligned}
$$

and

$$
\begin{aligned}
& P_{(0, l, m, 0)}^{+}=P_{(l, m, 0,0)}^{+}=c_{1}^{(m, 0)} \lambda_{1}^{l}+c_{2}^{(m, 0)} \lambda_{2}^{l}+c_{3}^{(m, 0)} \lambda_{3}^{l}+c_{4}^{(m, 0)} \lambda_{4}^{l}, \\
& P_{(1, l, m, 0)}^{+}=P_{(l, m, 1,0)}^{+}=c_{1}^{(m, 1)} \lambda_{1}^{l}+c_{2}^{(m, 1)} \lambda_{2}^{l}+c_{3}^{(m, 1)} \lambda_{3}^{l}+c_{4}^{(m, 1)} \lambda_{4}^{l}, \\
& P_{(2, l, m, 0)}^{+}=P_{(l, m, 2,0)}^{+}=c_{1}^{(m, 2)} \lambda_{1}^{l}+c_{2}^{(m, 2)} \lambda_{2}^{l}+c_{3}^{(m, 2)} \lambda_{3}^{l}+c_{4}^{(m, 2)} \lambda_{4}^{l}, \\
& P_{(3, l, m, 0)}^{+}=P_{(l, m, 3,0)}^{+}=c_{1}^{(m, 3)} \lambda_{1}^{l}+c_{2}^{(m, 3)} \lambda_{2}^{l}+c_{3}^{(m, 3)} \lambda_{3}^{l}+c_{4}^{(m, 3)} \lambda_{4}^{l} .
\end{aligned}
$$

The coefficients $c_{j}^{(l, m)}$ in (10) can be found from above systems, where the coefficients $c_{j}^{(0, l)}, c_{j}^{(1, l)}, c_{j}^{(2, l)}, c_{j}^{(3, l)}$ and $c_{j}^{(m, 0)}, c_{j}^{(m, 1)}, c_{j}^{(m, 2)}, c_{j}^{(m, 3)}$ are obtained from the initial conditions.

For $P_{(k, l, m, 0)}^{+}$we finally get

$$
\begin{aligned}
P_{(k, l, m, 0)}^{+} & =\left(\lambda_{2}^{l} \lambda_{3}^{m}+\lambda_{2}^{l} \lambda_{4}^{m}+\lambda_{3}^{l} \lambda_{4}^{m}+\lambda_{2}^{m} \lambda_{3}^{l}+\lambda_{2}^{m} \lambda_{4}^{l}+\lambda_{3}^{m} \lambda_{4}^{l}\right) \lambda_{1}^{k} \\
& +\left(\lambda_{1}^{l} \lambda_{3}^{m}+\lambda_{1}^{l} \lambda_{4}^{m}+\lambda_{3}^{l} \lambda_{4}^{m}+\lambda_{1}^{m} \lambda_{3}^{l}+\lambda_{1}^{m} \lambda_{4}^{l}+\lambda_{3}^{m} \lambda_{4}^{l}\right) \lambda_{2}^{k} \\
& +\left(\lambda_{1}^{l} \lambda_{2}^{m}+\lambda_{1}^{l} \lambda_{4}^{m}+\lambda_{2}^{l} \lambda_{4}^{m}+\lambda_{1}^{m} \lambda_{2}^{l}+\lambda_{1}^{m} \lambda_{4}^{l}+\lambda_{2}^{m} \lambda_{4}^{l}\right) \lambda_{3}^{k} \\
& +\left(\lambda_{1}^{l} \lambda_{2}^{m}+\lambda_{1}^{l} \lambda_{3}^{m}+\lambda_{2}^{l} \lambda_{3}^{m}+\lambda_{1}^{m} \lambda_{2}^{l}+\lambda_{1}^{m} \lambda_{3}^{l}+\lambda_{2}^{m} \lambda_{3}^{l}\right) \lambda_{4}^{k} .
\end{aligned}
$$

Using the relation (8) we can write the explicit formula for the polynomials $P_{(k, l, m, n)}^{+}$in the form

$$
\begin{aligned}
& P_{(k, l, m, n)}^{+}=\left(\frac{T}{24}\right)^{n} \times \\
& \times\left[\left(\lambda_{2}^{l-n} \lambda_{3}^{m-n}+\lambda_{2}^{l-n} \lambda_{4}^{m-n}+\lambda_{3}^{l-n} \lambda_{4}^{m-n}+\lambda_{2}^{m-n} \lambda_{3}^{l-n}+\lambda_{2}^{m-n} \lambda_{4}^{l-n}+\lambda_{3}^{m-n} \lambda_{4}^{l-n}\right) \lambda_{1}^{k-n}\right. \\
& +\left(\lambda_{1}^{l-n} \lambda_{3}^{m-n}+\lambda_{1}^{l-n} \lambda_{4}^{m-n}+\lambda_{3}^{l-n} \lambda_{4}^{m-n}+\lambda_{1}^{m-n} \lambda_{3}^{l-n}+\lambda_{1}^{m-n} \lambda_{4}^{l-n}+\lambda_{3}^{m-n} \lambda_{4}^{l-n}\right) \lambda_{2}^{k-n} \\
& +\left(\lambda_{1}^{l-n} \lambda_{2}^{m-n}+\lambda_{1}^{l-n} \lambda_{4}^{m-n}+\lambda_{2}^{l-n} \lambda_{4}^{m-n}+\lambda_{1}^{m-n} \lambda_{2}^{l-n}+\lambda_{1}^{m-n} \lambda_{4}^{l-n}+\lambda_{2}^{m-n} \lambda_{4}^{l-n}\right) \lambda_{3}^{k-n} \\
& \left.+\left(\lambda_{1}^{l-n} \lambda_{2}^{m-n}+\lambda_{1}^{l-n} \lambda_{3}^{m-n}+\lambda_{2}^{l-n} \lambda_{3}^{m-n}+\lambda_{1}^{m-n} \lambda_{2}^{l}+\lambda_{1}^{m-n} \lambda_{3}^{l-n}+\lambda_{2}^{m-n} \lambda_{3}^{l-n}\right) \lambda_{4}^{k-n}\right] .
\end{aligned}
$$

Continuous orthogonality of $P_{(k, l, m, n)}^{+}$The Jacobi determinant of the mapping (6) is equal to

$$
\begin{aligned}
J(x, y, z, t) & =55296 \pi^{4} e^{2 \pi i(x+y+z+t)}\left(e^{2 \pi i x}-e^{2 \pi i y}\right)\left(e^{2 \pi i x}-e^{2 \pi i z}\right) \\
& \times\left(e^{2 \pi i x}-e^{2 \pi i t}\right)\left(e^{2 \pi i y}-e^{2 \pi i z}\right)\left(e^{2 \pi i y}-e^{2 \pi i t}\right)\left(e^{2 \pi i z}-e^{2 \pi i t}\right)
\end{aligned}
$$

Changing the variables, according to (6), the Jacobian $J$ may be expressed in variables $X, Y, Z, T$.

The polynomials $P_{(k, l, m, n)}^{+}$are mutually orthogonal on the $F_{4}$ - transformed fundamental region $F\left(S_{4}^{\text {aff }}\right)$ via mapping (6), i.e. scalar product of polynomials $P_{(k, l, m, n)}^{+}$and $P_{\left(k^{\prime}, l^{\prime}, m^{\prime}, n^{\prime}\right)}^{+}$is then given by the formula

$$
\begin{align*}
\left(P_{(k, l, m, n)}^{+}, P_{\left(k^{\prime}, l^{\prime}, m^{\prime}, n^{\prime}\right)}^{+}\right) & =\int_{F_{4}} P_{(k, l, m, n}^{+}(X, Y, Z, T) \overline{P_{\left(k^{\prime}, l^{\prime}, m^{\prime}, n^{\prime}\right)}^{+}(X, Y, Z, T)} \times \\
& \times \frac{1}{J(X, Y, Z, T)} \mathrm{d} X \mathrm{~d} Y \mathrm{~d} Z \mathrm{~d} T  \tag{11}\\
& =G_{k l m n}^{+} \delta_{k k^{\prime}} \delta_{l l^{\prime}} \delta_{m m^{\prime}} \delta_{n n^{\prime}}
\end{align*}
$$

where

$$
G_{k l m n}^{+}= \begin{cases}24, & \text { if } S_{1} \\ 6, & \text { if } S_{2} \text { and not } S_{1} \\ 4, & \text { if } S_{3} \text { and not } S_{2} \text { and not } S_{1} \\ 2, & \text { if } S_{4} \text { and not } S_{3} \text { and not } S_{2} \text { and not } S_{1} \\ 1, & \text { otherwise }\end{cases}
$$

and $S_{1}, S_{2}, S_{3}, S_{4}$ are the following conditions:
$S_{1}: k=l=m=n$
$S_{2}: k=l=m \quad$ or $\quad k=l=n \quad$ or $\quad k=m=n \quad$ or $\quad l=m=n$
$S_{3}:(k=l \wedge m=n) \quad$ or $\quad(k=m \wedge l=n) \quad$ or $\quad(k=n \wedge l=m)$
$S_{4}: k=l \quad$ or $\quad k=m \quad$ or $\quad k=n \quad$ or $\quad l=m \quad$ or $\quad l=n \quad$ or $\quad m=n$.

Discrete orthogonality of $\boldsymbol{P}_{(\boldsymbol{k}, l, \boldsymbol{m}, \boldsymbol{n})}^{+}$Given an arbitrary natural number $N$, the discrete calculus of exponential $E_{(k, l, m, n)}^{+}$functions is performed on the finite grid $L_{N}^{+}$. The grid $L_{N}^{+}$, with its points contained inside the closure of the fundamental domain $F\left(S_{4}^{\text {aff }}\right)$, is given explicitly as

$$
\begin{equation*}
L_{N}^{+}=\left\{\left.\left(\frac{r}{N}, \frac{s}{N}, \frac{u}{N}, \frac{w}{N}\right) \right\rvert\, r \geq s \geq u \geq w ; r, s, u, w=0,1,2, \ldots, N-1\right\} \tag{12}
\end{equation*}
$$

The positive integer $N$ fixes the density of the grid inside $\overline{F\left(S_{4}^{\text {aff }}\right)}$ and the grid $L_{N}^{+}$contains $\frac{1}{24} N(N+1)(N+2)(N+3)$ points. The discrete set $\mathcal{L}_{N}^{+}$is the grid $L_{N}^{+}$transformed via the mapping (6) and is given as

$$
\begin{array}{r}
\mathcal{L}_{N}^{+}=\left\{\left(X\left(x_{r}, y_{s}, z_{u}, t_{w}\right), Y\left(x_{r}, y_{s}, z_{u}, t_{w}\right), Z\left(x_{r}, y_{s}, z_{u}, t_{w}\right), T\left(x_{r}, y_{s}, z_{u}, t_{w}\right)\right) \mid\right. \\
\left.\left(x_{r}, y_{s}, z_{u}, t_{w}\right) \in L_{N}^{+}\right\} .
\end{array}
$$

Labeling each point

$$
\left(X_{r}, Y_{s}, Z_{u}, T_{w}\right) \equiv\left(X\left(x_{r}, y_{s}, z_{u}, t_{w}\right), Y\left(x_{r}, y_{s}, z_{t}\right), Z\left(x_{r}, y_{s}, z_{u}, t_{w}\right), T\left(x_{r}, y_{s}, z_{u}, t_{w}\right)\right)
$$

from $\mathcal{L}_{N}^{+}$by the corresponding $(r, s, u, w)$ from (12), the discrete orthogonality of the polynomials $P_{(k, l, m, n)}^{+}, P_{\left(k^{\prime}, l^{\prime}, m^{\prime}, n^{\prime}\right)}^{+}$, which holds for any $(k, l, m, n)$, $\left(k^{\prime}, l^{\prime}, m^{\prime}, n^{\prime}\right)$, is of the explicit form

$$
\begin{gathered}
\sum_{\left(X_{r}, Y_{s}, Z_{u}, T_{w}\right) \in \mathcal{L}_{N}^{+}}\left(G_{r s u w}^{+}\right)^{-1} P_{(k, l, m, n)}^{+}\left(X_{r}, Y_{s}, Z_{u}, T_{w}\right) \overline{P_{\left(k^{\prime}, l^{\prime}, m^{\prime}, n^{\prime}\right)}^{+}\left(X_{r}, Y_{s}, Z_{u}, T_{w}\right)} \\
=G_{k l m n}^{+} N^{4} \delta_{k k^{\prime}} \delta_{l l^{\prime}} \delta_{m m^{\prime}} \delta_{n n^{\prime}} .
\end{gathered}
$$

### 2.4 Symmetric discrete Fourier transform

The symmetric discrete Fourier transform of a discrete complex function $f$ is given by

$$
\begin{align*}
\beta_{k l m n}^{+} & =\frac{1}{G_{k l m n}^{+} N^{4}} \times \\
& \times \sum_{\left(X_{r}, Y_{s}, Z_{u}, T_{w}\right) \in \mathcal{L}_{N}^{+}}\left(G_{r s u w}^{+}\right)^{-1} f\left(X_{r}, Y_{s}, Z_{u}, T_{w}\right) \overline{P_{(k, l, m, n)}^{+}\left(X_{r}, Y_{s}, Z_{u}, T_{w}\right)}, \tag{13}
\end{align*}
$$

where $k \geq l \geq m \geq n, k, l, m, n=0,1,2, \ldots, N-1$. Discrete orthogonality relations for polynomials $P_{(k, l, m, n)}^{+}$immediately give the inverse transform of the coefficients $\beta_{k l m}^{+}$:

$$
\begin{equation*}
f\left(X_{r}, Y_{s}, Z_{u}, T_{w}\right)=\sum_{\substack{k, l, m, n=0 \\ k \geq l \geq m \geq n}}^{N-1} \beta_{k l m n}^{+} P_{(k, l, m, n)}^{+}\left(X_{r}, Y_{s}, Z_{u}, T_{w}\right) \tag{14}
\end{equation*}
$$

## 3 General formula for polynomials $P_{\left(k_{1}, k_{2}, \ldots, k_{n}\right)}^{+}$

Examining the cases with $n \leq 4([1],[2])$ we can notice that the general recurrence formula for polynomials $P_{\left(k_{1}, k_{2}, \ldots, k_{n}\right)}^{+}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ corresponding to symmetric exponential functions $E_{\left(k_{1}, k_{2}, \ldots, k_{n}\right)}^{+}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, labeled by the dominant $n$-tuple $\left(k_{1}, k_{2}, \ldots, k_{n}\right)$ with $k_{1} \geq k_{2} \geq \cdots \geq k_{n}$ and $k_{j} \geq 0$, is in the form

$$
\begin{equation*}
P_{\left(k_{1}+n, k_{2}, \ldots, k_{n-1}, 0\right)}^{+}+\sum_{j=1}^{n}(-1)^{j} \frac{X_{j}}{j!(n-j)!} P_{\left(k_{1}+n-j, k_{2}, \ldots, k_{n-1}, 0\right)}^{+}=0 \tag{15}
\end{equation*}
$$

where variables $X_{j}$ are connected with the lowest $n$ symmetric exponential functions

$$
\begin{equation*}
X_{j}=E_{(\underbrace{+}_{j}}^{1, \ldots, 1}, \underbrace{0, \ldots, 0}_{n-j}), \quad j=1, \ldots, n . \tag{16}
\end{equation*}
$$

The characteristic polynomial equation corresponding to the equation (15) is of the form

$$
\begin{equation*}
\lambda^{n}+\sum_{j=1}^{n}(-1)^{j} \frac{X_{j}}{j!(n-j)!} \lambda^{n-j}=0 \tag{17}
\end{equation*}
$$

and general solution of (15) has the following form

$$
\begin{equation*}
P_{\left(k_{1}, k_{2}, \ldots, k_{n-1}, 0\right)}^{+}=\sum_{j=1}^{n} c_{j}^{\left(k_{2}, \ldots, k_{n-1}\right)} \lambda_{j}^{k_{1}} \tag{18}
\end{equation*}
$$

where $\lambda_{j}$ are roots of the characteristic equation (17). Since polynomials $P_{\left(k_{1}, k_{2}, \ldots, k_{n-1}, k_{n}\right)}^{+}$are symmetric with respect to all permutations of indices, coefficients $c_{j}^{\left(k_{2}, \ldots, k_{n-1}\right)}$ can be found (taking into account the initial conditions).

Finally for $P_{\left(k_{1}, k_{2}, \ldots, k_{n-1}, 0\right)}^{+}$we get

$$
P_{\left(k_{1}, k_{2}, \ldots, k_{n-1}, 0\right)}^{+}=\sum_{\substack{i_{1}, \ldots, i_{n}-1 \in\{1, \ldots, n\} \\ i_{l} \neq i_{t}, l \neq t}} \lambda_{i_{1}}^{k_{1}} \ldots \lambda_{i_{n-1}}^{k_{n-1}}
$$

Since polynomials $P_{\left(k_{1}, k_{2}, \ldots, k_{n-1}, k_{n}\right)}^{+}$fulfil the relation

$$
P_{\left(k_{1}, k_{2}, \ldots, k_{n-1}, k_{n}\right)}^{+}=\left(\frac{X_{n}}{n!}\right)^{k_{n}} P_{\left(k_{1}-k_{n}, k_{2}-k_{n}, \ldots, k_{n-1}-k_{n}, 0\right)}^{+}
$$

the explicit formula for polynomials $P_{\left(k_{1}, k_{2}, \ldots, k_{n-1}, k_{n}\right)}^{+}$reads as

$$
P_{\left(k_{1}, k_{2}, \ldots, k_{n-1}, k_{n}\right)}^{+}=\left(\frac{X_{n}}{n!}\right)^{k_{n}} \sum_{\substack{i_{1}, \ldots, i_{n-1} \in\{1, \ldots, n\} \\ i_{l} \neq i_{t}, l \neq t}} \lambda_{i_{1}}^{k_{1}-k_{n}} \ldots \lambda_{i_{n-1}}^{k_{n-1}-k_{n}}
$$

## 4 Four dimensional antisymmetric exponential functions

The four dimentional antisymmetric exponential functions $E_{(\lambda, \mu, \nu, \xi)}^{-}: \mathbb{R}^{4} \rightarrow \mathbb{C}$ are defined in similar way to the symmetric case by the explicit formula

$$
\begin{align*}
& E_{(\lambda, \mu, \nu, \xi)}^{-}(x, y, z, t)=\left|\begin{array}{llll}
e^{2 \pi i \lambda x} & e^{2 \pi i \lambda y} & e^{2 \pi i \lambda z} & e^{2 \pi i \lambda t} \\
e^{2 \pi i \mu x} & e^{2 \pi i \mu y} & e^{2 \pi i \mu z} & e^{2 \pi i \mu t} \\
e^{2 \pi i i n x} & e^{2 \pi i \nu y} & e^{2 \pi i i z z} & e^{2 \pi i i t} \\
e^{2 \pi i \xi x} & e^{2 \pi i \xi y} & e^{2 \pi i \xi z} & e^{2 \pi i \xi t}
\end{array}\right| \\
& =e^{2 \pi i(\lambda x+\mu y+\nu z+\xi t)}+e^{2 \pi i(\lambda x+\mu z+\nu t+\xi y)}+e^{2 \pi i(\lambda x+\mu t+\nu y+\xi z)} \\
& -e^{2 \pi i(\lambda x+\mu t+\nu z+\xi y)}-e^{2 \pi i(\lambda x+\mu y+\nu t+\xi z)}-e^{2 \pi i(\lambda x+\mu z+\nu y+\xi t)} \\
& -e^{2 \pi i(\lambda y+\mu x+\nu z+\xi t)}-e^{2 \pi i(\lambda y+\mu t+\nu x+\xi z)}-e^{2 \pi i(\lambda y+\mu z+\nu t+\xi x)} \\
& +e^{2 \pi i(\lambda y+\mu t+\nu z+\xi x)}+e^{2 \pi i(\lambda y+\mu x+\nu t+\xi z)}+e^{2 \pi i(\lambda y+\mu z+\nu x+\xi t)} \\
& +e^{2 \pi i(\lambda z+\mu x+\nu y+\xi t)}+e^{2 \pi i(\lambda z+\mu y+\nu t+\xi x)}+e^{2 \pi i(\lambda z+\mu t+\nu x+\xi y)} \\
& -e^{2 \pi i(\lambda z+\mu t+\nu y+\xi x)}-e^{2 \pi i(\lambda z+\mu x+\nu t+\xi y)}-e^{2 \pi i(\lambda z+\mu y+\nu x+\xi t)} \\
& -e^{2 \pi i(\lambda t+\mu x+\nu y+\xi z)}-e^{2 \pi i(\lambda t+\mu z+\nu x+\xi y)}-e^{2 \pi i(\lambda t+\mu y+\nu z+\xi x)} \\
& +e^{2 \pi i(\lambda t+\mu z+\nu y+\xi x)}+e^{2 \pi i(\lambda t+\mu x+\nu z+\xi y)}+e^{2 \pi i(\lambda t+\mu y+\nu x+\xi z)} . \tag{19}
\end{align*}
$$

The functions $E_{(\lambda, \mu, \nu, \xi)}^{-}$are antisymmetric with respect to odd permutations of the variables $(x, y, z, t)$ and symmetric with respect to even permutations,

$$
\begin{align*}
& E_{(\lambda, \mu, \nu, \xi)}^{-}(x, y, z, t)=E_{(\lambda, \mu, \nu, \xi)}^{-}(x, t, y, z)=E_{(\lambda, \mu, \nu, \xi)}^{-}(x, z, t, y) \\
& =-E_{(\lambda, \mu, \nu, \xi)}^{-}(x, y, t, z)=-E_{(\lambda, \mu, \nu, \xi)}^{-}(x, t, z, y)=-E_{(\lambda, \mu, \nu, \xi)}^{-}(x, z, y, t) \\
& =-E_{(\lambda, \mu, \nu, \xi)}^{-}(t, x, y, z)=-E_{(\lambda, \mu, \nu, \xi)}^{-}(t, z, x, y)=-E_{(\lambda, \mu, \nu, \xi)}^{-}(t, y, z, x) \\
& =E_{(\lambda, \mu, \nu, \xi)}^{-}(t, x, z, y)=E_{(\lambda, \mu, \nu, \xi)}^{-}(t, z, y, x)=E_{(\lambda, \mu, \nu, \xi)}^{-}(t, y, x, z) \\
& =E_{(\lambda, \mu, \nu, \xi)}^{-}(z, t, x, y)=E_{(\lambda, \mu, \nu, \xi)}^{-}(z, y, t, x)=E_{(\lambda, \mu, \nu, \xi)}^{-}(z, x, y, t) \\
& =-E_{(\lambda, \mu, \nu, \xi)}^{-}(z, t, y, x)=-E_{(\lambda, \mu, \nu, \xi)}^{-}(z, y, x, t)=-E_{(\lambda, \mu, \nu, \xi)}^{-}(z, x, t, y) \\
& =-E_{(\lambda, \mu, \nu, \xi)}^{-}(y, z, t, x)=-E_{(\lambda, \mu, \nu, \xi)}^{-}(y, x, z, t)=-E_{(\lambda, \mu, \nu, \xi)}^{-}(y, t, x, z) \\
& =E_{(\lambda, \mu, \nu, \xi)}^{-}(y, z, x, t)=E_{(\lambda, \mu, \nu, \xi)}^{-}(y, x, t, z)=E_{(\lambda, \mu, \nu, \xi)}^{-}(y, t, z, x) . \tag{20}
\end{align*}
$$

Similarly, they are symmetric and antisymmetric, with respect to even and odd permutations of the indices $(\lambda, \mu, \nu, \xi)$, when the functions $E_{(\lambda, \mu, \nu, \xi)}^{-}$are evaluated at a fixed point $(x, y, z, t)$. Therefore only $E_{(\lambda, \mu, \nu, \xi)}^{-}$with the so called strictly dominant quadruple $(\lambda, \mu, \nu, \xi)$ can be considered, that is with $\lambda>\mu>\nu>\xi$. The functions $E_{(k, l, m, n)}^{-}$with $k, l, m, n \in \mathbb{Z}$ satisfy the invariance with respect to integer shifts

$$
\begin{equation*}
E_{(k, l, m, n)}^{-}(x+r, y+s, z+u, t+w)=E_{(k, l, m, n)}^{-}(x, y, z, t), \quad r, s, u, w \in \mathbb{Z} \tag{21}
\end{equation*}
$$

Due to their property of symmetry and antisymmetry, with respect to even and odd permutations and (21), the functions $E_{(k, l, m, n)}^{-}$with $k, l, m, n \in \mathbb{Z}$ can be considered on the fundamental domain $F\left(S_{4}^{\text {aff }}\right)$ only.

### 4.1 Orthogonal polynomials corresponding to antisymmetric exponential functions

The orthogonal polynomials corresponding to antisymmetric exponential functions of four variables are constructed in a similar way as in symmetric case. Four variable polynomials $P_{(k, l, m, n)}^{-}$with the elementary variables (6) and strictly dominant quadruples $(k, l, m, n)$ are defined by the condition

$$
P_{(k, l, m, n)}^{-}(X(x, y, z, t), Y(x, y, z, t), Z(x, y, z, t), T(x, y, z, t))=\frac{E_{(k, l, m, n)}^{-}(x, y, z, t)}{E_{(3,2,1,0)}^{-}(x, y, z, t)}
$$

First polynomials $P_{(k, l, m, n)}^{-}(X, Y, Z, T)$ are given in the following table:

$$
\begin{aligned}
P_{(3,2,1,0)}^{-} & =1 & P_{(5,4,2,0)}^{-} & =\frac{1}{24} Y Z-\frac{1}{144} T \\
P_{(4,2,1,0)}^{-} & =\frac{1}{6} X & P_{(5,4,2,1)}^{-} & =\frac{1}{96} Y T \\
P_{(4,3,1,0)}^{-} & =\frac{1}{4} Y & P_{(5,4,3,0)}^{-} & =\frac{1}{36} Z^{2}-\frac{1}{96} Y T
\end{aligned}
$$

$$
P_{(4,3,2,0)}^{-}=\frac{1}{6} Z \quad P_{(5,4,3,1)}^{-}=\frac{1}{144} Z T
$$

$$
P_{(4,3,2,1)}^{-}=\frac{1}{24} T \quad P_{(5,4,3,2)}^{-}=\frac{1}{24^{2}} T^{2}
$$

$$
P_{(4,3,2,0)}^{-}=\frac{1}{6} Z \quad P_{(6,2,1,0)}^{-}=\frac{1}{6^{3}} X^{3}-\frac{1}{12} X Y+\frac{1}{6} Z
$$

$$
P_{(5,3,1,0)}^{-}=\frac{1}{24}(X Y-4 Z) \quad P_{(6,3,1,0)}^{-}=\frac{1}{144} X^{2} Y-\frac{1}{16} Y^{2}-\frac{1}{36} X Z+\frac{1}{24} T
$$

$$
P_{(5,3,2,0)}^{-}=\frac{1}{36} X Z-\frac{1}{24} T \quad P_{(6,3,2,0)}^{-}=\frac{1}{6^{3}} X^{2} Z-\frac{1}{24} Y Z-\frac{1}{144} X T
$$

$$
P_{(5,3,2,1)}^{-}=\frac{1}{144} X T \quad P_{(6,3,2,1)}^{-}=\frac{1}{864} X^{2} T-\frac{1}{96} Y T
$$

$$
P_{(5,4,1,0)}^{-}=\frac{1}{16} Y^{2}-\frac{1}{36} X Z \quad P_{(6,4,1,0)}^{-}=\frac{1}{144} X Y^{2}-\frac{1}{36} Y Z-\frac{1}{6^{3}} X^{2} Z+\frac{1}{144} X T
$$

Generating function of $\boldsymbol{P}_{(\boldsymbol{k}, l, m, n)}^{-}$The antisymmetric generating function is given explicitly as

$$
\begin{aligned}
& G^{-}(X, Y, Z, T, r, s, u, w)=\sum_{k=0}^{+\infty} \sum_{l=0}^{+\infty} \sum_{m=0}^{+\infty} \sum_{n=0}^{+\infty} P_{(k, l, m, n)}^{-}(X, Y, Z, T) r^{k} s^{l} u^{m} w^{n} \\
& =\frac{331776(r-s)(s-u)}{\left(r^{4} T-4 r^{3} Z+6 r^{2} Y-4 r X+24\right)\left(s^{4} T-4 s^{3} Z+6 s^{2} Y-4 s X+24\right)} \\
& \times \frac{(u-w)(w-r)}{\left(u^{4} T-4 u^{3} Z+6 u^{2} Y-4 u X+24\right)\left(w^{4} T-4 w^{3} Z+6 w^{2} Y-4 w X+24\right)} .
\end{aligned}
$$

Continuous orthogonality of $\boldsymbol{P}_{(k, l, m, n)}^{-}$. The polynomials $P_{(k, l, m, n)}^{-}$and $P_{\left(k^{\prime}, l^{\prime}, m^{\prime}, n^{\prime}\right)}^{-}$are continuously orthogonal and the orthogonality holds for any two dominant quadruples $(k, l, m, n),\left(k^{\prime}, l^{\prime}, m^{\prime}, n^{\prime}\right) \in\left(\mathbb{Z}^{\geq 0}\right)^{4}$, with respect to some weight function $\varrho(X, Y, Z, T) / J(X, Y, Z, T)$. The orthogonality relations are then of the form

$$
\begin{gathered}
\int_{F_{4}} \frac{\varrho(X, Y, Z, T)}{J(X, Y, Z, T)} P_{(k, l, m, n)}^{-}(X, Y, Z, T) \overline{P_{\left(k^{\prime}, l^{\prime}, m^{\prime}, n^{\prime}\right)}^{-}(X, Y, Z, T)} \mathrm{d} X \mathrm{~d} Y \mathrm{~d} Z \mathrm{~d} T \\
=\delta_{k k^{\prime}} \delta_{l l^{\prime}} \delta_{m m^{\prime}} \delta_{n n^{\prime}},
\end{gathered}
$$

where $F_{4}$ is the transformed fundamental domain $F\left(S_{4}^{\text {aff }}\right)$ via mapping (6).

Discrete orthogonality of $\boldsymbol{P}_{(k, l, m, n)}^{-}$. Simirarly, the discrete orthogonality of the polynomials $P_{(k, l, m, n)}^{-}, P_{\left(k^{\prime}, l^{\prime}, m^{\prime}, n^{\prime}\right)}^{-}$with respect to the weight function $\varrho$ holds for any $(k, l, m, n),\left(k^{\prime}, l^{\prime}, m^{\prime}, n^{\prime}\right)$ and is of the form

$$
\begin{aligned}
\sum_{\left(X_{r}, Y_{s}, Z_{u}, T_{w}\right) \in \mathcal{L}_{N}^{-}} & \varrho\left(X_{r}, Y_{s}, Z_{u}, T_{w}\right) P_{(k, l, m, n)}^{-}\left(X_{r}, Y_{s}, Z_{u}, T_{w}\right) \overline{P_{\left(k^{\prime}, l^{\prime}, m^{\prime}, n^{\prime}\right)}^{-}\left(X_{r}, Y_{s}, Z_{u}, T_{w}\right)} \\
& =N^{4} \delta_{k k^{\prime}} \delta_{l l^{\prime}} \delta_{m m^{\prime}} \delta_{m n^{\prime}}
\end{aligned}
$$

where $\mathcal{L}_{N}^{-}$is the discrete set of points, which is the grid $L_{N}^{-}$transformed via the mapping (6), given as

$$
\begin{array}{r}
\mathcal{L}_{N}^{-}=\left\{\left(X\left(x_{r}, y_{s}, z_{u}, t_{w}\right), Y\left(x_{r}, y_{s}, z_{u}, t_{w}\right), Z\left(x_{r}, y_{s}, z_{u}, t_{w}\right), T\left(x_{r}, y_{s}, z_{u}, t_{w}\right)\right)\right. \\
\left.\mid\left(x_{r}, y_{s}, z_{u}, t_{w}\right) \in L_{N}^{-}\right\} .
\end{array}
$$

The grid $L_{N}^{-}$, with its points contained inside the closure of the fundamental domain $F\left(S_{4}^{\text {aff }}\right)$, is given explicitly as

$$
\begin{equation*}
L_{N}^{-}=\left\{\left.\left(\frac{r}{N}, \frac{s}{N}, \frac{u}{N}, \frac{w}{N}\right) \right\rvert\, r>s>u>w ; r, s, u, w=0,1,2, \ldots, N-1\right\} . \tag{22}
\end{equation*}
$$

The number $N$ fixes the density of the grid inside $\overline{F\left(S_{4}^{\text {aff }}\right)}$.

## 5 General formula for polynomials $P_{\left(k_{1}, k_{2}, \ldots, k_{n}\right)}^{-}$

The orthogonal polynomials of $n$ variables $P_{\left(k_{1}, k_{2}, \ldots, k_{n-1}, k_{n}\right)}^{-}$corresponding to antisymmetric exponential functions with the elementary variables (16) and strictly dominant $n$-tuples $\left(k_{1}, k_{2}, \ldots, k_{n-1}, k_{n}\right), k_{1}>k_{2} . \cdots>k_{n}$ and $k_{j} \geq 0$ are defined by the condition

$$
P_{\left(k_{1}, k_{2}, \ldots, k_{n-1}, k_{n}\right)}^{-}=\frac{E_{\left(k_{1}, k_{2}, \ldots, k_{n-1}, k_{n}\right)}^{-}}{E_{(n-1, n-2, \ldots, 1,0)}^{-}} .
$$

Applying similar arguments as in Section 3, one can derive the explicit formula for the polynomials $P_{\left(k_{1}, k_{2}, \ldots, k_{n-1}, k_{n}\right)}^{-}$,

$$
\begin{aligned}
P_{\left(k_{1}, k_{2}, \ldots, k_{n-1}, k_{n}\right)}^{-} & =\left(\frac{X_{n}}{n!}\right)^{k_{n}} H\left(X_{1}, X_{2}, \ldots, X_{n}\right) \times \\
& \times \sum_{\substack{i_{1}, \ldots, i_{n-1} \in\{1, \ldots, n\} \\
i_{l} \neq i_{t}, l \neq t}} c_{i_{1}, \ldots, i_{n-1}} \lambda_{i_{1}}^{k_{1}-k_{n}} \ldots \lambda_{i_{n-1}}^{k_{n-1}-k_{n}},
\end{aligned}
$$

where $H$ is a function depended on roots of the characteristic polynomial equation (17), and the coefficient $c_{i_{1}, \ldots, i_{n-1}}$ depends on permutations of roots $\lambda_{1}, \ldots, \lambda_{n}$.
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#### Abstract

The problem of relative R-observability is considered for linear stationary fractional differential-algebraic delay system with jumps (FDADJ). FDADJ system consists of fractional differential equation in the Caputo Sense and an output equation. We introduce the determining equation systems and their properties. We derive solutions representations into series of their determining equation solutions and obtain effective parametric rank criteria for relative R-observability. A dual controllability result is also formulated.


Keywords: Fractional differential equations, determining equations, differentialalgebraic systems

## 1 Introduction

Observability is one of the fundamental concepts in modern mathematical control theory. This concept was introduced by R. Kalman in 1960. This is qualitative property of observation systems and is of great importance in control theory. The basic concepts of observability play an important role in dynamical systems analysis.

During last few years many results concerning observability of fractional systems both discrete-time and continuous-time have been published in the literature (see e.g. [1]-[2]). It should be pointed out, that for linear systems most observability results are dual with corresponding controllability results.

The paper deals with linear fractional differential-algebraic delay systems with jumps (FDADJ). FDADJ systems consist of some equations being fractional differential in the Caputo sense, the other - difference and discrete. For the fractional differential equation we introduce impacts (impulses) defined by discrete equation. We introduce the determining equations the same as for differentialalgebraic systems (for example see [8] or [9]). To obtain solutions representations we apply fractional differential calculus especially dealing with the Laplace transform. By this result we obtain effective parametric rank criterions for $\mathbb{R}$ observability with respect to the discrete variable. The relative $\mathbb{R}$-observability is dual to relatively controllability with respect to $x_{2}$ (see [12] for more details).

Our results can be considered as a generalization of the known corresponding results for the integer order case to the fractional order one, since for $\alpha=1$, the results for the integer case are recovered (see [6] for the nonstationary case). Observe that for differential-algebraic systems with delay (DAD) some kinds of neutral type time-delay and discrete-continuous hybrid systems can be regarded as examples of DAD systems [7].

The paper is organized as follows. In section 2 the state equations of FDADJ systems, their deterministic equations and representation of solutions into series of determining equations solutions are introduced. The observability problem is analyzed in section 3. The duality result is investigated in section 4. Finally, section 5 contains simple numerical example, which illustrates theoretical considerations.

## 2 Observation System

Let us introduce the following notation:
${ }^{C} D_{t}^{\alpha}$ is the left-sided Caputo fractional derivatives of order $\alpha$ defined by

$$
{ }^{C} D_{t}^{\alpha} f(t)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t}(t-\tau)^{-\alpha}\left(\frac{d}{d t} f(\tau)\right) d \tau
$$

where $0<\alpha<1, \alpha \in \mathbb{R}$ and $\Gamma(t)=\int_{0}^{\infty} e^{-\tau} \tau^{t-1} d \tau$ is the Euler gamma function (see [4] for more details). $T_{t}=\lim _{\varepsilon \rightarrow+0}\left[\frac{t-\varepsilon}{h}\right]$, where the symbol [z] means entire part of the number $z, h$ is defined below; $I_{n}$ is the identity $n$ by $n$ matrix.

In this paper, we introduce the stationary FDADJ observation system in the following form:

$$
\begin{align*}
{ }^{C} D_{t}^{\alpha} x_{1}(t) & =A_{11} x_{1}(t)+A_{12} x_{2}(t), t>0,  \tag{1}\\
x_{2}(t) & =A_{21} x_{1}(t)+A_{22} x_{2}(t-h), t \geq 0,  \tag{2}\\
x_{1}(j h)-x_{1}(j h-0) & =A_{12} x_{3}(j h-h), j=1 \ldots T_{t},  \tag{3}\\
x_{3}(t) & =A_{22} x_{3}(t-h), t \geq h,  \tag{4}\\
y_{1}(t) & =B_{1} x_{1}(t)+B_{2} x_{2}(t),  \tag{5}\\
y_{2}(t) & =B_{2} x_{3}(t), \tag{6}
\end{align*}
$$

where $x_{1}(t) \in \mathbb{R}^{n_{1}}, x_{2}(t) \in \mathbb{R}^{n_{2}}, x_{3}(t) \in \mathbb{R}^{n_{2}}, y_{1}(t) \in \mathbb{R}^{r}, y_{2}(t) \in \mathbb{R}^{r}, t \geq 0$, $A_{11} \in \mathbb{R}^{n_{1} \times n_{1}}, A_{12} \in \mathbb{R}^{n_{1} \times n_{2}}, A_{21} \in \mathbb{R}^{n_{2} \times n_{1}}, A_{22} \in \mathbb{R}^{n_{2} \times n_{2}}, B_{1} \in \mathbb{R}^{r \times n_{1}}, B_{2} \in$ $\mathbb{R}^{r \times n_{2}}$ are constant (real) matrices, $0<h$ is a constant delay. We regard an absolute continuous $n_{1}$-vector function $x_{1}(\cdot)$ on the intervals $[j h,(j+1) h), j=$ $1 \ldots T_{t}$ and a piecewise continuous $n_{2}$-vector function $x_{2}(\cdot)$ and discrete value function $x_{3}(\cdot)$ as a solution of system (1)-(6) for almost all $t>0$. Equation 3 is defined only for discrete points $t=j h, j=1 \ldots T_{t}$, where $T_{t} h \leq t$ and defines values of jumps of function $x_{1}(\cdot)$ in these points.

System (1)-(6) should be completed with initial conditions:

$$
\begin{array}{r}
x_{1}(0+)=x_{1}(0)=x_{10}, x_{3}(0)=x_{30}, x_{3}(\xi)=0, \text { for } \xi<0, \\
x_{2}(\tau)=\psi(\tau), \tau \in[-h, 0) \tag{7}
\end{array}
$$

where $\psi \in P C\left([-h, 0], \mathbb{R}^{n_{2}}\right)$. Let us introduce the determining equations of system (1)-(6) (see [9] for more details).

$$
\begin{align*}
X_{1, k}(t) & =A_{11} X_{1, k-1}(t)+A_{12} X_{2, k-1}(t)+U_{k-1}(t),  \tag{8}\\
X_{2, k}(t) & =A_{21} X_{1, k}(t)+A_{22} X_{2, k}(t-h),  \tag{9}\\
X_{3}(t) & =A_{22} X_{3}(t-h),  \tag{10}\\
Y_{k}(t) & =B_{1} X_{1, k}(t)+B_{2} X_{2, k}(t), \tag{11}
\end{align*}
$$

for $k=0,1, \ldots ; t \geq 0$ with initial conditions

$$
\begin{aligned}
& X_{1, k}(t)=0, X_{2, k}(t)=X_{3}(t)=0, Y_{k}(t)=0 \text { for } t<0 \text { or } k \leq 0 ; X_{3}(0)=I_{n_{2}}, \\
& U_{0}(0)=I_{n}, U_{k}(t)=0 \text { for } t^{2}+k^{2} \neq 0 .
\end{aligned}
$$

It is easy to see that $X_{1, k}(t)=0, X_{2, k}(t)=0, X_{3}(t)=0, Y_{k}(t)=0$ for $t \neq j h$, where $j=0,1, \ldots$ i $k=0,1, \ldots$ Here, we establish some algebraic properties of $X_{1, k}, X_{2, k}$.

Proposition 1 The following identities hold [12]

$$
\begin{aligned}
& \left(A_{11}+A_{12}\left(I_{n_{2}}-\omega A_{22}\right)^{-1} A_{12}\right)^{k}=\sum_{j=0}^{+\infty} X_{1, k+1}(j h) \omega^{j}, k=1,2, \ldots ; \\
& \left(I_{n_{2}}-\omega A_{22}\right)^{-1} A_{12}\left(A_{11}+A_{12}\left(I_{n_{2}}-\omega A_{22}\right)^{-1} A_{12}\right)^{k} \\
& =\sum_{j=0}^{+\infty} X_{2, k+1}(j h) \omega^{j}, k=1,2, \ldots ;
\end{aligned}
$$

where $|\omega|<\omega_{1}$ and $\omega_{1}$ is a sufficiently small real number.
Now we can formulate.
Theorem $2 A$ solution to system (1)-(6) with initial conditions (7) for $t \geq 0$ exists, is unique and can be represented in the form of a series in power of solutions to determining system (8)-(11) in the following form

$$
\begin{align*}
& x_{1}(t) \\
& =\sum_{k=0}^{+\infty} \sum_{\substack{i, j \\
t-(i+j) h>0}} X_{1, k+1}(j h) A_{12}\left(A_{22}\right)^{i+1} \int_{0}^{t-(i+j) h} \frac{(t-\tau-(i+j) h)^{\alpha(k+1)-1}}{\Gamma(\alpha(k+1))} \psi(\tau-h) d \tau \\
& \quad+\sum_{k=0}^{+\infty} \sum_{\substack{i, j \\
t-(i+j+1) h>0}} \frac{(t-(i+j+1) h)^{\alpha k}}{\Gamma(\alpha k+1)} X_{1, k+1}(j h) A_{12} X_{3}(i h) x_{30}  \tag{12}\\
& +\sum_{k=0}^{+\infty} \sum_{\substack{j \\
t-j h>0}} \frac{(t-j h)^{\alpha k}}{\Gamma(\alpha k+1)} X_{1, k+1}(j h) x_{10},
\end{align*}
$$

$$
\begin{align*}
& x_{2}(t) \\
& =\sum_{k=0}^{+\infty} \sum_{\substack{i, j \\
t-(i+j) h>0}} X_{2, k+1}(j h) A_{12}\left(A_{22}\right)^{i+1} \int_{0}^{t-(i+j) h} \frac{(t-\tau-(i+j) h)^{\alpha(k+1)-1}}{\Gamma(\alpha(k+1))} \psi(\tau-h) d \tau \\
& +\sum_{k=0}^{+\infty} \sum_{\substack{i, j \\
t-(i+j+1) h>0}} \frac{(t-(i+j+1) h)^{\alpha k}}{\Gamma(\alpha k+1)} X_{2, k+1}(j h) A_{12} X_{3}(i h) x_{30}  \tag{13}\\
& +\sum_{i=0}^{+\infty}\left(A_{22}\right)^{i+1} \psi(t-(i+1) h)+\sum_{k=0}^{+\infty} \sum_{\substack{j \\
t-j h>0}} \frac{(t-j h)^{\alpha k}}{\Gamma(\alpha k+1)} X_{2, k+1}(j h) x_{10},
\end{align*}
$$

where $\psi(\tau)=0$ for $\tau \notin[-h, 0]$.

Proof. First we use the classical formula for the Laplace transformation of ${ }^{C} D_{t}^{\alpha} x_{1}(\cdot)$

$$
\begin{aligned}
& \int_{0}^{\infty} e^{-s t} D_{t}^{\alpha} x_{1}(t) d t=s^{-(1-\alpha)} \int_{0}^{+\infty} \dot{x}_{1}(\tau) e^{-s \tau} d \tau \\
& =s^{-(1-\alpha)} \sum_{k=0}^{+\infty} \int_{k h}^{k h+h} \dot{x}_{1}(\tau) e^{-s \tau} d \tau=s^{-(1-\alpha)} \sum_{k=0}^{+\infty}\left(x_{1}(k h+h-0) e^{-s(k h+h)}\right. \\
& \left.-x_{1}(k h+0) e^{-s(k h)}+s \int_{k h}^{k h+h} x_{1}(\tau) e^{-s \tau} d \tau\right)=s^{\alpha-1} \lim _{k \rightarrow \infty} x_{1}(k h) e^{-s(k h)} \\
& -s^{\alpha-1} x_{10}+s^{\alpha-1} \sum_{k=1}^{+\infty}\left[x_{1}(k h-0) e^{-s(k h)}-x_{1}(k h+0) e^{-s(k h)}\right] \\
& +s^{\alpha} \int_{0}^{+\infty} x_{1}(\tau) e^{-s \tau} d \tau=s^{\alpha} \breve{x}(s)-s^{\alpha-1} x_{10}-s^{\alpha-1} \sum_{k=1}^{+\infty} A_{12} x_{3}(k h-h) e^{-s(k h)} \\
& =s^{\alpha} \breve{x}_{1}(s)-s^{\alpha-1} x_{10}-s^{\alpha-1} A_{12} e^{-s h} \sum_{k=0}^{+\infty}\left(A_{22}\right)^{k} x_{30} e^{-s(k h)} \\
& =s^{\alpha} \breve{x}_{1}(s)-s^{\alpha-1} x_{10}-s^{\alpha-1} A_{12} e^{-s h}\left(\sum_{k=0}^{+\infty} X_{3}(k h) x_{30} e^{-s(k h)}\right) .
\end{aligned}
$$

We apply the Laplace transform to (2), (1) and substitute the above

$$
\breve{x}_{2}(s)=\left(I_{n_{2}}-A_{22} \omega\right)^{-1} A_{21} \breve{x}_{1}(s)+\left(I_{n_{2}}-A_{22} \omega\right)^{-1} A_{22} e^{-s h} \int_{-h}^{0} e^{-s \tau} \psi(\tau) d \tau
$$

$$
\begin{aligned}
& \breve{x}_{1}(s)=\left[s^{\alpha} I_{n_{1}}-A_{11}-A_{12}\left(I_{n_{2}}-A_{22} \omega\right)^{-1} A_{21}\right]^{-1}\left(A_{12}\left(I_{n_{2}}-A_{22} \omega\right)^{-1} A_{22} e^{-s h}\right. \\
& \left.\quad \times \int_{-h}^{0} e^{-s \tau} \psi(\tau) d \tau+s^{\alpha-1} x_{10}+s^{\alpha-1} A_{12} e^{-s h} \sum_{i=0}^{+\infty} X_{3}(i h) x_{30} e^{-s(i h)}\right) \\
& =\sum_{k=0}^{+\infty} \frac{1}{\left(s^{\alpha}\right)^{k+1}}\left[A_{11}+A_{12}\left(I_{n_{2}}-A_{22} \omega\right)^{-1} A_{21}\right]^{k}\left(A_{12}\left(I_{n_{2}}-A_{22} \omega\right)^{-1} A_{22} e^{-s h}\right. \\
& \left.\quad \times \int_{-h}^{0} e^{-s \tau} \psi(\tau) d \tau+s^{\alpha-1} x_{10}+s^{\alpha-1} A_{12} e^{-s h} \sum_{i=0}^{+\infty} X_{3}(i h) e^{-s(i h)} x_{30}\right)
\end{aligned}
$$

Applying Propositions 1 we obtain

$$
\begin{aligned}
& \breve{x}_{1}(s)=\sum_{k=0}^{+\infty} \frac{1}{s^{\alpha k+\alpha}} \sum_{j=0}^{+\infty} e^{-j s h} X_{1, k+1}(j h) A_{12}\left(I_{n_{2}}-A_{22} \omega\right)^{-1} A_{22} e^{-s h} \\
& \times \int_{-h}^{0} e^{-s \tau} \psi(\tau) d \tau+\sum_{k=0}^{+\infty} \frac{1}{s^{\alpha k+1}} \sum_{j=0}^{+\infty} e^{-j s h} X_{1, k+1}(j h) x_{10} \\
& +\sum_{k=0}^{+\infty} \frac{1}{s^{\alpha k+1}} \sum_{j=0}^{+\infty} \sum_{i=0}^{+\infty} e^{-(i+j+1) s h} X_{1, k+1}(j h) A_{12} X_{3}(i h) x_{30}, \\
& \breve{x}_{2}(s)=\sum_{k=0}^{+\infty} \frac{1}{s^{\alpha k+\alpha}} \sum_{j=0}^{+\infty} e^{-j s h} X_{2, k+1}(j h) A_{12}\left(I_{n_{2}}-A_{22} \omega\right)^{-1} A_{22} e^{-s h} \\
& \times \int_{-h}^{0} e^{-s \tau} \psi(\tau) d \tau+\sum_{k=0}^{+\infty} \frac{1}{s^{\alpha k+1}} \sum_{j=0}^{+\infty} e^{-j s h} X_{2, k+1}(j h) x_{10} \\
& +\sum_{k=0}^{+\infty} \frac{1}{s^{\alpha k+1}} \sum_{j=0}^{+\infty} \sum_{i=0}^{+\infty} e^{-(i+j+1) s h} X_{2, k+1}(j h) A_{12} X_{3}(i h) x_{30} \\
& \quad+\left(I_{n_{2}}-A_{22} \omega\right)^{-1} A_{22} e^{-s h} \int_{-h}^{0} e^{-s \tau} \psi(\tau) d \tau .
\end{aligned}
$$

By applying inverse Laplace transform the proof is complete.

## 3 Observability

Now we present algebraic properties of solutions of determining equations: $Y_{k}(t)$ i $X_{3}(t)$.

Proposition 3 The following identity holds [13]:

$$
\begin{align*}
& \sum_{i=0}^{\xi} Y_{\eta}((\xi-i) h) A_{12} X_{3}(i h)=-\sum_{j=1}^{\theta_{\xi}} r_{0 j} \sum_{i=0}^{\xi-j} Y_{\eta}((\xi-j-i) h) A_{12} X_{3}(i h)  \tag{14}\\
& -\sum_{k=1}^{n_{1}} \sum_{j=0}^{\theta_{\xi}} r_{i j} \sum_{i=0}^{\xi-j} Y_{\eta-k}((\xi-j-i) h) A_{12} X_{3}(i h)
\end{align*}
$$

for $\eta=n_{1}+1, n_{1}+2, \ldots$ and $\xi=0,1, \ldots ; \theta_{\xi}=\min \left\{\xi, n_{1} n_{2}\right\}$.
Similar to the above:
Proposition 4 Solutions $Y_{k}(\cdot) X_{3}(\cdot)$, of determining equations (10), (11) satisfy the following conditions [13]:

$$
\begin{align*}
& \sum_{i=0}^{\nu} Y_{k}((\nu-i) h) A_{12} X_{3}(i h)  \tag{15}\\
& =-\sum_{j=1}^{\min \left\{k-1, n_{1} n_{2}^{2}\right\}} r_{0 j} \sum_{i=0}^{\nu} Y_{k-j}((\nu-i) h) A_{12} X_{3}(i h) \\
& \quad-\sum_{l=1}^{n_{2}} \sum_{j=0}^{\min \left\{k-1, n_{1} n_{2}^{2}\right\}} r_{i j} \sum_{i=0}^{\nu-l} Y_{k-j}((\nu-l-i) h) A_{12} X_{3}(i h)
\end{align*}
$$

for $\nu=n_{2}+1, n_{2}+2, \ldots$ and $k=1,2, \ldots$.
Let $x_{1}\left(t, x_{10}, \psi, x_{30}\right), x_{2}\left(t, x_{10}, \psi, x_{30}\right), x_{3}\left(t, x_{10}, \psi, x_{30}\right)$ be the solutions of system (1)-(6) for $t \geq 0$ corresponding to initial data (7). Similarly, $y_{1}(t)=y_{1}\left(t, x_{10}, \psi, x_{30}\right), y_{2}(t)=y_{2}\left(t, x_{10}, \psi, x_{30}\right), \tilde{y}_{1}(t)=\tilde{y}_{1}\left(t, x_{10}, \psi, \tilde{x}_{30}\right)$, $\tilde{y}_{2}(t)=\tilde{y}_{2}\left(t, x_{10}, \psi, \tilde{x}_{30}\right)$, denote the outputs corresponding to the solutions $x_{1}\left(t, x_{10}, \psi, x_{30}\right), x_{2}\left(t, x_{10}, \psi, x_{30}\right), x_{3}\left(t, x_{10}, \psi, x_{30}\right)$ and $\tilde{x}_{1}\left(t, x_{10}, \psi, \tilde{x}_{30}\right)$, $\tilde{x}_{2}\left(t, x_{10}, \psi, \tilde{x}_{30}\right), \tilde{x}_{3}\left(t, x_{10}, \psi, \tilde{x}_{30}\right)$, respectively.

Definition 5 System (1)-(6) is said to be $\mathbb{R}^{n}$-observable with respect to $x_{3}$ if for every $x_{30}, \tilde{x}_{30} \in \mathbb{R}^{n_{2}}$ the condition

$$
y_{1}\left(t, x_{10}, \psi, x_{30}\right)=\tilde{y}_{1}\left(t, x_{10}, \psi, \tilde{x}_{30}\right), y_{2}\left(t, x_{10}, \psi, x_{30}\right)=\tilde{y}_{2}\left(t, x_{10}, \psi, \tilde{x}_{30}\right)
$$

for every $\psi \in P C\left([-h, 0), \mathbb{R}^{n_{2}}\right), x_{10} \in \mathbb{R}^{n_{1}}$ and for $t>0$ implies that $x_{30}=\tilde{x}_{30}$.

Lemma 1 Let define functions $f_{i j k}(t)$ as $f_{i j k}(t)=\frac{(t-(i+j+1) h)^{\alpha k}}{\Gamma(\alpha k+1)}$ for $t-(i+j) h>0$ and $f_{i j k}(t)=0$ for $t-(i+j) h<0$, then $\sum_{i+j=l} f_{i j k}(t)$ for $l=0,1, \ldots ; k=0,1, \ldots$ are linearly independent for $t>0$.

Proof. For $t>0, t \in[(i+j+1) h,(i+j+2) h)$ we define $\alpha_{i j k} \in \mathbb{R}$ and $l=i+j$ then $t \in[(l+1) h,(l+2) h)$. For $t \geq 0, t \in[(l+1) h,(l+2) h), l=0$, assume that

$$
\sum_{\substack{k=0 \\ i+j=0}}^{+\infty} \alpha_{i j k} \frac{(t-h)^{\alpha k}}{\Gamma(\alpha k+1)} \equiv 0, t \in[h, 2 h), \alpha_{i j k} \in \mathbb{R}
$$

Let $t \rightarrow h^{+}$, then $\sum_{i+j=0} \alpha_{i j 0}=0$. This implies

$$
\sum_{\substack{k=1 \\ i+j=0}}^{+\infty} \alpha_{i j k} \frac{(t-h)^{\alpha k}}{\Gamma(\alpha k+1)} \equiv 0, t \in[h, 2 h)
$$

and $\sum_{i+j=0} \alpha_{i j 1}=0$. Analogously $\sum_{i+j=0} \alpha_{i j k}=0, k=0,1, \ldots$, Hence Lemma 6 holds true for $k=0,1, \ldots$ Then, the proof is by induction on $l$.

Theorem 6 System (1)-(6) is $\mathbb{R}^{n}$-observable with respect to $x_{3}$ if and only if

$$
\operatorname{rank}\left[\begin{array}{c}
B_{2} X_{3}(k h)  \tag{16}\\
k=0, \ldots, n_{2} \\
\sum_{i=0}^{\xi} Y_{\eta}((\xi-i) h) A_{12} X_{3}(i h) \\
\xi=0, \ldots, n_{2} ; \eta=1, \ldots, n_{1} ;
\end{array}\right]=n_{2}
$$

Proof. For $y_{2}\left(t, x_{10}, \psi, x_{30}\right)=\tilde{y}_{2}\left(t, x_{10}, \psi, \tilde{x}_{30}\right)$ and $x_{3}(t)=0, t \neq j h, j=0,1, \ldots$ we have

$$
\begin{gather*}
B_{2} x_{3}(j h)=B_{2} \tilde{x}_{3}(j h) \Rightarrow B_{2}\left(x_{3}(j h)-\tilde{x}_{3}(j h)\right)=0 \Rightarrow B_{2}\left(A_{22}\right)^{j}\left(x_{30}-\tilde{x}_{30}\right)=0 \\
j=0,1, \ldots \tag{17}
\end{gather*}
$$

By the series representation the solutions $x_{1}(\cdot), x_{2}(\cdot), y_{1}\left(t, x_{10}, \psi, x_{30}\right)$ $=\tilde{y}_{1}\left(t, x_{10}, \psi, \tilde{x}_{30}\right)$ for all $\psi \in P C\left([-h, 0], \mathbb{R}^{n_{2}}\right), x_{10} \in \mathbb{R}^{n_{1}}$ and for $t \geq 0$ is equivalent to the following:

$$
\begin{aligned}
& B_{1} \sum_{k=0}^{+\infty} \sum_{\substack{i, j \\
t-(i+j+1) h>0}} \frac{(t-(i+j+1) h)^{\alpha k}}{\Gamma(\alpha k+1)} X_{1, k+1}(j h) A_{12} X_{3}(i h) x_{30} \\
& +B_{2} \sum_{k=0}^{+\infty} \sum_{\substack{i, j \\
t-(i+j+1) h>0}} \frac{(t-(i+j+1) h)^{\alpha k}}{\Gamma(\alpha k+1)} X_{2, k+1}(j h) A_{12} X_{3}(i h) x_{30} \\
& =B_{1} \sum_{k=0}^{+\infty} \sum_{\substack{i, j \\
t-(i+j+1) h>0}} \frac{(t-(i+j+1) h)^{\alpha k}}{\Gamma(\alpha k+1)} X_{1, k+1}(j h) A_{12} X_{3}(i h) \tilde{x}_{30} \\
& +B_{2} \sum_{k=0}^{+\infty} \sum_{\substack{i, j \\
t-(i+j+1) h>0}} \frac{(t-(i+j+1) h)^{\alpha k}}{\Gamma(\alpha k+1)} X_{2, k+1}(j h) A_{12} X_{3}(i h) \tilde{x}_{30}
\end{aligned}
$$

It follows from here that

$$
\begin{aligned}
& \sum_{k=0}^{+\infty} \sum_{\substack{i, j \\
t-(i+j+1) h>0}} \frac{(t-(i+j+1) h)^{\alpha k}}{\Gamma(\alpha k+1)}\left(B_{1} X_{1, k+1}(j h) A_{12} X_{3}(i h)\right. \\
& \left.+B_{2} X_{2, k+1}(j h) A_{12} X_{3}(i h)\right) x_{30} \\
& =\sum_{k=0}^{+\infty} \sum_{\substack{i, j \\
t-(i+j+1) h>0}} \frac{(t-(i+j+1) h)^{\alpha k}}{\Gamma(\alpha k+1)}\left(B_{1} X_{1, k+1}(j h) A_{12} X_{3}(i h)\right. \\
& \left.+B_{2} X_{2, k+1}(j h) A_{12} X_{3}(i h)\right) \tilde{x}_{30}
\end{aligned}
$$

Then

$$
\begin{aligned}
& \sum_{k=0}^{+\infty} \sum_{\substack{i, j \\
t-(i+j+1) h>0}} \frac{(t-(i+j+1) h)^{\alpha k}}{\Gamma(\alpha k+1)}\left[B_{1} B_{2}\right]\left[\begin{array}{l}
X_{1, k+1}(j h) \\
X_{2, k+1}(j h)
\end{array}\right] A_{12} X_{3}(i h)\left(x_{30}-\tilde{x}_{30}\right) \\
& =\sum_{k=0}^{+\infty} \sum_{\substack{i, j \\
t-(i+j+1) h>0}} \frac{(t-(i+j+1) h)^{\alpha k}}{\Gamma(\alpha k+1)} Y_{k+1}(j h) A_{12} X_{3}(i h)\left(x_{30}-\tilde{x}_{30}\right)=0 .
\end{aligned}
$$

By Lemma $6 \sum_{i=0}^{l} Y_{k+1}((l-i) h) A_{12} X_{3}(i h)$ are linearly independent for $l=$ $0,1, \ldots ; k=0,1, \ldots$. Moreover by Proposition 3 and Proposition 4 it is easy seen that $\sum_{i=0}^{j} Y_{k}((j-i) h) A_{12} X_{3}(i h)$, where $k>n_{1}-1, j>n_{2}$, are a linear combination of $\sum_{i=0}^{\xi} Y_{\eta}((\xi-i) h) A_{12} X_{3}(i h), \eta=1,2, \ldots, n_{1} ; \xi=0,1, \ldots, n_{2}$, which completes the proof.

## 4 Duality

Let us consider a dual control system

$$
\begin{align*}
{ }^{C} D_{t}^{\alpha} x_{1}^{*}(t) & =A_{11}^{T} x_{1}(t)+A_{21}^{T} x_{2}^{*}(t)+B_{1}^{T} u(t), t>0,  \tag{18}\\
x_{2}^{*}(t) & =A_{12}^{T} x_{1}^{*}(t)+A_{22} x_{2}^{*}(t-h)+B_{1}^{T} u(t), t \geq 0,
\end{align*}
$$

with initial conditions

$$
x_{1}^{*}(+0)=x_{0}^{*},\left[{ }^{C} D_{t}^{\alpha-1} x_{1}^{*}(t)\right]_{t=0}=x_{0}^{*}, x_{2}^{*}(\tau)=\psi^{*}(\tau), \tau \in[-h, 0),
$$

where $x_{1}(t) \in \mathbb{R}^{n_{1}}, x_{2}(t) \in \mathbb{R}^{n_{2}}, u(t) \in \mathbb{R}^{r}, x_{0} \in \mathbb{R}^{n_{1}} ; \psi \in P C\left([-h, 0), \mathbb{R}^{n_{2}}\right)$.
Let us consider determining equations

$$
\begin{align*}
& X_{1, k}^{*}(t)=A_{11}^{T} X_{1, k-1}(t)+A_{21}^{T} X_{2, k-1}^{*}(t)+B_{1}^{T} U_{k-1}(t)  \tag{19}\\
& X_{2, k}^{*}(t)=A_{12}^{T} X_{1, k}^{*}(t)+A_{22}^{T} X_{2, k}^{*}(t-h)+B_{2}^{T} U_{k-1}(t), k=0,1, \ldots
\end{align*}
$$

with initial conditions

$$
\begin{aligned}
& X_{1, k}^{*}(t)=0, X_{2, k}^{*}(t)=0 \text { for } t<0 \text { or } k \leq 0 \\
& U_{0}^{*}(0)=I_{n}, U_{k}^{*}(t)=0 \text { for } t^{2}+k^{2} \neq 0
\end{aligned}
$$

## Definition 7 [11]

Control System (18) is called relatively controllable with respect to $x_{2}$ if for any initial data $x_{10}^{*}, \varphi^{*}$ and any $x_{*}^{*} \in \mathbb{R}^{n_{2}}$ there exist a time moment $t_{*}>0$ and a piecewise continuous control $u(\cdot)$, such that for the corresponding solution $x_{2}^{*}(t)=x_{2}^{*}\left(t, x_{10}^{*}, \varphi^{*}, u\right), t>0$ the condition $x_{2}^{*}\left(t_{*}\right)=x_{*}^{*}$ is valid.

The following two statements hold [11].
Proposition 8 The solutions $X_{1, k}^{*}(t), X_{2, k}^{*}(t), t \geq 0$ of the determining equations (19) satisfy the following equations:
$\sum_{j=0}^{+\infty} X_{2,0}^{*}(j h) \omega^{j} \equiv\left(I_{n_{2}}-A_{22}^{T} \omega\right)^{-1} B_{2}^{T}$,
$\sum_{j=0}^{+\infty} X_{2, k+1}^{*}(j h) \omega^{j}$
$\equiv\left(I_{n_{2}}-A_{22}^{T} \omega\right)^{-1} A_{12}^{T}\left(A_{11}^{T}+A_{21}^{T}\left(I_{n_{2}}-A_{22}^{T} \omega\right)^{-1} A_{12}^{T}\right)^{i}\left(B_{1}^{T}+A_{21}^{T}\left(I_{n_{2}}-A_{22}^{T} \omega\right)^{-1} B_{2}^{T}\right)$,
where $|\omega|<\omega_{1} ; \omega_{1}$ is a sufficiently small real number.
Proposition 9 System (18) is relatively controllable with respect to $x_{2}$ if and only if

$$
\begin{equation*}
\operatorname{rank}\left[X_{2, \eta}^{*}(\xi h), \xi=0, \ldots, n_{2} ; \eta=0, \ldots, n_{1}\right]=n_{2} \tag{21}
\end{equation*}
$$

where by the symbol $\left[X_{2, \eta}^{*}(\xi h), \xi=0, \ldots, n_{2} ; \eta=0, \ldots, n_{1}\right]$ we denote a block matrix of columns $X_{2, \eta}^{*}(\xi h)$, for $\xi=0, \ldots, n_{2} ; \eta=0, \ldots, n_{1}$.

Now, we can state the duality result.
Theorem 10 System (1)-(7) is $\mathbb{R}^{n}$-observable with respect to $x_{3}$ if and only if system (18) is relatively controllable with respect to $x_{2}^{*}$.

Proof. Transposing (20), we have:

$$
\begin{align*}
& \left(B_{1}+B_{2}\left(I_{n_{2}}-A_{22} \omega\right)^{-1} A_{21}\right)\left(A_{22}+A_{12}\left(I_{m}-A_{22} \omega\right)^{-1} A_{21}\right)^{k} \\
& \times\left(A_{12}\left(I_{n_{2}}-A_{22} \omega\right)^{-1}\right)=\sum_{j=0}^{+\infty} Y_{k+1}^{* T}(j h) \omega^{j}, k=0,1, \ldots  \tag{22}\\
& B_{2}\left(I_{n_{2}}-A_{22} \omega\right)^{-1} \equiv \sum_{j=0}^{+\infty} Y_{0}^{* T}(j h) \omega^{j}
\end{align*}
$$

By (11), Proposition 1 and (10) we obtain:

$$
\begin{align*}
& \sum_{l=0}^{+\infty} \sum_{k=0}^{l} Y_{i+1}((l-k) h) A_{12} X_{3}(k h) \omega^{l} \equiv \\
& \left(B_{1}+B_{2}\left(I_{n_{2}}-A_{22} \omega\right)^{-1} A_{21}\right)\left(A_{11}+A_{12}\left(I_{n_{2}}-A_{22} \omega\right)^{-1} A_{21}\right)^{i} A_{12}\left(I_{n_{2}}-A_{22} \omega\right)^{-1} \\
& B_{2}\left(I_{m}-A_{22} \omega\right)^{-1}=B_{2} \sum_{\mathrm{k}=0}^{+\infty} X_{3}(k h) \omega^{k} . \tag{23}
\end{align*}
$$

Then, comparing coefficients of the same power of $\omega$ in (22) and (23) we have:

$$
\begin{aligned}
& X_{2,0}^{* T}(j h)=B_{2} X_{3}(j h), \\
& X_{2, k+1}^{* T}(j h)=\sum_{i=0}^{j} Y_{k+1}((j-i) h) A_{12} X_{3}(i h)
\end{aligned}
$$

It follows that

$$
\left[\begin{array}{c}
B_{2} X_{3}(k h) \\
k=0, \ldots, n_{2} \\
\sum_{i=0}^{\xi} Y_{\eta}((\xi-i) h) A_{12} X_{3}(i h) \\
\xi=0, \ldots, n_{2} ; \eta=1, \ldots, n_{1} ;
\end{array}\right]=\left[X_{2, \eta}^{*}(\xi h), \xi=0, \ldots, n_{2} ; \eta=0, \ldots, n_{1}\right]^{T} .
$$

This proves the theorem.

## 5 Example

Let us consider the following control system:

$$
\begin{aligned}
D_{t}^{\alpha} x_{1}(t) & =[1] x_{1}(t)+\left[\begin{array}{ll}
0 & -1
\end{array}\right] x_{2}(t), t>0, \\
x_{2}(t) & =\left[\begin{array}{l}
0 \\
1
\end{array}\right] x_{1}(t)+\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] x_{2}(t-h), t \geq 0, \\
x_{1}(j h)-x_{1}(j h-0) & =\left[\begin{array}{ll}
0 & -1
\end{array}\right] x_{3}(j h-h), j=1 \ldots, T_{t}, \\
x_{3}(t) & =\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] x_{3}(t-h), t \geq h, \\
y_{1}(t) & =\left[\begin{array}{ll}
1
\end{array}\right] x_{1}(t)+\left[\begin{array}{ll}
1 & 0
\end{array}\right] x_{2}(t), \\
y_{2}(t) & =\left[\begin{array}{ll}
1 & 0
\end{array}\right] x_{3}(t),
\end{aligned}
$$

System (24) should be completed with initial conditions:

$$
x_{10}=x_{10}, x_{30}=\left[\begin{array}{l}
x_{31}  \tag{25}\\
x_{32}
\end{array}\right], \psi(\tau)=\left[\begin{array}{l}
1 \\
1
\end{array}\right], \tau \in[-h, 0)
$$

First we present the determining equations of System (24):

$$
\begin{aligned}
X_{1, k}(t) & =[1] X_{1, k-1}(t)+\left[\begin{array}{ll}
0 & -1
\end{array}\right] X_{2, k-1}(t)+U_{k-1}(t), \\
X_{2, k}(t) & =\left[\begin{array}{l}
0 \\
1
\end{array}\right] X_{1, k}(t)+\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] X_{2, k}(t-h), \\
X_{3}(t) & =A_{22} X_{3}(t-h), \\
Y_{k}(t) & =[1] X_{1, k}(t)+\left[\begin{array}{ll}
1 & 0
\end{array}\right] X_{2, k}(t),
\end{aligned}
$$

for $k=0,1, \ldots ; t \geq 0$ with initial conditions

$$
\begin{aligned}
& X_{1, k}(t)=0, X_{2, k}(t)=X_{3}(t)=0, Y_{k}(t)=0 \text { for } t<0 \text { or } k \leq 0 ; X_{3}(0)=I_{n_{2}} \\
& U_{0}(0)=I_{n}, U_{k}(t)=0 \text { for } t^{2}+k^{2} \neq 0
\end{aligned}
$$

Next compute the solutions of the determining equations of System (24):

$$
\begin{aligned}
& X_{1,1}(0)=[1], X_{2,1}(0)=\left[\begin{array}{l}
0 \\
1
\end{array}\right], X_{1, k}(0)=[0], k \geq 2, X_{2, k}(0)=\left[\begin{array}{l}
0 \\
0
\end{array}\right], k \geq 2 \\
& X_{1, k}(j h)=[0], k \geq 1, j \geq 1 X_{2,1}(h)=\left[\begin{array}{l}
1 \\
0
\end{array}\right], X_{2, k}(h)=\left[\begin{array}{l}
0 \\
0
\end{array}\right], k \geq 2, \\
& X_{2, k}(j h)=\left[\begin{array}{l}
1 \\
0
\end{array}\right], k \geq 1, j \geq 2, \\
& X_{3}(0)=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], X_{3}(h)=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], X_{3}(k h)=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right], k \geq 2, \\
& Y_{1}(0)=[1], Y_{1}(h)=[1], Y_{1}(k h)=[0], k \geq 2, \\
& =\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right] ;\left[\begin{array}{l}
X_{1,1}(0) \\
X_{2,1}(0)
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
1
\end{array}\right] ;\left[\begin{array}{l}
X_{1, k}(0) \\
X_{2, k}(0)
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right], k \geq 2
\end{aligned}
$$

Now we preset (12) and (13) for System (24):
Let $0 \leq t<h$
$x_{1}(t)=\frac{t^{\alpha \cdot 0}}{\Gamma(1)} X_{1,1}(0) x_{10}=x_{10}$,
$x_{2}(t)=\frac{t^{\alpha \cdot 0}}{\Gamma(1)} X_{2,1}(0) x_{10}+A_{22} \psi(t-h)=\left[\begin{array}{c}0 \\ x_{10}\end{array}\right]+\left[\begin{array}{l}1 \\ 0\end{array}\right]=\left[\begin{array}{c}1 \\ x_{10}\end{array}\right]$,
$y_{1}(t)=x_{10}+1, y_{2}(t)=x_{31}$,
Let $h \leq t<2 h$

$$
\begin{aligned}
& x_{1}(t)=\frac{t^{\alpha \cdot 0}}{\Gamma(1)} X_{1,1}(0) x_{10}+\frac{(t-h)^{\alpha \cdot 0}}{\Gamma(1)} X_{1,1}(0) A_{12} X_{3}(0) x_{30}=x_{10}-x_{32} \\
& x_{2}(t)=\frac{t^{\alpha \cdot 0}}{\Gamma(1)} X_{2,1}(0) x_{10}+\frac{(t-h)^{\alpha \cdot 0}}{\Gamma(1)} X_{2,1}(h) x_{10}+\frac{(t-h)^{\alpha \cdot 0}}{\Gamma(1)} X_{2,1}(0) A_{12} X_{3}(0) x_{30} \\
& =\left[\begin{array}{c}
0 \\
x_{10}
\end{array}\right]+\left[\begin{array}{c}
x_{10} \\
0
\end{array}\right]+\left[\begin{array}{c}
0 \\
-x_{32}
\end{array}\right]=\left[\begin{array}{c}
x_{10} \\
x_{10}-x_{32}
\end{array}\right]
\end{aligned}
$$

$x_{3}(t)=\left[\begin{array}{c}x_{32} \\ 0\end{array}\right], y_{1}(t)=2 x_{10}-x_{32}, y_{2}(t)=x_{32}$,
Let $2 h \leq t$
$x_{1}(t)=\frac{t^{\alpha \cdot 0}}{\Gamma(1)} X_{1,1}(0) x_{10}+\frac{(t-h)^{\alpha \cdot 0}}{\Gamma(1)} X_{1,1}(0) A_{12} X_{3}(0) x_{30}=x_{10}-x_{32}$,
$x_{2}(t)=\frac{t^{\alpha \cdot 0}}{\Gamma(1)} X_{2,1}(0) x_{10}+\frac{(t-h)^{\alpha \cdot 0}}{\Gamma(1)} X_{2,1}(h) x_{10}+\frac{(t-h)^{\alpha \cdot 0}}{\Gamma(1)} X_{2,1}(0) A_{12} X_{3}(0) x_{30}$
$+\frac{(t-2 h)^{\alpha \cdot 0}}{\Gamma(1)} X_{2,1}(h) A_{12} X_{3}(0) x_{30}=\left[\begin{array}{c}0 \\ x_{10}\end{array}\right]+\left[\begin{array}{c}x_{10} \\ 0\end{array}\right]+\left[\begin{array}{c}0 \\ -x_{32}\end{array}\right]+\left[\begin{array}{c}-x_{32} \\ 0\end{array}\right]=\left[\begin{array}{l}x_{10}-x_{32} \\ x_{10}-x_{32}\end{array}\right]$,
$x_{3}(t)=\left[\begin{array}{l}0 \\ 0\end{array}\right], y_{1}(t)=2 x_{10}-2 x_{32}, y_{2}(t)=0$,

Let us compute (16):
$\operatorname{rank}\left[\begin{array}{c}B_{2} X_{3}(0) \\ B_{2} X_{3}(h) \\ B_{2} X_{3}(2 h) \\ Y_{1}(0) A_{12} X_{3}(0) \\ Y_{1}(h) A_{12} X_{3}(0)+Y_{1}(0) A_{12} X_{3}(h) \\ Y_{1}(2 h) A_{12} X_{3}(0)+Y_{1}(h) A_{12} X_{3}(h)+Y_{1}(0) A_{12} X_{3}(2 h)\end{array}\right]=\operatorname{rank}\left[\begin{array}{cc}1 & 0 \\ 0 & 1 \\ 0 & 0 \\ 0 & -1 \\ 0 & -1 \\ 0 & 0\end{array}\right]=2=n_{2}$.
Thus System (24) is $\mathbb{R}^{n}$-observable with respect to $x_{3}$.
We leave the example of the dual system to the reader.
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