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Abstract The present study investigates the propagation of

Love wave in a void layer resting over a sandy half space

under the effect of gravitational force. The equations of

motion have been gathered separately for different layers,

and the boundary conditions have been introduced for two

different layers at their interface. The mathematical anal-

ysis of the problem has been dealt with the help of Whit-

taker’s function by expanding it asymptotically up to linear

terms. The study reveals that in such a situation there exist

two different wave fronts for the two above-mentioned

layers: one is for the effects of gravity and sandy param-

eters, whereas other is for the effect of void parameter.

Keywords Love wave � Biot’s parameter � Sandy

parameter � Whittaker’s function � Phase velocity

Introduction

It is a well-known fact that the earth’s interior contains dif-

ferent hypothetical layers like crust, mantle and core; the

seismic waves travel through these different layers with dif-

ferent situations. Theoretically for the earth, neglecting the

effect of gravity force, body forces in the equation of motion

might be used to represent the process that generates earth-

quakes. During an earthquake, the seismic waves travel

through the layer and make devastations for the earth surface.

In the year 1911, Edward Hough Love first observed a dif-

ferent type of surface wave during earthquake and named it the

‘Love Wave’; they were actually first introduced in his renown

book ‘Some Problems of Geodynamics’ (Love 1911). After

Love’s remarkable observation, many authors have started

investigation into the generation and propagation of Love

waves under various conditions. In an elastic medium, Cowin

and Nunziato (1983) performed some remarkable work. For

the propagation of Love wave in a poroelastic medium, Cowin

(1985) extended the work into a linear elastic material. A quite

good amount of information about the seismic waves is

available in the well-known books of Ewing et al. (1957),

Achenbach (1973), Anderson (1962), and Chapman (2004).

The mechanical constructive equation satisfying the physical

properties had been studied by Cowin and Nunziato (1983),

and then, Dey and Gupta (1987) also figured out a conclusion

that there may be two longitudinal wave fronts in such a void

medium. With a void medium, many authors performed their

investigations and drawn some interesting conclusions such as

those by Biot (1955, 1962), Cowin (1985), Dey et al. (2004),

Kundu et al. (2014).

In the case of a sandy medium, the present authors have

considered for this study; Dey and Chandra (1983) have

made some remarkable conclusion on the same layer at their

research investigation, but before that Biot (1965)

& Pulak Patra

pulakmath11@gmail.com

Asit Kumar Gupta

asitism@yahoo.co.in

Santimoy Kundu

kundu_santi@yahoo.co.in

1 Department of Mathematics, SDET-Brainware Group of

Institutions, Barasat, India

2 Department of Physics, Asansol Engineering College,

Asansol, India

3 Department of Applied Mathematics, Indian School of

Mines, Dhanbad, India

123

Acta Geophys. (2017) 65:269–274

DOI 10.1007/s11600-017-0025-x

http://orcid.org/0000-0001-7809-3727
http://crossmark.crossref.org/dialog/?doi=10.1007/s11600-017-0025-x&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/s11600-017-0025-x&amp;domain=pdf


introduced the effect of gravity at the boundary conditions as

a body force component. Now it is quite clear that the layers

of the soil are supposed to be more sandy than elastic. Hence,

for considering the Love wave in soil models, it is more

realistic to study them in a sandy medium.

In the present study, the authors investigate the propaga-

tion of Love wave in a void medium lying over a gravitating

dry sandy half space. The authors are considering two dif-

ferent layers; one of them is the porous medium or void layer,

and the other is a half space with sandy materials under the

action of gravitational force. The porous or void layer is filled

with different pores of different sizes, actually being con-

sidered as the void parameter and in case of half space for

sandiness of the layer it considered as sandy parameter. The

study reveals that in the assumed two media two different

wave fronts are available; one of them is affected by the

gravity and sandy parameter, and the other wave front is

affected by the void parameter, and interestingly, both the

wave fronts are dispersive in nature.

The geometry of the problem, as discussed earlier,

consists of an elastic layer of thickness H with void pores

over a vertically positioned dry sandy half space under the

action of gravitational field. The origin is chosen in the

interface of the void layer and the sandy gravitating half

space. The z-axis is downward positive, as shown in Fig. 1.

Equation of motion and solution for the upper
layer

For propagation of Love wave, we assume u = 0, w = 0

and v = v(x, z, t). Then, the equation of motion for the

upper layer, under no body forces, can be considered as:

q
o2v

ot2
¼ l

o2v

ox2
þ o2v

oz2

� �
þ b

o/
ox

þ o/
oz

� �
ð1Þ

q�k
o2/
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¼ a
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� �
� x
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� n/ ð2Þ

where q is the density of the upper layer; l; b are the

Lame’s constants, a; �k; n are the constants for a particular

material, and x is the damping term.

For wave propagation in the positive direction of the X-

axis with velocity c, the solutions of Eqs. 1 and 2 may be

taken as:

v ¼ �vðzÞeikðx�ctÞ

/ ¼ �/ðzÞeikðx�ctÞ

Then, from Eq. 1, we get
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ffiffi
l
q

q
and from Eq. 2

we get,
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where M ¼ ak2 � ixkcþ n� q�kk2c2ð Þ
	
a
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Now, ignoring the damping term x, which is very small

for sinusoidal wave, the value of M may be taken as:

M ¼ 1 � c2

ða=q�kÞ þ
1

k2ða=nÞ


 �1
2

ð5Þ

Then, the solution of Eq. 4 can be written as:

/ ¼ R3eMz þ R4e�Mz
� 

eikðx�ctÞ ð6Þ

or can be represented as:

/ ¼ R3eMz þ R4e�Mz
� 

eiðkx�xtÞ as c ¼ x=k ð7Þ

Using relations 7 in Eq. 3, the solution becomes

v¼ R1eNzþR2e�Nz�R3

BðikþMÞ
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Bðik�MÞ
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Equation of motion and solution for the half space

The dynamical equation of motion in the half space given

by Biot is:
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Fig. 1 Geometry of the problem
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where q1 is the density of the half space, g is the gravita-

tional force, Sij are the incremental stress components

measured with reference to the rotated axis,

eij ¼
1

2

oui

oxj
þ ouj

oxi

� �
ð10Þ

and xij ¼
1

2

oui

oxj
� ouj

oxi

� �
ð11Þ

where xij are the components of the rotational vector and

ui ¼ ðu1; v1;w1Þ. The stress–strain relations under the

hydrostatic initial stresses are the same as in the classical

cases and are given by Sij ¼ kgdij þ 2l1geij, where k and

l1 are elastic constants (Lame constant), dij is the Kro-

necker delta, and g is the sandy parameter. For the prop-

agation of Love wave u1 = 0, w1 = 0 and v1 = f(x, z, t),

then from Eq. 9, using relations 10 and 11, we can write,

l1g�
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For plane harmonic wave propagation in the X-direction,

one can adopt,

v1 ¼ f ðzÞeiðkx�xtÞ ð13Þ

Then from Eq. 12, by using relation 13, we get

f 00ðzÞ � g

ð2a� gzÞ f
0ðzÞ þ k2 2c2

2a� gz
� 1


 �
f ðzÞ ¼ 0 ð14Þ

where a ¼ l1g
q1

and c ¼ x=k, c being the velocity of the

Love wave. Now, substituting f ðzÞ ¼ eðzÞ
2a�gz

2ð Þ
1
2

in Eq. 14, we

get

e00ðzÞ þ k2 2c2
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" #
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Again substituting d ¼ 2k
g
ð2a� gzÞ into Eq. 15, the

equation can be reduced to:

e00ðdÞ þ � 1

4
þ m

d
þ 1

4d2


 �
eðdÞ ¼ 0 ð16Þ

where m ¼ kc2

g

Equation 16 is well known as the Whittaker equation,

whose solution can be taken as:

eðdÞ ¼ R6Wm;0ðdÞ þ R5W�m;0ð�dÞ ð17Þ

where Wm;0ðdÞ and W�m;0ð�dÞ are known as Whittaker

functions.

And, as the solution should vanish at z ¼ 1, i.e., for

d ¼ �1,we may take the solution as:

eðdÞ ¼ R5W�m;0ð�dÞ ð18Þ

Hence, the solution of Eq. 12 can be written as:
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Boundary conditions and a particular case

The following boundary conditions must be satisfied by the

propagation:

(1) syz
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2
at z ¼ 0

or; l
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at z ¼ 0
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Now, by using the boundary conditions 20 and 21 on 7, 8

and 19, we get (expanding the Whittaker function asymp-

totically up to linear term)
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For nonzero solution of R1, R2, R3, R4 and R5—we have

Simplifying the above determinant, we geteither

tan kH
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where G ¼ q1g
gl1k

is the Biot’s gravity parameter for the

sandy half space.

or,

2 þ ðkHÞ2
1 � c2

c2
3
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ðkRÞ2

" #
¼ 0 ð29Þ

where c3 ¼
ffiffiffiffi
a
q�k

q
is the velocity of the wave due to change

in void fraction; k is the wave number; R ¼
ffiffi
a
n

q
is the

displacement parameter; andc is the velocity of the Love

wave.

The study shows that the Love wave propagates in a

void medium over a sandy half space under gravity, with

two wave fronts: one is given in Eq. 28, which arises due to

gravity and sandy parameters, while the other wave front is

given in Eq. 29 which depends on void parameters.

When G ! 0; g ! 1; a ! 0, then Eq. 29 is completely

vanished and Eq. 28 reduces to

tan kH

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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l

ffiffiffiffiffiffiffiffiffiffiffiffi
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q
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q

This is the classical dispersion equation of Love wave by

Love (1911); hence, there is validation of the solution of

the problem discussed, which can be compared with the

study of Ghorai et al. (2010).

Results and discussion

It is quite clear from the above dispersion equations that

there exist two different wave fronts in different situations.

The two wave fronts are graphically represented in Figs. 2

and 3; the data used are given in Tables 1 and 2.

In Table 1, there is comparison between two sets of

generated curves (viz. curves 1 and 2 and curves 3 and 4) in

the presence and absence of gravity with constant values of

sandy parameter, rigidity and density ratios. In Table 2,

there is a set of four curves for different values of A2
	
c2

3

with respect to a constant value of kH. The two generated

waves are dispersive in nature as kH increases in Fig. 2 and

Rk increases in Fig. 3. The figures are representing that the

velocity of the Love waves depends on the change in

volume of void pores. In Fig. 2, it is observed that the

phase velocity of Love wave in the absence of gravity is

greater than that in the presence of gravity, regardless

whether the medium is elastic or sandy. The authors also

reveal that the phase velocity of Love wave in a sandy

medium is greater than that in the elastic medium in the

presence or absence of gravity. In Fig. 3, the phase velocity

of Love wave decreases as A2
	
c2

3 increases for a fixed

value of kH. The second wave front depends on the void

parameter of the layer only.

Practically, the real earth consists of void and also sandy

media inside it, in the form of crust or mantle, and so it has

an effect on the propagation of the surface or body waves.

Not only the medium but also the gravity has a huge impact

on the propagation of various surface and body waves

during earthquakes. From the study, the authors revealed

the fact that the existence of such kind of layers inside the

earth implies that there exist two wave fronts in the real
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earth. As it is a very well-known fact that inside the real

earth, as depth increases, the rigidity and density increase

too. So for the present study, the authors are considering

the rigidity and density ratio as of the real earth data,

respectively, namely l : l1 ¼ 0:3 and q : q1 ¼ 0:6:

Conclusion

Propagation of Love waves in a void medium lying over a

dry sandy half space under gravity has been investigated

analytically. Thus, the dispersion equations were obtained,

and it was observed that there is a significant effect of

sandy, gravity and void parameters simultaneously on the

propagation of Love waves. The study concludes with the

facts that:

1. There exit two wave fronts in such an assumed

medium.
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Fig. 2 Phase velocity of the

Love wave in void medium

lying over a sandy half space in

the presence and absence of

gravity
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Fig. 3 Love wave dispersion

curve in void medium over a

gravitating sandy half space for

different values of A2

c2
3

Table 1 Comparison of the wave velocities in the presence and

absence of gravity with constant sandy parameter, rigidity and density

ratios

Curve 1 Curve 2 Curve 3 Curve 4

g ¼ 1 g ¼ 1 g ¼ 2 g ¼ 2

l : l1 ¼ 0:3 l : l1 ¼ 0:3 l : l1 ¼ 0:3 l : l1 ¼ 0:3

q : q1 ¼ 0:6 q : q1 ¼ 0:6 q : q1 ¼ 0:6 q : q1 ¼ 0:6

G = 0 G = 0.4 G = 0 G = 0.4

Table 2 Comparison of the wave velocities for different values of

A2
	
c2

3 with constant value of wave number

Curve 1 Curve 2 Curve 3 Curve 4

kH = 20 kH = 20 kH = 20 kH = 20

A2

c2
3

¼ 1:5 A2

c2
3

¼ 2 A2

c2
3

¼ 2:5 A2

c2
3

¼ 3
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2. One wave solely depends on gravity and sandy

parameters.

3. The other wave front depends on the void parameter.

4. The phase velocity of Love wave in a sandy medium is

greater than that in the elastic medium in the presence

or absence of gravity.

5. One wave front decreases as kH increases, and the

other wave front decreases as Rk increases.
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Abstract Geomagnetic observatory data are fundamental

in geomagnetic field studies and are widely used in other

applications. Often they are combined with satellite and

ground survey data. Unfortunately, the observatory

definitive data are only available with a time lag ranging

from several months up to more than a year. The reason for

this lag is the annual production of the final calibration

values, i.e. baselines that are used to correct preliminary

data from continuously recording magnetometers. In this

paper, we will show that the preparation of definitive

geomagnetic data is possible within a calendar year and

presents an original method for prompt and automatic

estimation of the observatory baselines. The new baselines,

obtained in a mostly automatic manner, are compared with

the baselines reported on INTERMAGNET DVDs for the

2009–2011 period. The high quality of the baselines

obtained by the proposed method indicates its suitability

for data processing in fully automatic observatories when

automated absolute instruments will be deployed at remote

sites.

Keywords Geomagnetic observations � Definitive data �
Quasi-definitive data � Baseline fitting � Data processing

Introduction

Magnetic observatories are designed to perform continuous

and accurate measurements of the strength and direction of

the Earth’s magnetic field over many years, or even cen-

turies. Nowadays, the time resolution of these measure-

ments is one minute or less. The observatory data are

essential to understand how the field is changing on a wide

range of scales from seconds to centuries, and to get an

insight into dynamic processes inside and outside the Earth

that generate the observed geomagnetic field. Ground

observatories serve as base stations and are an important

complement for various types of geomagnetic surveys (e.g.

Mandea and Korte 2011). They provide data from a dif-

ferent observation altitude and pure time series in contrast

to the data obtained for example from airborne or marine

surveys and satellite missions, containing both temporal

and spatial variations. Observatory data help to better

constrain survey data and fill the gap between the present

and future satellite missions.

Continuously recording vector magnetometers do not

provide absolute field component values, but might be

influenced by temperature variations, instable pillars or

instrumental drifts. Manual absolute observations are still

mandatory at modern magnetic observatories to calibrate

the continuous recordings and are usually done once a

week. These observations are used in conjunction with the

data from the vector magnetometer (variometer) and an

independent scalar magnetometer to derive observed base

values. These values later serve for calculation of adopted

baselines which are used to obtain absolute variometer data

free from drift or environmental variations. Adopted values

are derived by fitting, interpolation or hand scaling from

the observed base values. Today, final baseline fitting is

performed on an annual basis and data calibrated with these
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final baselines are labelled as definitive (D) data. The final

D data should be also free from spikes, jumps and other

degradations in continuous recordings. For details of

preparation of the final observatory data, see Jankowski

and Sucksdorff (1996).

Since the establishment of INTERMAGNET (Interna-

tional Real-time Magnetic Observatory Network, http://

www.intermagnet.org) in 1991, INTERMAGNET Mag-

netic Observatories (IMOs) reported three types of mag-

netic data until recently: D data (described above),

reported (R) data, and adjusted (A) data. R data are raw

data of the geomagnetic field variation measured with the

variometer and should be available within 3 days from

acquisition. These data are only suitable for studies of the

rapid field variations (and may contain spikes, gaps and

discontinuities). Within 7 days from transmission, obser-

vatories are allowed to modify R data to produce A data

by removing spikes, filling gaps or to modify baselines.

However, A data do not have sufficient absolute accuracy

and are not free from drift. The D data required in par-

ticular for studies of secular variation and the geodynamo

process in the Earth’s core are reported only after the end

of a calendar year with a time lag from several months up

to more than a year. Unlike observatory data, fully cali-

brated data from satellites are available within a few days

from acquisition.

Based on previous satellite missions (CHAMP, Ørsted,

SAC-C), several studies demonstrated (Lesur et al. 2006;

Macmillan and Olsen 2013; Olsen et al. 2006) the impor-

tance of the absolute observatory data for the ongoing

Swarm mission, a constellation of three satellites (Friis-

Christensen et al. 2006). The data from the Swarm satel-

lites enable separation of the internal and external sources

better than ever before. Processing, selection and validation

of satellite data are usually based on data from ground

observatories and their products, like geomagnetic activity

indices. Absolute hourly mean values from world-wide

observatories also play an important role in hour-by-hour

spherical harmonic analysis used for deriving sophisticated

magnetospheric models.

To increase the usefulness of observatory data and to

fulfil the needs of the community for global modelling and

other user groups, INTERMAGNET has defined the new

type of ‘‘quasi-definitive’’ data (Clarke et al. 2013; Peltier

and Chulliat 2010; Matzka 2013). Quasi-definitive (QD)

data are corrected with temporary baselines, should be

close to expected definitive values and are delivered much

sooner (1–3 months) than the final D data. The variation

part of QD data should have the same (or similar) quality as

D data, i.e. without spikes or noise. QD data bridge the gap

between preliminary and D data and pave the way to more

efficient combination of ground observatory data and

satellite, marine and airborne survey data.

Temporary quasi-definitive baselines (QDBLs) are

estimated from all absolute measurement results performed

in the current year. Some observatories report their QD

data in near-real time using baselines obtained by extrap-

olation. In these cases, the annual baseline amplitude

should not exceed 5 nT and this also requires prompt

processing of the variation data by observatory staff.

Nowadays, de-spiked and magnetically clean variation data

and other observatory products like geomagnetic activity

indices can be obtained relatively promptly, within several

days from recording. Of course, this depends on the

available observatory staff, amount and complexity of the

encountered problems in the data and efficiency of pro-

cessing protocols. The same is true for the absolute control

of data, only on longer time scales. Human intervention is

essential for the absolute control of observatory data. This

includes manual absolute observations, retyping and pro-

cessing of the observational results, quality checks and

validation of results, decisions during baseline calculation,

etc., both for temporary QDBLs and DBLs. For the pro-

duction of QD and D data, those timescales correspond to

several months and more than a year, respectively.

Today, most observatories use parametric (e.g. polyno-

mial) or semi-parametric (e.g. smoothing splines) fits in the

global domain, i.e. on annual basis to derive DBLs.

Obtaining baselines in such manner has some disadvan-

tages: (1) A full year of observed values has to be collected

before calculating DBLs, (2) In the case of parametric fits,

the convergence of temporary QDBLs toward the DBL is

slow, i.e. the overlap between cumulative QDBLs and the

DBL might not be good. The same is true for semi-para-

metric fits in the case when the distribution of observed

values is non-uniform or the smoothing parameter of the

spline functions is changed as the observational dataset is

updated. This means that we need to have good baseline

stability (i.e. high quality observatory infrastructure) to

produce high-quality QD data. In general, global fits are

good for estimating general trends in the observational

dataset. On the other hand, if we have rapid trending of

samples during a short period of time (for example, due to

temporary problems with the mechanical stability of the

variometer sensor), global fits may not be the appropriate

tool to fit these short-term variations without affecting the

baseline quality in other parts of the domain. Increasing the

polynomial degree or flexibility of smoothing splines, to

track samples when the baseline varies more rapidly, can

cause ‘‘overfitting’’ or artificial variations in other parts of

the domain, particularly in parts where observations are

sparse (an example is given in Sect. ‘‘Special cases: data

gaps and disagreeing intensity in scalar baselines’’).

In this paper, we first show that D data can be produced

within the timespan less than a year. We show that it is

enough to collect a reasonable number of observed values
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during some period that enable us to do an accurate local fit

and to determine DBL for this period. With absolute sam-

pling (usually) once per week, we can collect enough sam-

ples within a few months to calculate one piece of DBL

within a year. By constructing piecewise continuous fits,

with smooth transitions on the edges of these pieces (win-

dows), we are effectively constructing DBL by pieces. The

advantage of the piecewise fitting is that observations in the

future will not affect the shape of a baseline in the past,

which is clearly justified from a physical point of view.

Observed base values reflect the instrument response in the

current environmental conditions and they are in fact inde-

pendent from those in the future. We only need a reasonable

number of good quality observations for some period of a

time to obtain correct estimation of the baseline trend for

days without observations. Correct approximation of sam-

ples in the periods when the baseline varies more rapidly and

avoiding overfitting when we have good baseline stability

are further advantages of the piecewise fitting.

We propose a new method for producing DBLs within a

year. The developed routine can determine the ‘‘best fit’’ as

candidate for QDBL and DBL without human intervention,

although we emphasize that QDBL or DBL should be

always reviewed by experienced observatory staff. We use

the published INTERMAGNET observatory data from

2009 to 2011 to show that the proposed method gives high-

quality results in a nearly automated manner. It thus can

find its applicability in continuous baseline fitting when

automated absolute instruments (Gonsette et al. 2013;

Korte et al. 2013) become supplement or standard obser-

vatory equipment.

Methods

Proposed method for automatic production

of temporary baselines

Motivated by the work and results obtained by Peltier and

Chulliat (2010), we decided to design a routine based on

cubic smoothing splines (De Boor 1978). They tested their

method for producing QDBLs on nine IPGP (Institut de

Physique du Globe de Paris) observatories (AAE, BOX,

CLF, KOU, LZH, MBO, PHU, PPT, TAM) for the year

2008 and showed that the production of accurate QD data

is possible even in the cases where baselines vary more

rapidly through a year. The differences between definitive

and temporary baselines, calculated after the end of each

month, were within a fraction of nT. However, the obtained

results might be too promising and unrealistic. The authors

determined an optimal smoothing parameter for the dataset

on an annual basis. Then, they simulated the production of

QDBLs in retroactive manner with a priori known optimal

smoothing parameters (see Peltier and Chulliat 2010, for

details). In reality, in most cases the optimal smoothing

parameter cannot be known in advance and in many cases

simple smoothing splines will not give satisfactory results.

This will be demonstrated in the next subsection.

To obtain high-quality baselines in an automatic manner,

we use cubic smoothing splines in conjunction with addi-

tional constrains. First, we calculate a baseline by pieces

(windows). We empirically found a length of eight obser-

vational days (L = 8) to be a good choice in most cases (one

observational day can have several observation sets).

Depending on the observation frequency, the time span of a

window may vary from a week up to several months

depending on the observatory. Additionally, samples from

two (d = 2) observation days before and after the window

are used for calculation of a baseline within the window.

This alleviates edge effects between neighbouring baseline

segments. The baseline within a window is a cubic

smoothing spline function f(t) that minimizes the expression

p
Xn

i¼1

wi yi � fið Þ2 þ 1� pð Þ
Zb

a

f 00 tð Þf g2dt; ð1Þ

where fi ¼ f tið Þ are values of the baseline f(t) at the

observation times ti, f
00 tð Þ stands for the second derivative.

In the integral expression, a and b are the limits of the

extended window containing L ? 2d observations. Obser-

vations are denoted with yi and wi are corresponding

weights. The smoothing parameter p 2 0; 1½ � controls the

smoothness of f(t). For higher values of p, the baseline will

be closer to the observations. In the case p = 0, the base-

line will be a straight line and for p = 1 the interpolating

baseline will pass exactly through the data points. To

obtain weights first, we estimate a preliminary baseline ~f tð Þ
where all observations have weights equal to 1. Then, using

the residuals yi � ~fi, weights are estimated according to the

most frequent value (Steiner 1988). This way relatively

flexible baseline segments (high values of p) are robust to

bigger outliers or low-quality observations. Determination

of the optimal smoothing parameter is performed auto-

matically according to relation (De Boor 2003)

p ¼ 1= 1þ h3=c
� �

; ð2Þ

where h is the average sampling, i.e. average period

between observation days. The current version of the pro-

gram assumes the same coefficient c for three vector

components while the scalar c may be the same or differ-

ent. Coefficient c is varied in the range from 10-3 up to 102

and for each c (vector and scalar) baselines are calculated.

To determine the suitable value for c and check the

quality of the determined baselines, the so-called ‘‘Delta

F’’ values are calculated. Delta F presents the difference

Acta Geophys. (2017) 65:275–286 277

123



between the total field intensity obtained from vector and

independent scalar magnetometers. Here, the scalar total

field is corrected for the field difference between the sensor

site and the absolute pier (for details see St-Louis 2012).

The best c corresponds to the minimum value of Delta

F. For this purpose, the routine requires the variometer and

scalar daily mean values in addition to the observations

itself. In case no scalar magnetometer data are available, it

is not possible to perform the Delta F check and the default

value of c = 0.5 is used.

In some cases of IMOs, the annual long-term baseline

drift is comparable or order of magnitude larger than ran-

dom fluctuations of samples. On the other hand, some

observatories have very frequent absolute observations

(several sets, almost every day) in some time intervals. In

this case, observations can show random fluctuations,

which are not expected in the nature of the underlying

baseline. Note also that with decrease of h (frequent

observations), p increases. According to Eq. (1), this means

that the baseline will try to follow the same random fluc-

tuations by remaining close to the observations. Thus, in

general we prefer ‘‘smoothness’’ over ‘‘staying close to the

data’’. By choosing the default c\ 1, we restrain the spline

function to be smooth enough to capture the trend and not

to follow random scattering or erroneous observations.

Once we have obtained piecewise baselines according to

Eq. (1), with several constrains as described above, the

resulting baseline pieces will have similar (but not equal)

values on the edges to neighbouring windows. Thus, a final

smoothing by a spline function with the default c = 0.005

for vector and c = 0.0005 for scalar is applied to piecewise

baselines to obtain smooth transition on the edges of the

windows for which the baselines are calculated. In this

way, we obtain smooth, continuous baselines over the

whole domain. Optionally, the final vector and scalar c can

be set manually by the user. Except in the last window, the

shape of a baseline obtained in this manner will not be

affected as we add new observations.

Realignment or relocation of a magnetometer sensor (or

some other reasons) may result in discontinuities, i.e.

jumps in the variometer or scalar baseline. Generally, the

number of discontinuities may be different for the vector

and scalar instrument. These discontinuities are usually

known at the observatories and are marked with ‘‘d’’ in the

INTERMAGNET baseline files. The marker ‘‘d’’ and

originally reported baseline values are used to identify

jumps and their magnitudes. The routine requires a refer-

ence list with times and values of discontinuities. In our

test cases, this list is created from the information provided

in the INTERMAGNET baseline files. Observations are

then corrected to a single reference level to obtain accurate

estimations of the new adopted values.

Special cases: data gaps and disagreeing intensity

in scalar baselines

The BOX example from Peltier and Chulliat (2010) was

chosen to demonstrate how non-uniformity of sampling

and assumption about an a priori ‘‘known’’ smoothing

parameter can introduce artificial baseline variation that is

not supported by samples. In Fig. 1, only the horizontal

(H) and vertical (Z) baseline components are displayed,

together with Delta F. Original baselines and Delta F (re-

ported on the INTERMAGNET DVD) are obtained taking

into account all observations. Now, let us imagine that the

observations were not possible during spring due to some

operational problems (e.g. the observatory location was

unreachable for some reason or problems with the decli-

nation–inclination magnetometer occurred). Results

obtained under the assumption that some observations in

spring are missing with the IPGP and the newly proposed

method are presented by blue and black lines, respectively.

Vertical grey lines designate the automatically defined

windows in the proposed method (Sect. ‘‘Proposed method

for automatic production of temporary baselines ’’). The

IPGP and original baselines overlap perfectly everywhere

except in the third window. Clearly, we can see that the

IPGP method gives a more erroneous estimation of the

baseline than the new method, if observations in spring are

omitted. The initially chosen smoothing parameter in the
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IPGP method will not be a good choice anymore, since the

smoothing splines in the BOX case are quite flexible and

we do not have any samples in spring to restrain the spline

wiggling. The new baselines give more reasonable values

due to several constraints that are described in

Sect. ‘‘Proposed method for automatic production of tem-

porary baselines ’’.

On the other hand, Fig. 1 shows somewhat smoother

baselines obtainedwith the newmethodduringNovember and

December. Too smooth values of the newbaselines are caused

by missing information about the total field difference

between the scalar sensor and absolute (i.e. reference) site.

Prior to 2009, observatories did not report this information,

named as ‘‘scalar baseline’’. Also, there is no information

about Delta F in December, i.e. data from the scalar magne-

tometer are missing. Thus, the proposed baselines in the last

two windows were obtained without any information about

the scalar baseline and Delta F in December.

In many cases, the scalar baseline has the biggest impact

on the Delta F residual and sometimes the baseline obtained

from scalar samples cannot properly reduce the total field

recordings from scalar magnetometer to the reference site.

Although scalar magnetometers in general are absolute

instruments, a potentially time-varying baseline results come

from the fact that vector, scalar and absolute observations

are carried out at different sites. All measurements in the end

are referred to the same reference site. The difference

between values at the site of the scalar instrument and the

reference site determines the scalar baseline. As

demonstrated in Fig. 2 (‘‘S’’ diagram) in the case of the

reported data, we have an obvious degradation in Delta F in

this example. (IMOs on Figs. 2, 3 and 4a, b are left as

anonymous). The major reason is the presence of a constant

offset (approximately -0.5 nT) in the reported scalar

baseline.

We presume that the presence of the offset in scalar

samples on Fig. 2 is a consequence of erroneous or out-

dated information about the field difference between the

scalar and reference site in the protocol for processing

absolute observations. Generally speaking, the representa-

tiveness (offset, variability and scattering) of the scalar

samples also depends on the magnetic homogeneity of the

observatory site. We need to keep in mind that recordings

and observations in the observatory are performed at three

different sites. The gradiometer difference and its variation

over a time, between the reference and scalar site, should

be as small as possible. The same stands for the difference

between the variometer and scalar site. Also, scalar and

vector recordings during absolute observations must be free

from spikes and the differences between natural short-term

variations at all observatory sites should be negligible.

These are basic prerequisites for obtaining quality base

values and a proper reduction of the variometer and scalar

data to the reference site.

In situations when we have disagreeing intensity in the

scalar baseline (i.e. offset in Delta F) or increased scat-

tering of S samples, the new method estimates the S base-

line as a de-trended value of Delta F obtained in the
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iterative manner described in Sect. ‘‘Proposed method for

automatic production of temporary baselines’’ under the

initial assumption that S baseline is zero. The baseline

obtained in this way is shown by black dotted lines in

Fig. 2 (‘‘S’’ diagram). Each piecewise constant segment of

the annual baseline is estimated for each of the windows

shown in the ‘‘H’’ diagram (Fig. 2, grey lines).

In case we do not have any information on the scalar

baseline or less than 3 samples, necessary for spline cal-

culation within the window, we assume that the scalar

baseline is a constant. This assumption is also valid if Delta

F calculated using the spline scalar baseline, obtained from

scattered S samples, is bigger than Delta F obtained with a

constant scalar baseline.

Furthermore, if we obtain discontinuities bigger than

0.5 nT between piecewise constant scalar baselines, then

these constant baselines are smoothed by a final spline with

default c = 0.0005 (see Sect. ‘‘Proposed method for

automatic production of temporary baselines’’) to avoid

sudden jumps in F from the independent scalar instrument.

An example of a small jump (\0.5 nT) can be seen in

Fig. 2 in Delta F and S (on the edge of the first and second

window). In Fig. 3 (‘‘S’’ diagram), we can see preliminary

piecewise constant baselines (coloured dotted lines). The

final adopted baseline obtained by smoothing the constant

baseline segments is represented by a black dotted line.

Looking at the fit of the vector baselines in Figs. 2 and

3, we see that new baselines capture the trend of the

samples much better than the original baselines. This is

especially pronounced in the Z component in Fig. 3. In the

first half of the year, the originally adopted values could

not completely compensate a drift in the Z baseline. As a

consequence, the Delta F residuals are increased in this

period. Note that in this period, the original and new values

of the scalar baseline are practically identical. In Fig. 2, we

see a long-term drift through the whole year in addition to a

constant offset in the original Delta F. The reported base-

lines in this case also underestimate the baseline trends

indicated by samples in H and Z.

Manual adjustment and quasi-definitive baselines

A single computational method may not be appropriate to

handle all different dataset types and in some cases might

not give satisfactory results. This can occur especially in

cases where we have a relatively small number or different

numbers of samples in each component, non-uniform

sampling, sudden discontinuities and when every dataset

has its own characteristics (like trends, amplitudes and

sampling quality). All these are potential features of

observational datasets obtained from standard measure-

ments in geomagnetic observatories. Testing our new

routine for all IMOs showed that in some cases improved

results are obtained with manual adjustments of the auto-

mated procedure following visual inspection of the data

and calculated baselines.
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We manually varied L and d parameters (see Sect. ‘‘Pro-

posed method for automatic production of temporary baseli-

nes’’) or the smoothing parameter of the final spline which is

used to join sub-splines within windows. This procedure is

demonstrated in Fig. 4a, b. Results obtained with default

settings are presented inFig. 4a. In this case, the newbaselines

are not flexible enough to fit rapid baseline variability at the

start of the year. This clearly leads to degradation in Delta F.

If we manually increase coefficient c in relation (2) of

the final spline that smooths the baselines within individual

windows, a more flexible baseline will be obtained. This is

illustrated in Fig. 4b. With this minor intervention (L and

d were not changed), significantly better results were

obtained.

In Figs. 2, 3 and 4a, b, the new temporary QDBLs

(coloured lines) are simultaneously plotted under DBL.

However, due to practically perfect overlapping between

cumulative QDBLs and the final baseline, only small

segments of QDBLs are visible in Figs. 2 and 3. A fraction

of QDBLs, barely noticeable, can be seen on the right
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edges of some windows. For example in Fig. 2 near the

edge of eleventh window part of the vector, QDBLs (or-

ange line) are noticeable, which are slightly different from

final DBLs calculated from all observations in the year.

Similarly, in Fig. 3 this can be seen in declination (D) near

the edge of the third window. The residuals between QDBL

and DBL (QDRSD) are plotted separately in Fig. 4a, b for

better visibility. Here, we see that small differences

between QDBL and DBL exist only near the right edge of a

window. If we denote the number of windows with N, then

we have perfect overlapping QDBLs with DBL within all

windows from 1 to N-1, i.e. QDRSD are exactly zero. This

means that DBLs are calculated within all windows, from

first up to N-1. Only near the right edge of N-th window,

small differences exist and till we define the N ? 1 win-

dow the baseline is labelled as QD. Generally, for all

observatories used in this study these small differences are

within fractions of an nT.

Verification of the proposed method

Data selection and preparation

To compare our baseline calibration results with the ones

reported by IMOs, the data in the period 2009–2011 were

used. This period was chosen because calibration data from

the independent scalar magnetometer were not available

before 2009. Also during the preparation of this paper, the

last available INTERMAGNET DVD was published for

2011. In this period, we have used only data from obser-

vatories that report Delta F results. This way it is possible

to estimate the adoption quality according to the Delta

F check. The overall number of observatories that reported

Delta F in this 3 year period is 255.

Standardly, the baseline adoption for a year (YY) includes

observations from December of YY-1 and January

YY ? 1. Since baseline results are reported in standardized

yearly IBF V2.0 files (http://www.intermagnet.org/data-

donnee/formats/ibfv200-eng.php), new baselines are calcu-

lated using only observations within YY. Then, the original

and new baseline results are compared for a time period

between the first and last observational day of year.

Statistical analysis of results

In Sect. ‘‘Methods’’, we have presented only a few exam-

ples of the 255 analysed cases. To show all results in

summarized form, some statistics are shown in the

following.

To obtain an idea about the goodness of fit with the new

and reported DBLs, we have simply used squared

correlation coefficients (R2) between observed and adopted

values. Table 1 shows results of examples presented in

Figs. 2, 3, and 4a, b. From the numerical values in Table 1

and from the plotted results, we can see that R2s are quite

good indicators of the goodness of fit.

Then, the maximal absolute residuals (max RSDj j) and
the average absolute residuals (avg RSDj j) between the new

and reported baselines were determined on yearly basis.

This was done for each of the 255 cases, for vector and

scalar baselines and Delta F residuals. We have rejected 5

cases where max RSDj j and avg RSDj j were outside two

standard deviations from the average results. In all rejected

cases, the new baselines gave better results in Delta F and

according to squared correlation coefficients between

observed and adopted values as a measure of the fit. The

remaining residuals are sorted into 0.5 nT bins and pre-

sented in the form of histograms.

A similar analysis was done for the new, cumulative

temporary baselines (i.e. QDBLs) within a year. Here, the

residuals (QDRSD) were determined only with respect to

the new DBL. In the QD case, only the maximal absolute

residuals within windows are determined (maxjRSDi
QDj)

where i ¼ 1; . . .;N and N is the number of windows. Then,

the maximal ðmaxðmaxjRSDi
QDjÞÞ and average

ðavgðmaxjRSDi
QDjÞÞ values from all windows within a year

were determined. By considering only maxjRSDi
QDj, we

have excluded periods of perfect overlapping among the

new QDBL and DBL (Fig. 4a, b, residual diagrams).

Otherwise, we would obtain unreasonable small residuals

(less than 0.01 nT), i.e. much smaller than the achievable

absolute accuracy of the baseline calibration procedure.

Residuals between the new QDBLs and reported DBLs

were not calculated separately. These residuals correspond

approximately to residuals between the new DBLs and

reported DBLs. In other words, avgjRSDi
QDj are much

smaller than maxjRSDj and avgjRSDj.

Table 1 Squared correlation coefficients (R2) between observed and

adopted values presented in Figs. 2, 3, and 4a, b

Case/comp. DBL type R2
1 R2

2 R2
3 R2

4

Figure 2 Reported DBL 0.036 0.643 0.261 0.001

New DBL 0.450 0.724 0.653 0.003

Figure 3 Reported DBL 0.674 0.198 0.787 0.978

New DBL 0.869 0.526 0.943 0.972

Figure 4a, b Reported DBL 0.990 – 0.990 –

New DBL 0.949 – 0.899 –

New manual DBL 0.986 – 0.990 –

Four coefficients (R2
1,… R2

4) correspond to three vector and one scalar

component. R2
2 and R2

4 are not given for Fig. 4a, b because examples

of these plots are not shown there
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Results and discussion

In Fig. 5 (upper panels), the maximum and average absolute

Delta F values are presented. New baselines, automatically

calculated, with default settings are displayed with black

histograms. Results of originally reported Delta F are pre-

sented with white histograms. We clearly see that new

baselines in general give slightly better results according to

the Delta F check. However, here we must emphasize that in

some individual cases human intervention is crucial to

improve the baseline fit. Minor manual adjustments were

done in 46 cases for this purpose, based on visual inspection.

After re-calculation of baselines, small improvements can be

seen in Delta F (Fig. 5, grey histograms).

Histograms of differences between the new DBLs,

obtained in automatic manner, and reported DBLs show

that max RSDj j are within 1 nT and avg RSDj j are within

0.2 nT in approximately 80% of the cases. The biggest

residuals are obtained in the Y (or D) component and the

smallest are in the S component. These results are expected

because usually the baseline variability is biggest in Y (or

D) while the S baseline is the most stable. Stability of the

S baseline is also evident from Fig. 6 where around 30% of

S baselines are approximated by constant or piecewise

constant fits, i.e. R2s are B0.1. For the vector components,

we clearly find a higher number of cases with R2 between

0.5 and 0.9 obtained with the new baselines than with the

originally reported baselines.

A somewhat higher number of observatories with R2

around 1 in the case of originally reported baselines is

mostly due to observatories that determine their DBLs by

linear interpolation or piecewise linear fits. In this case,

human intervention is essential. Here, all outliers and low-

quality observations are excluded from the observational

datasets. Also, the data processor makes decisions during

piecewise fitting, for example which observations should

be used to calculate one piece of a baseline, where to join

the baseline pieces, which may be defined differently for

different components, etc. These cases also show that to

obtain high-quality data in some cases the intervention

from a skilful and experience data processor is essential.

The same test was performed with the new baselines that

are calculated using default c parameters for the splines

within windows. This means fitting was not performed

iteratively to minimize Delta F, i.e. to find an optimal

c. The overall average differences between baselines with

default c and automatically determined c are quite small.

For all components, more than 90% of average/maximal

residuals are \0.1 nT/1 nT while 0.3 nT/1 nT are rarely

excited. However, in some cases significant improvements

can be seen in the fit quality for baselines that are deter-

mined by minimization of Delta F.
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Fig. 5 Upper panels histograms of the absolute maximum and average absolute Delta F. Lower panels residuals between the new DBL (without

manual adjustment) and reported DBL for three vector and the scalar component
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The new method thus has several advantages compared

to traditional ones. First, the new baselines are indeed more

accurate, since in most cases they track the observations

better than the original baselines and consequently give a

smaller Delta F (Figs. 2, 3). Secondly, residuals between

the new DBL and QDBLs are practically negligible

(Fig. 7). Small differences exist only near the right edge of

the last window for which baseline is calculated. In aver-

age, more than 90% of these residuals are \0.3 nT

(Fig. 7right) while yearly maximum residuals in all 250

cases rarely exceed 1 nT (Fig. 7left). Note that this dis-

crepancy occurs only for a small time period, as demon-

strated in Fig. 4a, b. Immediately after calculation of a new

baseline using samples from the consecutive window (i.e.

baseline update), this discrepancy is corrected. Last, but

most important, the new DBLs are determined within a

year. The time delay of DBL production may vary from

several weeks up to several months and depends only on

the frequency of absolute observations.

Our new temporary baselines also clearly fulfil the

requirements to define them as QDBLs with respect to the

reported DBLs. According to INTERMAGNET standards,

the (average) differences between QDBLs and DBLs

should be less than 5 nT nd for many observatories; these

differences are within 1 nT. From Fig. 5, we can see that

average avg RSDj j are within 1 nT in all components and

that about 80% are within 0.2 nT. Here, we made the

assumption that new temporary baselines have perfect

overlapping with the new DBLs. This assumption is valid

because differences between the new DBLs and its tem-

porary segments are much smaller than differences

between the new and original DBLs. Note that Fig. 5

shows maximum and average residuals while Fig. 7 shows

annual maxima and averages of the maximal residual

within all windows.

Conclusions

Traditionally definitive geomagnetic observatory data are

published annually with a delay from several months up to

more than a year. The reasons are either that it may be

difficult to produce high-quality recordings (visually

checked, de-spiked, corrected for jumps, etc.) soon after

acquisition due to the lack of observatory staff and pro-

cessing protocols or simply because the calculation of

definitive baselines and calibration of recorded data on

yearly basis is currently standard procedure.

In this study, we have investigated the possibility to

produce definitive observatory data more continuously with
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Fig. 6 Squared correlation coefficients (R2) between adopted and

observed values for three vector and the scalar component. Three

cases are presented. R2 obtained for newly automatically calculated

baselines (black), reported baselines (white) and newly calculated

after manual adjustment for some observatories (grey)
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smaller time lags. We have proposed a new method for

reliable baseline adoption in a nearly fully automatic

manner. Definitive baselines can be estimated by pieces

from a sufficient number of observations in a way that the

future results will not affect the shape of baselines from the

past. This way it is also much easier to fit flexible baselines

in case of rapid variation of the absolute observations

within some period without overfitting surrounding obser-

vations that are stable. By re-processing the published

baseline observations of the INTERMAGNET observato-

ries from 2009 to 2011, we have shown that DBLs calcu-

lated with the new method in most cases give the same or

better results (as indicated by Delta F and R2) than DBLs

determined by experienced observatory staff. However, in

some cases manual intervention is necessary to obtain good

results with the new method. We plan to develop a

graphical user interface (GUI) that will allow others to use

the method with options for manual intervention to

improve results. For example, before fitting the user will be

able to remove big outliers, define knots (i.e. window

edges) differently in each component and modify the

automatically determined smoothing parameter within the

window and for each component separately. (For avail-

ability of GUI, please contact the corresponding author).

Most results in this study are obtained relying on the

Delta F check. Continuous and accurate scalar observations

are essential to obtain correct scalar F at the reference site

to obtain reliable Delta F. Due to increased scattering or

absolute inaccuracy in many cases, the proposed method

estimates scalar baselines as a piecewise constant functions

that do not fit observations. Examples similar to one shown

in Fig. 2 (results obtained with the proposed method) can

be also found on INTERMAGNET DVDs 2009–2011.

Thus, the best observatory practice would be to set scalar

baseline to zero, i.e. to perform continuous scalar mea-

surement at the reference site (except during manual DI-

flux observations). Alternatively, the gradiometer differ-

ence between the scalar and reference site, which is

required for processing of the DI-flux observations and

obtaining accurate scalar observations, should be regularly

updated after each absolute DI-flux observation.

We have demonstrated that most of INTERMAGNET

observatories should be able to distribute definitive data

relatively soon after acquiring recent absolute measure-

ments. Availability of the best available data, i.e. D data,

within less than a year will be highly appreciated from the

side of the observatory data users. With weekly absolute

observations, most observatories should be able to produce

their definitive data more continuously with a delay

between 2 and 3 months. Increasing the number of obser-

vations, or shortening the window size, could significantly

shorten this delay. In addition, with the proposed technique
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maximal discrepancies between D and QD data (which can

be available within a few days/weeks) rarely exceed

0.3 nT.

The fact that in many cases the new method gives good

results without human intervention paves the way towards

automating the whole data processing chain, and towards

fully automated observatories when automated absolute

instruments become supplement equipment or the only

absolute instrument at remote (unmanned) observatories

(Korte et al. 2009; Mandić et al. 2016). These instruments

will provide information about the absolute values of the

field and variometer base values much more frequently

than today. The increase in the number of automatically

collected observations (let say every 30 min, Gonsette

et al. 2013) will require a routine for baseline fitting and

calibration of variometer data continuously in near-real

time. However, the automatic instruments show a larger

scatter and we have to expect increased number of outliers.

Thus, an automated processing protocol should be robust to

outliers. In future work, we will show that our new method

produces robust and reliable results with data from an

automated absolute instrument producing many absolute

observations per day, so that final definitive data could be

available within a few days from acquisition.
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Friis-Christensen E, Lühr H, Hulot G (2006) Swarm: a constellation

to study the Earth’s magnetic field. Earth Planets Space

58(4):351–358. doi:10.1186/BF03351933

Gonsette A, Rasson J, Marin JL (2013) AUTODIF: automatic

absolute DI measurements. In: Proceedings 15th IAGA Work-

shop on Geomagnetic Observatory Instruments, Data Acquisi-

tion, and Processing, Boletin ROA, No. 03/13, 16–19

Jankowski J, Sucksdorff C (1996) Guide for magnetic measurements

and observatory practice. International Association of Geomag-

netism and Aeronomy, Boulder

Korte M, Mandea M, Linthe HJ, Hemshorn A, Kotzé P, Ricaldi E
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Abstract Seismic events with similar focal mechanisms

and similarity of Green‘s functions exhibit common wave-

form shapes recorded on the same seismic station. The

similarity of seismograms can also be observed in the case

of man-induced seismicity on the continuous excavated area.

In this work, we focused on strong and potential mining-

induced seismic doublets, our study was using concepts of

signal analysis, using an in-mine network with quite low

dynamic range. Since in such case records for strong events

are usually affected by clipping, signal analysis were per-

formed with both raw signal cross-correlation (CC) and

binary signal cross-correlation (BCC). We found that for

events which fulfilled the established criteria, waveform

similarities are significantly higher than for other possible

doublets. Using BCC and CC approaches, we noticed crucial

influences of double couple nodal planes’ as well as P and T

axis orientations on waveform similarities although the focal

mechanisms were characterized by very high non-double

couple components. Finally analysis confirmed that human

activity represented by mining is able to produce strong

(M[ 3) repeating mining tremors.

Keywords Mining induced seismology � Seismic

doublets � Seismic signal

Introduction

The seismic signal recorded on a seismological network

contains a lot of information needed to understand source

physics. Of greatest importance are seismic phases used to

solve for hypocenter location, focal mechanism or velocity

model. Even a simple view of seismograms can provide some

advanced analysis. One of the most interesting signal based

studies are those dealing with repeated earthquakes with

common shapes of recordings and clustered on particular

areas. Doublets or more wider multiplets of events are often

observed on active tectonic zones (e.g., Kagan and Jackson

1999), low-seismicity and volcanic areas (e.g., Gregersen

et al. 2007; Quintanar et al. 2004) or human induced seis-

micity (e.g., Gibowicz 2006; Wehling-Benatelli et al. 2013)

and provide a possibility to improve seismological analysis.

Some conditions have to be fulfilled for multiplets in a sense

of waveform similarities (Geller and Mueller 1980): two

events should have almost the same location, with separation

less than one quarter of the shortest wavelength (k/4—crite-

rion) also both source mechanisms and source time functions

(STF) should be very similar. Such conditions might have a

direct physical interpretation and the most popular is that

similar earthquakes occurred on the same part of fault by re-

rupturing of the same asperity at a different time. This simple

concept provides a lot of possibilities to improve seismo-

logical studies, from the new events’ location procedures up

to new conceptual source models (e.g., Poupinet et al. 1984;

Got et al. 1994; Waldhauser and Ellsworth 2000;

Anooshehpoor and Brune 2001; Schaff and Waldhauser
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2005; Baisch et al. 2008; Rudziński and Dębski 2011;

Spottiswoode and Milev 1998; Godano et al. 2015).

In contrast to natural earthquakes, the mining induced

events never occur without human activity which produces

fast changes of stress distribution within rocks close to

excavation panels (Gibowicz and Lasocki 2001). Even

though dynamic response of the rock to industrial activity

can change the velocity model, typical pattern of similar

earthquakes might be observed in different induced envi-

ronments (Evans et al. 2005). Due to clustering of the

induced seismicity, waveform similarities might be treated

as a good indicator of processes responsible for rock failure.

It is well known that mining-induced seismicity tends to

cluster in space and time (Gibowicz and Lasocki 2001).

Clustering can be also observed when one is dealing with

moment tensors (MT) for a number of close-spaced induced

tremors in hard coal mining (Cesca et al. 2013; Sen et al.

2013). Analysis of similar tremors (Wehling-Benatelli et al.

2013) also showed that it might be a useful tool to indicate

different types of failures caused by coal seam exploitation.

Multiplets and doublets of seismic events are also not

exceptional in Polish copper mines. Based on catalogues

studies, Gibowicz (2006) developed essential criteria char-

acterizing multiplets in this particular area. Hypocenters of

two events are separated by no more than 200 m, the dif-

ference in origin time is not longer than 20 days, and the

difference in moment magnitude is not larger than 0.15. The

study found that in the Rudna mine—one of the analyzed

copper mines, 11 doublets, 4 triplets and 1 quadruplet were

recorded in 2004 on different mining panels (Gibowicz

2006). In 2010, Rudna mine started excavation on the new

mining panel no. XX/1 (Fig. 1). The panel was not affected

by previous work. During excavation eight strong induced

events with M[ 3 occurred and gave a possibility to pro-

vide an analysis of possible doublets among strong mining

tremors. Directly following Gibowicz’s criteria, we found

and studied possible seismic multiplets using waveforms

analysis of records from in-mine network. Even though the

network is dense enough to locate sources with epicentral

errors less than 100 m, the low dynamic range influences

seismograms by clipping. This is a factor which must be

considered during signal analysis. In this paper, we try to

deal with this problem and finally we summarize results

obtained in this case study. Our investigation redefines the

criteria for multiplets for clustered events occurring in Polish

copper mines.

Site and data description

The Rudna mine is a deep copper mine belongs to the

Legnica Głogów Copper District located on southwest

Poland. Seismicity in the mine is quite strong with more

than 1000 events with M[ 1.5 recorded every year. An ore

level is located at the depth from 900 to 1200 m and a

copper is, at the same time, excavated from more than five

mining panels. The XX/1 was excavated between 2010 and

2012. The productive level of panel XX/1 of Rudna mine is

located at the depth of about 1100 m and is overlain by

some 60–92 m thick dolomite layer followed upwards by

rigid anhydrite strata of around 160 m thickness. Below the

deposit is a layer of hard Rotliegendes sandstones of about

300 m thickness. Ore is extracted by means of a room-and-

pillar exploitation system. From 2010 to 2012, the XX/1

mining panel in the Rudna copper mine was struck with

several strong seismic events (Orlecka-Sikora et al. 2014).

Based on Gibowicz (2006) criteria, we decided to select

eight events (Table 1; Fig. 2) for further analysis of pos-

sible doublets existence. Our work was facilitated by the

mining catalogue obtained from records of the under-

ground seismic network operated in the Rudna mine. The

initial events location provided by mining geophysical

surveys were corrected using the location procedure

worked with probabilistic inverse approaches, the algo-

rithm already tested in the Rudna mine (Rudziński and

Dębski 2011). The final hypocentres location with errors

for particular coordinates are included in Table 1. While

epicentre coordinates are estimate with high precision,

accuracy in depth is much lower. Anyway we believe that

all events have a similar origin (mining induced) and

occurred on the similar depth.

The seismicity in the Rudna mine is continuously

monitored by a local seismic network (Fig. 1). The net-

work belongs to the mine and consists of 32 short-period

Fig. 1 The map of the Rudna mine seismic network (triangles) and

the mining panel XX/1. Waveforms overlaying is shown for black

fulfilled station (more details in text)
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vertical seismometers Willmore MK-III. Even though the

number of stations and 500 Hz sampling rate give an

opportunity to locate hypocenters within an accuracy of

about 50 m in epicentral distance and 150–200 m in depth

(Rudziński and Dębski 2011), less than 70 dB dynamic

ranges can cause clipping of seismic signals. This condition

is especially obstructive when a very strong event is

considered.

For selected events from Table 1, two source parame-

ters, namely moment magnitude Mw and source radius,

have been determined using spectra of P and S waves using

the relationship between spectral and Brune’s source

parameters. All estimations were performed using the

formalism of Andrews (1986), Brune (1970, 1971) and

Wyss and Brune (1968), described by Gibowicz and Kijko

(1994) and Niewiadomski (1997). According to those for-

malisms, moment magnitude is obtained with seismic

moment which is directly related to the low frequency level

of the far field displacement spectrum:

M0 ¼ 4pqc3RX0

FcRcSc

ð1Þ

q—density of the source area, c—P or S wave velocity

in source, R—source-receiver distance, X0—spectral level,

Rc—free surface correction, Sc—site correction, Fc—P or S

wave coefficient.

Source radius r0 was estimated using Madariaga’s

(1976) circular fault model; in such formalism (Brune

1970), the source radius is inversely proportional to the

corner frequency fc of P or S wave:

r0 ¼ Kcb0

2pfc
ð2Þ

where Kc is a constant depending on source model and b0 is

S-wave velocity in the source region. The relevant parts of

seismograms of P and S waves were selected manually, and

then transformed by Fast Fourier Transformation (FFT).

The resulting amplitude spectra were corrected for atten-

uation effects with Q = 400 and 200, respectively, for P

and S waves. For further calculations we set velocities of P

and S waves in source at Vp = 5900 m/s and

Vs = 3400 m/s. The station number used for analysis differ

from 15 to 25 in case of P-wave and from 4 to 10 stations in

case of S-wave according to the unclipped recordings.

The source radii R of the studied events were between

160 and 208 m (Table 1), which corresponds to the corner

frequency from 1.5 up to 3.5 Hz. The source size estimates

are not exceptional when compared with the average event

source radius of the events from Rudna mine, which was

mainly about 200 m (Lizurek and Wiejacz 2011).

In next step for selected events a focal mechanisms were

calculated using the full moment tensor (MT) inversion in

time domain. Calculations of the full MT from the records

of the underground network of the mine were performed

with the use of FOCI software (Kwiatek et al. 2016). The

input parameters are the amplitude and polarity informa-

tion on the first P-wave displacement pulses. According to

Fitch et al. (1980), De Natale et al. (1987) and Aki and

Table 1 The list of strong

seismic events selected as

possible doublets

Event X DX Y DY Z (m) DZ Mw R

Ev1:26.06.2010 5711101 50 5578981 55 -930 240 3.5 206

Ev2:13.11.2010 5711112 50 5578965 50 -975 220 3.3 181

Ev3:18.12.2010 5711151 50 5578798 50 -827 235 3.4 167

Ev4:20.01.2011 5711071 55 5578987 50 -897 260 3.1 192

Ev5:20.01.2011 5711197 55 5578811 50 -827 235 3.5 206

Ev6:08.06.2011 5710981 45 5578844 45 -941 260 3.5 160

Ev7:05.10.2011 5710911 55 5578682 55 -949 290 3.3 188

Ev8:11.03.2012 5710866 60 5578701 55 -882 300 3.4 208

X and Y are local coordinates in Cartesian system, Z is a source depth in meters, DX, DY, DZ are location

errors in meters. Mw is a moment magnitude while R is a foci radius

Fig. 2 The map of proposed seismic doublets and its full MT

solutions
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Richards (2002), the recorded displacement for the P-wave

phase is:

UP x; tð Þ ¼
c � M

�
t � r

a

� �
� c

4pqa3r
l ð3Þ

where q is the average medium density, r is the source-

receiver distance, a is the average velocity of the P wave,

M is the seismic moment tensor, l is the P wave direction at

the receiver, and c is the P-wave direction at the source.

The source time function (STF) was based on the Has-

kell’s source model (Haskell 1953):

_s ¼ 1=T; 0\t\T

0; elswhere
ð4Þ

where T is the rupture time.

The MT is obtained by solution of a set of N equations of

type (3). The deviatoric, pure shear and full MTs (Table 2)

were calculated using the L2 norm as a measure of the misfit

(Wiejacz 1992; Awad and Kwiatek 2005). The recorded first

arrivals may be of different types: direct P waves or refracted

waves from the overlying anhydrite layer or the thick strata of

sandstone underlying the ore deposit. This is caused by the

geological situation. The layers are almost flat, the dip of the

layers being about 4�NE. The ore bearing strata are a dolomite

layer of 60–90 m thickness. Above the ore bearing strata,

there exists the evaporate series mainly composed of the

anhydrite of 160 m thickness, and below the ore bearing strata

there is a sandstone layer of about 300 m thickness.

Doublets analysis

In Fig. 2, all doublets are shown with its full MT solutions

while Figs. 3, 4, 5 and 6 shows the corresponding fault plane

solutions, i.e., the double-couple (DC) contribution (see

Table 2). Based on the results of the moment tensor inver-

sion, four doublets are proposed (Figs. 2, 3, 4, 5 and 6).

Figures 3, 4, 5 and 6 show the following pairs, Ev2–Ev4,

Ev3–Ev5 and Ev7–Ev8 exhibit significant similarities in

nodal planes distributions and Ev1–Ev6 with similar MT

solutions. The full MTs (Fig. 2; Table 2) for Ev1–Ev6, is

characterized by almost the same decomposition and the

smallest DC component among four events pairs. This

observation is not an extraordinary feature, since the non-

double-couple (non-DC) events are quite often observed in

induced seismicity (Gibowicz 2009, Rudziński et al. 2016).

Comparison between Figs. 6 and 2 show that although the

MTs of events 1 and 6 are very similar, the corresponding

DC solutions are very different.

Both the hypocenter location (inter-event distances) and

other source parameters (Tables 1, 2 and 3) support our

choice of possible doublets. Final inspections suggest the

following four doublets:

– Ev1 and Ev6,

– Ev2 and Ev4,

– Ev3 and Ev5,

– Ev7 and Ev8.

These pairs fulfilled criteria developed by Gibowicz

(2006).

Since the highest dominant frequency for P wave is 3.5 Hz

and based on local average velocity model the P wave velocity

is 5.5 km/s, the shortest distance satisfying the k/4 criterion

should be less than about 390 m. Note that all inter-event

distances fit into these limits (Table 3). The last parameter

characterizing seismic doublets in the Rudna mine is inter-

event time. Since this parameter is very difficult to set up, in

the previous studies has been selected arbitrarily as 20 days. In

this work, we assumed that it is significantly less important

than the distance criterion. Our selected doublets are charac-

terized with following time differences: Ev2–Ev4: 28 days,

Ev3–Ev5: 33 days, Ev7–Ev8: 127 days and Ev1–Ev6:

347 days. Even the shortest time distance exceeded 20 days

criterion.

Table 2 The full MT solutions, scalar seismic moment and corresponding moment magnitude Mw for the selected seismic events

Event Focal mechanism solution full moment tensor

ISO (%) CLVD(%) DC (%) Nodal plane A

(strike/dip/slip)

Nodal plane B

(strike/dip/slip)

Scalar seismic

moment (Nm)

Mw

Ev:1 28 55.3 16.7 84/50/90 265/40/91 1.81 � 1014 3.5

Ev:2 24 61.5 14.5 127/85/-80 246/11/-151 9.2 � 1013 3.2

Ev:3 30.9 32.3 36.8 185/53/68 39/43/116 1.59 � 1014 3.5

Ev:4 -30.4 -46.0 23.6 304/67/-82 105/24/-107 5.50 � 1013 3.1

Ev:5 26.6 29.4 43.9 180/56/68 36/40/119 1.8 � 1014 3.5

Ev:6 24 47.5 28.5 164/47/84 353/43/96 2.13 � 1014 3.5

Ev:7 7.7 54.8 37.5 124/87/93 259/4/45 9.35 � 1013 3.3

Ev:8 -18.4 -20.8 60.8 314/68/-77 104/26/-118 1.30 � 1014 3.4

Parts of the full MT: ISO isotropic, CLVD, DC
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Fig. 3 Doublet Ev2–Ev4. DC solutions (left) and seismograms overlapping recorded on the same station

Fig. 4 Doublet Ev3–Ev5. DC solutions (left) and seismograms overlapping recorded on the same station

Fig. 5 Doublet Ev7–Ev8. DC solutions (left) and seismograms overlapping recorded on the same station
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Two groups of doublets can be now considered. The first

one consists of three pairs: Ev2–Ev4, Ev3–Ev5 and Ev7–

Ev8. The second one contains just Ev1–Ev6 doublet. For

selected doublets, we propose the following seismic signals

analysis. On the first step let us choose one the most ade-

quate seismic station and roughly compare the seismo-

grams obtained for two events from each pair. The selected

sensor should be far enough from clusters centroid to avoid

some recordings problems especially seismograms clipping

in S-wave coda. To show how the waveforms overlap each

other, we used a station located about 6 km away from the

XX/1 mining panel (black triangle in Fig. 1). The results

are gathered in Figs. 3, 4 and 5 (first group) and in Fig. 6

for the last pair.

The first group of events exhibits very interesting fea-

tures in both focal mechanisms and waveform similarities.

It should also be noted that the rough line connecting two

events forming doublet, corresponds to directions of

dominant discontinuities in the mining panel (Mining

Geophysical Survey personal information 2015). This

observation suggests that for this group the DC-part rupture

on pre-existing discontinuities. The most important con-

clusion is that waveforms for doublets observed in this

group are almost identical, even though tremors have,

among pairs, other magnitude ranges.

Some other conclusions follow from Fig. 6. The pair

Ev1–Ev6 in comparison with the previous doublets has

different fault plane orientation and the waveforms not

overlap each other. On the other hand, the complete MT

results plotted on a lower hemisphere are identical between

Ev1 and Ev6 (Fig. 2). Moreover, based on miners obser-

vations, the line between these two events does not cor-

respond to any existing geological discontinuity. These two

features are very interesting, when we take into account

almost the same MT decomposition and suggest that the

focal mechanisms for both events are rather connected with

pillar destruction without contribution dealing with pre-

existing lines of weakens, what is not exceptional at the

Rudna mine (Lizurek and Wiejacz 2011). One can make a

statement that Ev1–Ev6 should not be treated as a doublet.

It is worth to calculate the parameter g which measures

the degree of fault rupture overlapping (Kagan and Jackson

1999),

g ¼ L1 þ L2

2D
ð5Þ

where L represents the rupture length, considered as double

source radii R while D is a distance between events

hypocenters. The value of g larger than 1.0 suggests that

the rupture zones overlap. Table 4 includes g for all ana-

lyzed pairs. All doublets, including Ev1–Ev6, have g larger

than 1 strongly suggesting overlapping of its rupture zones.

For the first group g coefficients, however, are more than

four times greater that for pair Ev1–Ev6. Let us also note

that if we consider the distances including the higher

location errors in epicentral coordinates, only pair Ev1–

Ev6 has a g less than 1.

The previous part was mostly based on visual inspection

of seismic signals. Now, we are going to investigate

waveforms similarities using signal analysis. This approach

has many advantages, nevertheless very serious problem,

namely signal clipping (Fig. 7) caused by network low

Fig. 6 Doublet Ev1–Ev6. DC solutions (left) and seismograms overlapping recorded on the same station

Table 3 Doublets selection

based on distances between

hypocenter locations DD and

differences in moment

magnitude DMw

Doublet DD DMw

Ev1–Ev6 193 m 0

Ev2–Ev4 80 m 0.1

Ev3–Ev5 48 m 0.1

Ev7–Ev8 83 m 0.1
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dynamic range is a factor influencing our investigation. To

minimize this issue, we used not only normalized signal

cross-correlation C(s) (CC) (e.g., Schaff and Waldhauser

2005 and references therein):

CðsÞ ¼ 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN�1

n¼0 X2ðtnÞ
PN�1

n¼0 Y2ðtnÞ
q

XN�1

n¼0

XðtnÞYðtn þ sÞ

ð6Þ

where X and Y are two discrete time series of length N and

s denotes the time lag but also binary cross-correlation

(BCC) and frequency cross-correlation (FCC) both elimi-

nate saturation effects. Analysis was done with seismic

traces for all possible doublets—stations pairs. During

analysis with CC method, to avoid signal clipping prob-

lems, correlation measurements were made just for 5 s

windows lengths, 1 s before and 4 s after first arrivals.

Next maximal values of correlation coefficients were used

for further study.

The resulting CC coefficients were gathered into two

types of figures. The first one includes histograms, which

show a number of stations versus coefficient intervals. The

second one describes spatial distributions of waveform

similarities in the form of the map, where correlation

coefficient intervals are sketched for each station. An

overview of the normalized cross-correlation results are

given in Figs. 8, 9, 10 and 11. Further all possible event

pairs (28 cases without coefficients for pairs consist of the

same event) were investigated toward average CC values.

The values range between 0.3 and 0.8. Only pairs Ev2–

Ev4, Ev3–Ev5, among all studied pairs were characterized

by average CC equal or exceeding 0.6. In Fig. 12 (left),

average CC coefficients are presented for all events.

As in the previous analysis, different doublets are

characterized by different CC features. The pair Ev2–Ev4

exhibits not only high signal overlapping in selected

channel but has also the highest average CC. The next two

pairs, Ev3–Ev5 and Ev7–Ev8, have average CC[ 0.6,

even though for doublet Ev7–Ev8 eight records have very

small CC—below 0.2. On the other hand some stations for

the pairs Ev7–Ev8 and Ev2–Ev4 reached CC values above

0.9 while for Ev3–Ev5 most signals have an CC 0.7. Let us

note that northeastern stations exhibit smaller CC, espe-

cially in case of Ev1–Ev6; we expect that it can be, at least

partially, caused by some random environmental and cul-

tural seismic noise background. In some way, differences

in background noises can be explained by a very large

mining waste neutralization repository. The facility is

located in the eastern part of the Rudna’s area (see Fig. 1).

The Ev1–Ev6 pair is characterized by the lowest average

CC, although the high similarity of the full MT solution

with dominance of compensated linear vector dipole

(CLVD) term and almost identical T-axis orientation. The

main difference which can influence the signal CC is the

nodal plane and P-axis orientation whose strike differ by

about 90� in this case. These features of the rupture ori-

entations were crucial for seismic wave radiation pattern of

those events, which were obviously different according to

the results of average CC of the studied signals. Since there

is not a sufficient similarity in waveforms, the pair Ev1–

Ev6 is not a doublet.

For CC analysis we used just 5 s signals and for pair

Ev7–Ev8 there is not direct evidence that obtained CC

values denoted a doublet, we decided to support our double

hypothesis by eliminating clipping effects. The technique is

based on BCC methodology and in comparison with CC

method uses the whole available signal data. This part of

the data analysis consists of four steps concerning signals:

– Mean and trend removal,

– Ambient noise elimination by normalizing all ampli-

tudes larger than a fixed value to zero,

– Median filtering

– Signal binarization using one-bit normalization

method.

Figure 13 shows a raw seismograms (top), seismogram

after signal processing (middle) and binary signal one-bit

Table 4 The parameter g which measures degree of fault rupture

overlapping

Doublet L1 ? L2 D g

Ev1–Ev6 732 193 1.89

Ev2–Ev4 746 80 4.66

Ev3–Ev5 746 48 7.77

Ev7–Ev8 792 83 4.77

Fig. 7 Example of clipped signal recorded on selected seismic

station
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normalization (bottom) (Cupillard et al. 2011) for one

selected event. For all possible events pairs maximal value

of BCC coefficient were calculated for all stations. Results

are collected in Fig. 12 (middle) as an average BCC coef-

ficient. These results strongly support observation obtained

with CC methodology. We noticed that the biggest BCC

average values are connected with the proposed doublets

including Ev7–Ev8 except Ev1–Ev6. Our results suggest

that the BCC approach can be valuable analysis for data

affected by clipping. It will be very important issue in case

of clipped records within seconds after P wave first arrival.

Third method used in our studies was the FCC. In this

method authors calculate correlation between histograms

of frequencies of signals obtained in previous step.

Frequency vector was calculated as 1/(ki�dt), where dt is

sampling rate, and ki is number of following samples

without changing a sign. Histogram was calculated with

step 0.05 Hz. Results are gathered in Fig. 12 (right). The

results obtained with the FCC are more complicated in

comparison with the CC and the BCC solutions. The

similarities for pairs Ev2–Ev4 and Ev7–Ev8 are clearly

visible. On the other hand the pair Ev3–Ev5 has average

coefficient even smaller than pair Ev1–Ev6. Moreover,

there are few more possible pairs like Ev1–Ev7 or Ev1–

Ev8 with quite high coefficients. Nevertheless, when the

results from tree methods are gathered together, we clearly

see that doublets Ev2–Ev4, Ev3–Ev5 and Ev7–Ev8 are

similar in the sense of seismograms similarities.

Fig. 8 Doublet Ev2–Ev4. Cross-correlation coefficients and its spatial distributions. The black square indicates the station with the highest

correlation while white stars are epicenters

Fig. 9 Doublet Ev3–Ev5. Cross-correlation coefficients and its spatial distributions. The black square indicates the station with the highest

correlation while white stars are epicenters
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Discussion and conclusions

Our study shows that an analysis of waveform similarities

can be a robust method to distinguish two similar induced

seismic events occurring on mining area even in case of

data set recorded on network with low dynamic range.

Among all possible combinations of events pairs, just three

doublets exhibit signals analysis features to be treated as

doublets and all of them belong to the first group. Our

expectation is that average similarity threshold should be

above CC[ 0.6. The same conclusions can be derived if

we used BCC/FCC analysis.

Some very interesting features observed within an

analysis of particular doublets should be concluded. Apart

from the most obvious, namely the influence of events

separations and general types of focal mechanisms to

waveform similarities, we can observe very strong influ-

ence coming from nodal planes orientations resulting from

the main stress axes orientation. It is especially interesting

since the non-DC part of the full MT solutions within the

studied pairs was not influencing the result of average

BCC/CC/FCC analysis as much as the nodal plane orien-

tations differences. This observation suggests that non-DC

parts in the full MT could be contaminated by noise but on

Fig. 10 Doublet Ev7–Ev8. Cross-correlation coefficients and its spatial distributions. The black square indicates the station with the highest

correlation while white stars are epicenters

Fig. 11 Doublet Ev1–Ev6. Cross-correlation coefficients and its spatial distributions. The black square indicates the station with the highest

correlation while white stars are epicenters
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the other hand the thorough study provided by Orlecka-

Sikora et al. (2014) states that source mechanisms occurred

on the panel XX/1 are better explained by the full MT

(tensile source mechanism) and extended source rather

than DC part of point source full MT. Let us note that the

difference in strike of the nodal plane was crucial. From

four pairs taken under investigation, the only pair with low

average BCC/CC/FCC was the one with significantly dif-

ferent nodal plane strikes. Knowing that, we calculate a

radiation patterns for all pairs caused by slip on fault. We

followed with method described by Kwiatek and Ben-Zion

(2013) and in Fig. 14 we present the radiation patterns for

Ev1 and Ev6. The pair has small CC, especially on

northeastern part of the network (Fig. 11). It can be noticed

that the radiation pattern can be another feature responsible

for that. The inter event time is a less influencing factor.

Even though the doublet with the highest CC occurred

within just 28 days, next two doublets have time differ-

ences up to 127 days and measured CC higher than 0.6. We

can conclude that the P and T axis orientation and, there-

fore, the nodal planes of DC solution of the full MT plays

the most significant role in the similarity analysis. The

Fig. 12 Graphical comparison of averaged correlation coefficients using all three methods

Fig. 13 Seismic signal binarization. Top—raw seismogram, middle—seismogram after first three steps of analysis (see for details in text),

bottom—binary signal
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more similar nodal planes and P, T axis orientations the

more similarity in waveforms we observed. Since the most

similar pairs have nodal planes in accord with the main

discontinuities in the mining panel, they probably followed

the same rupture. This may be an important indicator of the

rupture properties within the rocks in the particular mining

environment.

The last but not least is that the BCC and FCC signal

analysis work very well with clipped seismograms

although the results obtained with the BCC much better

support proposed doublets. The method should be espe-

cially valuable when clipping affects the whole record and

CC with raw signal is hardly useful for studies. Results

presented here could be treated as a first step to provide

automated signals analysis to identify similar events on

mining environments.
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Abstract The time reversal method has become a standard

technique for the location of seismic sources. It has been

used both for acoustic and elastic numerical modelling and

for 2D and 3D propagation models. Although there are

many studies concerning its application to point sources,

little so far has been done to generalise the time reversal

method to the study of sequences of seismic events. The

need to describe such processes better motivates the anal-

ysis presented in this paper. The synthetic time reversal

imaging experiments presented in this work were con-

ducted for sources with the same origin time as well as for

the sources with a slight delay in origin time. For efficient

visualisation of the seismic wave propagation and inter-

ference, a new coefficient—peak average power ratio—

was introduced. The paper also presents a comparison of

visualisation based on the proposed coefficient against a

commonly used visualisation based on a maximum value.

Keywords Time reversal � Seismic wave modelling �
Source location

Introduction

Measurement of seismic emissions related to natural or

human activity is an important tool in the recognition of

internal structures and the dynamic behaviour of rock mass.

The energy, source location and focal mechanism of such

emissions are analysed. The seismic source determines

how seismic energy radiates through the rock mass,

meaning it has a crucial role in the analysis of kinematic

and dynamic changes in a given area.

One of the key parameters used in an analysis of these

changes is the location of emission sources.

In mining practice, source location is performed sepa-

rately for each event, independently of other recorded

events. Another method is the relative location method, for

which the location of the source is determined relative to

the location of adjacent sources. There are several variants

of this method (see, e.g., Waldhauser and Ellsworth 2000;

Rudzinski and Debski 2012; Douglas 1967). In oint event

location, events are relocated according to the location of

the so-called ‘‘master event’’ (Douglas 1967). Relative

location methods usually improve the accuracy of source

location; however, they are strongly influenced by data

quality, similarly to non-relative methods of location

(Rudzinski and Debski 2011; Debski and Klejment 2016).

The crucial factors are determination errors of the afore-

mentioned parameters, like P or S wave onsets.

The superimposing of two or more events in a seismic

records, together with the signal-to-noise ratio of the data

and the velocity model, are considered as the most

important factors that hamper not only event location, but

also analysis of its source mechanism and energy estima-

tion. The coda component of the first event usually has

larger amplitudes than the P wave of the second wave.

Thus, the evaluation of the second events’ parameters that
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are needed for location is difficult or even impossible.

Superposition of seismic events can happen for high

energy-induced seismic emissions recorded in underground

mines. Smaller, secondary events are recorded after the

high energy event, and frequently overlap the main

waveform. In such cases, it is only possible to locate the

first event and the total energy of the group of events.

A promising solution in such cases could be utilisation

of the whole waveform recorded by all the sensors (even

for superimposed events) for source location. The time

reversal imaging (TRI) technique utilises the fact that the

wave equation is reversible in time, meaning that it does

not change form when the time direction is reversed, for

example t ? -t. This gives rise to the assumption that the

observed wave propagation is symmetrical in time when

energy dissipation is ignored. Positive orientation of the

time axis allows the observation of the emission of waves

from sources located beneath the surface and propagation

toward sensors located on the surface. For negative time

direction, the time-reversed recorded signals are the sour-

ces of energy in sensors’ positions and back propagate

through the rock mass to their sources. The energy is then

focused at the point where the source is located. Similarly,

for superimposed events from a few sources, time-reversed

propagation from sensors focuses at the individual sources.

The quality of the focusing depends largely on the

knowledge of the velocity structure of the geological media

where the wave propagates.

The idea of TRI was proposed in the 1960s by Parvu-

lescu and Clay (1965) for submarine communication.

These ideas were then further expanded by Fink (Fink et al.

1989; Fink 1992, 1997), who made TRI better known. The

development of theoretical aspects of the method and its

application in non-destructive testing were continued by

Anderson et al. (2009a, b) and Saenger et al. (2011). The

TRI technique in seismology has been used in source

location and identification of source mechanisms (Gajew-

ski and Tessmer 2005; Larmat et al. 2006, 2010; Kawa-

katsu and Montagner 2008; Steiner and Saenger 2010;

Artman et al. 2010; Debski 2015). In seismic exploration

the TRI technique has been applied to wave field migration

(Baysal et al. 1983; McMechan 1983; Tarantola 1988;

Fichtner et al. 2006) and structure imaging in complex

geological conditions like salt domes (Willis et al. 2006).

Most of these projects exploited TRI for an assumed single

point source location. TRI methods have also been suc-

cessfully applied to the location of multiple simultaneous

sources (Saenger et al. 2011). However, according to pre-

vious results, exploration of the potential of TRI to detect

the details of finite rupture processes does not provide

encouraging results (Blomgren et al. 2002; Kremers et al.

2011). The main problem is caused by the limits of the

source size that could be reconstructed (Anderson et al.

2011).

In the present paper, we discuss the possibilities of using

TRI in the location of sequences of seismic events using

the new imaging coefficient: peak average power ratio. The

former definition of this parameter is presented in

‘‘Quantitative assessment of focusing for multiple source

point simulations with the same excitation time’’. We use

synthetic seismic data generated in stratified two-dimen-

sional geological media. The modelled sequences consist

of several events with the same origin time and with rel-

atively small delays between them. In this work, a com-

parison between the location of seismic sources and a

visualisation based on the proposed parameter and maxi-

mum absolute value is also presented.

The paper is organised as follows: In the second section,

the methodology used for location of sequences of seismic

events together with a description of the PAPR imaging

parameters is presented. Subsequently, we present syn-

thetic tests of the proposed imaging technique. Numerical

modelling was performed for different source distribution

and different temporal source emission. The first example

simulated random distribution of seismic events. The sec-

ond example simulated a deterministic case: a rupture

process with sources laid out perpendicular to the receiver

array and with a slight time lag between subsequent source

emissions.

Outline of the methodology

For our TRI of the sequence of seismic events, we employ

a finite difference algorithm to model wave propagation in

2D acoustic media. The location of source coordinates was

performed in three steps based on the PARP coefficient

value. In the first step, the synthetic seismograms for the

given geological model and the exact locations of the

source points and receivers were computed. In the second

step of the computational algorithm, the full synthetic

seismograms were reversed in time in order to perform the

role of source functions. These seismograms were used in

the backward propagation of the seismic wave that was the

third stage of the TRI rupture process imaging experiment.

The backward propagation was performed iteratively and

at each time step of the propagation algorithm the value of

the PARP coefficient was updated and stored.

Forward simulation

The goal of the forward simulation in our case was to

create a synthetic dataset for acoustic emissions in the

given geological model. Synthetic seismograms were
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computed for constant density using a two-dimensional

acoustic wave field equation described by

o2P

ot2
¼ j

1

q
o2

ox2
þ o2

oz2

� �
Pþr � f

� �
; ð1Þ

where P(x, z) is the pressure field, f denotes body force,

q = q(x, z) denotes density of the medium and j = j(x,
y) is the bulk modulus.

The acoustic wave field equation was transformed to a

system of first-order hyperbolic linear equations (Virieux

1986).

The equation was solved numerically using a staggered-

grid, finite difference method that is stable for all values of

Poisson’s ratio and characterised by relatively small grid

dispersion and grid anisotropy (Levander 1988). In this

work, second order temporal and fourth order spatial

operators under Cartesian coordinates were used.

For semi-infinite space modelling, free surface boundary

conditions at z = 0 were applied. The other boundaries at

the grid periphery were coded to satisfy the wave absorbing

conditions (Cerjan et al. 1985). The source wavelet in the

forward modelling was estimated with the Ricker wavelet,

the second derivative of a Gaussian. We restricted mod-

elling to non-dissipative media for simplicity.

Source location reverse modelling

The backward propagation of the seismic wave presented

in this work is based on the same acoustic numerical

modelling in two-dimensional space as the forward mod-

elling. In contrast to standard seismic wave modelling,

which uses seismic explosions as the initial boundary

condition, time-reversed recordings are used in the back-

ward propagation as the sources of seismic waves. A

modelling scheme the same as the modelling scheme used

in the first stage of computation is used to propagate the

wave field backward into the assumed model. Assuming

that the receiver configuration is sufficiently dense and

regular, the time-reversed wave field will focus in space

and time in the computational node corresponding to the

coordinates of the source point. The focusing point should

be noticeable as an area of abnormal values by visualisa-

tion of the seismic field obtained during backpropagation

of the inversed seismograms.

The imaging parameters: peak average power ratio

coefficient and the maximum value

The time reversal imaging methods that have so far been

carried out are mostly based on the maximum value of a

given parameter. The following were tested as imaging

parameters: maximum horizontal and vertical displacement

components (Hu and McMechan 1988; Steiner and Saenger

2012; Saenger 2011), maximum particle velocity (Steiner

et al. 2008), strain components (Blomgren et al. 2002),

maximum amplitude of pressure value (Gajewski and

Tessmer 2005), stress components’ energy density (Ga-

jewski and Tessmer 2005; Saenger 2011), maximum P- and

S wave energy density, maximum energy density, and

Fig. 1 Computational model (a), assumed source function (b), and
synthetic seismograms (c). Seismograms (c) were computed as a

result of forward simulation of the seismic signals (b) propagated

from sources (#1–#5) located in the bottom layer of the computational

model (a) to the assumed receivers network (triangles #1–#7) located

in the upper layer
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maximum stress components (Saenger 2011). With regard

to the acoustic wave field modelling, the maximum abso-

lute pressure value (MAPV) applied as an imaging condi-

tion appears to be a good indicator of the point source

location (Eq. 2).

MAPV xð Þ ¼ max
t2T

Pðx; tÞj j: ð2Þ

However, TRI using maximum pressure value can be

problematic in the reconstruction in the seismic events that

are not separated in time or space (Anderson et al. 2011).

The application of the PAPR coefficient is proposed in

this paper to improve the spatial focus focal of seismic

event detection.

The value of the PAPR coefficient can be computed

from Eq. 3:

PAPR xð Þ ¼ P2
max xð Þ

P2
total xð Þ=T ; P2

total xð Þ ¼
XT
t¼1

P2 x; tð Þ; ð3Þ

where Pmax
2 is the maximum energy of the signal recorded

in the given computational node, Ptotal
2 is the total energy in

the given node, P(x,t) is the pressure value in each com-

putational node, t is time index, and T is the number of

computational time steps of the backward propagation of

the seismic wave algorithm.

For both imaging conditions, the enormous values

computed in the given computational node corresponding

to the source point location are maintained during the

whole process of backward wave propagations. Although

both imaging parameters are calculated in much the same

manner, the TRI with PAPR coefficient shows a higher

spatial resolution that can improve the location of seismic

event sequences.

Numerical case study

Synthetic multiple source point simulations

with the same emission time

The results presented in this paper were obtained for an

inhomogeneous, layered model. We assume that the P

wave velocity increases from 3500 m/s in the first layer,

through 4200 m/s in the second, up to 4500 m/s in the third

layer (Fig. 1a). For the numerical tests, the five sources

with coordinates summarised in Table 1 and the same

excitation time t = 0 were used. The location of the

sources is also depicted in Fig. 1a. The Ricker signal was

used as a source function in the forward modelling (see

Fig. 1b). The coordinates of the receivers are summarised

in Table 2.

The receiver network reflects the locations and distances

of surface seismic networks that are typical in Polish

copper mines. Synthetic seismograms from these receivers

computed in the forward simulation stage are presented in

Fig. 1c.

The length of the source function is much shorter than

the thickness of the geological layers in the assumed

medium. As a result, the evaluated seismograms are mainly

composed of isolated Ricker signals and interference

between particular components is usually low (or medium

for seismogram #4). The highest amplitude components are

direct waves and the waves reflected from the surface. The

secondary waves are almost invisible in the seismograms.

Pressure changes and the PAPR ratio were computed for

every node of the computational grid during the second

stage of modelling when the time-reversed seismograms

from Fig. 1c were used as source functions.

Table 1 Coordinates of the

source points assumed in

numerical modelling

No. x (m) z (m) f (Hz)

#1 600 1500 140

#2 900 1530 170

#3 1200 1420 130

#4 1400 1600 143

#5 1800 1500 147

Table 2 Coordinates of recei-

vers used in numerical

simulations

No. x (m) z (m)

#1 300 300

#2 600 250

#3 900 200

#4 1250 200

#5 1600 100

#6 1900 150

#7 2200 300

Fig. 2 Location of the analysis region (white rectangle) and the

whole computational model
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Quantitative assessment of focusing for multiple

source point simulations with the same excitation

time

The analysis presented in the paper was limited to the area

in the vicinity of seismic sources where we expected the

focusing effect of the seismic waves. The location of the

study area superimposed on the entire computational model

is presented in Fig. 2.

The pressure, the PAPR ratio and MAPV changes in

time obtained during backward propagation of the seismic

wave are presented in Fig. 3a–c, respectively. Plots were

prepared for the computational nodes corresponding to the

assumed source point location #1 (left column) and for one

computational node placed in a source free point (plot #6).

The location of the computational nodes used in visuali-

sation is also shown in Fig. 2.

For all types of plots, it is easy to indicate the moment

of concentration of the energy at the source point (plot

#1, left column in Fig. 3). For the seismic signal plotted

for computational node placed outside the source point

there are no such significant change (plot #6, right column

in Fig. 3). However, there are essential differences

between pressure plots and plots of MAPV and PAPR

value as MAPV and values of the PAPR ratio remains

extremely large in the source point, whereas the increased

pressure value fades over time. These relationships

remain true for all the plots prepared for source points

and for the plots prepared for the points that are outside

the source area (Fig. 4).

The main difference between TRI using the PAPR

ratio and TRI using MAPV is spatial resolution. As

shown in Fig. 3b, the values achieved by the PAPR ratio

in the source area are an order of magnitude greater than

the values that it achieves outside this area. Values of

MAPV outside the source area (Fig. 3c) are reduced only

a few times in relation to the values that they take for

the source area. In Fig. 5, the contour plots of the PAPR

parameter values normalised to unity for given time

steps are presented. Due to the transparency of the

results, only values corresponding to 30, 40, …, 90% of

the maximum value of the PAPR parameter are

presented.

In both maps, only sources #2, #3, and #4 are indicated

by the contours corresponding to the 90% of the maxi-

mum value. Both TRI parameters correctly locate all the

sources with the threshold of 80 and 70% of maximum

value. In the normalised PAPR map, a few false locations

appear only for the threshold of 40 and 30% of maximum

value, whereas for this threshold noise hampering can be

observed in the correct location in the normalised MAPV

maps.

Quantitative assessment of focusing for multiple

source point simulations with different excitation

times

The advantage of TRI using the PAPR ratio value in the

detection of coordinates of seismic sources was tested also

for the model with different excitation times of seismic

sources. Figure 6 presents plots for the computational

model with interfering seismic signals. We assume the

same numerical model of subsurface rock structure with

the same P wave velocities as the previous case (Fig. 1a).

The five sources with coordinates presented in Table 3

with different excitation times were used in the numerical

tests. The location of the sources is also depicted in Fig. 6a.

The excitation time of the seismic waves in the particular

point sources were so chosen to imitate the rupture process

(Udias et al. 2014). Synthetic seismograms computed

during the forward simulation are presented in Fig. 6c. The

Ricker signal assumed as a source functions in all five

Fig. 5 The contour plot obtained after the last time step of the

backward propagation stage, with areas of the highest values of PAPR

ratio and MAPV normalised to the maximum values obtained during

backward propagation of the seismic wave recorded for simulation of

multiple sources emission
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computational nodes corresponding to the source points is

presented in Fig. 6b. We assumed the same receiver net-

work with coordinates presented in Table 3.

Results of the visualisation of backward propagation of

seismograms reversed in time with the usage of MAPV and

the PAPR ratio value are presented in Fig. 7. Once again,

significant differences between both types of visualisation

can easily be seen.

In both maps, only sources #3, #4, and #5 are indicated

by the contours corresponding to 90% of the maximum

value. The contour plotted for 80% of maximum values

correctly indicates the location of the additional source

(seismic source #1), whereas the contour plotted for 70% of

the maximum correctly refocused all assumed seismic

sources. The differences appear for the contour of 60% of

maximum value. In the MAPV maps, all five source areas

are merged into one big area, whereas for the PAPR map

such a low resolution is obtained only for the threshold of

30% of maximum value.

Discussion and conclusions

This paper introduces a new imaging condition that

improved spatial resolution in the problem of seismic

sources location. The application of PAPR ratio as an

imaging condition improved the refocus for multiple

sources with both the same excitation time and with a

slight time lag between subsequent source emissions that

simulate the rupture process. The results presented in this

paper refer to synthetic data with a well-known subsurface

structure velocity model. The almost perfect focusing

obtained in the two examples presented above was

achieved using detailed knowledge of the subsurface

velocity structure and application of narrow broadband

source signals (see Figs. 1b, 6b). For real data, only the

first factor can be improved by adjustment of the

numerical model of the subsurface structure to the real

velocity model. The lack of the detailed velocity model is

Fig. 6 Computational model (a), assumed source function (b), and
synthetic seismograms (c). Seismograms (c) were computed as a

result of the forward simulation of the seismic signals (b) propagated

from sources (#1–#5) (a) to the assumed receiver network (triangles

#1–#7) located in the upper layer

Table 3 Coordinates of the source points assumed in numerical

modelling

No. x (m) z (m) f (Hz) Real time (s)

#1 1000 1500 140 0

#2 1020 1400 170 0.042

#3 1040 1300 130 0.083

#4 1060 1200 143 0.125

#5 1080 1100 147 0.166

306 Acta Geophys. (2017) 65:299–308

123



the undeniable limitation of the application of the pro-

posed imaging condition to the real recordings. This is the

common factor negatively affecting all location

procedures.

The results presented in this paper do not consider the

presence of noise in the seismic records. Although the

low values of the signal-to-noise ratio are regarded as

one of the important conditions for correct seismic event

location, the TRI using the PAPR ratio may be resistant

to the presence of noise. The value of the PAPR ratio is

the averaged value obtained in the given point, addi-

tionally decreasing in time. The noise is usually uncor-

related so the averaging procedure decreases its

amplitude. Based on the above statements one can say

that the use of the PAPR ratio coefficient can improve

the location results comparing to other imaging coeffi-

cients used in the TRI.

It is important to mention that the source location as a

function of space and time cannot be determined simulta-

neously. As shown in the article, the application of the

PAPR ratio improves spatial location of seismic sources.

Having better location of seismic sources, we can go back

through the time snapshots to examine the time at which

the amplitude achieves its maximum value: this is the

origin time of the seismic event. It makes it possible to

determine the time history of the source emissions, and

time sequence of multiple sources.

The proposed method of TRI with PAPR ratio can be

extended to elastic data. In this case, more imaging

parameters can be used instead of the pressure value. The

effects of geometry of the receiver network on the refo-

cusing results of the multiple source emission are currently

under investigation. The application of the proposed

imaging condition to real data is also planned for the

future.
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Abstract In this study, stochastic earthquake catalog of

the Erzincan region in Turkey is generated based on syn-

thetic ground motions. Monte Carlo simulation method is

used to identify the spatial and temporal distribution of

events. Ground motion time histories are generated using

stochastic simulation methodology. Annual exceedance

rate of each ground motion amplitude is calculated through

statistical distribution of the complete set of ground

motions. The results are compared with classical proba-

bilistic seismic hazard analysis (PSHA). Classical PSHA

generally produces larger spectral amplitudes than the

proposed study due to wide range of aleatory variability.

The effects of near-field forward directivity and detailed

site response are also investigated on the results.

Keywords Ground motion simulation � Probabilistic
seismic hazard analysis � Monte Carlo simulation � Near-
field forward directivity � Site amplification function

Introduction

Probabilistic seismic hazard analysis is a common

approach for modeling potential seismicity of a region. The

method was first introduced by Cornell (1968) and

extended later by numerous researchers (e.g., McGuire and

Arabasz 1990; Kramer 1996; Thenhaus and Campbell

2003; McGuire 2004). The concept is widely used in

seismic loss estimation methodologies (e.g., Cao et al.

1999; Luco et al. 2007; Eads et al. 2013).

PSHA is a powerful tool for estimating potential seis-

micity in a region, but it is known to have a few short-

comings: Naeim and Lew (1995) referred to unrealistic

energy content of classical uniform hazard spectrum as

PSHA considers a wide range of aleatory variability.

According to Bommer and Crowley (2006) PSHA also

neglects intra-event variability. These authors proposed

stochastically generated ground motion scenarios using

Monte Carlo simulation (MCS), which were later

employed by Crowley and Bommer (2006) for earthquake

loss estimation. Assatourians and Atkinson (2013) defined

a PSHA toolbox called EqHaz, which also employed the

MCS approach. Wen and Wu (2001) followed the same

concept to generate earthquake catalog for western, central

and eastern United States. The difference was that Wen and

Wu (2001) computed ground motion intensity parameters

(GMIPs) through synthetic time histories instead of ground

motion prediction equations (GMPEs). This methodology

was later shown to produce agreeable estimates of linear

and nonlinear structural demands by Gu and Wen (2007).

Hence, it was used for derivation of fragility functions for

building structures (Ellingwood et al. 2007). Hashash and

Moon (2011) also developed hazard functions based on the

same methodology for central US. Similarly, Papoulia et al.

(2015) performed PSHA for Greece using synthetic ground

motions.

Musson (2000) stated that the most important advan-

tages of MCS-based hazard functions are the powerful

handling of uncertainty and simplicity of disaggregation.

Assatourians and Atkinson (2013) also pointed to
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flexibility and simplicity of the Monte Carlo simulation

approach to be implemented in PSHA calculations.

Using synthetic ground motions rather than ground

motion prediction equations to estimate GMIP enables one

to consider the complex source effects (such as directivity),

path effects (such as duration) and detailed local site effects

in seismic hazard and risk assessment studies. Besides,

ground motion prediction equations are not always capable

of producing satisfactory results in regions with sparse data

(e.g., Akansel et al. 2014; Raschke 2014). The effective

role of site response in seismic hazard assessment was also

highlighted in previous studies (e.g., Cramer 2006;

Hashash and Moon 2011). Most attenuation models con-

sider rough site categories as rock and soil (e.g., Ambra-

seys et al. 2005; Akkar and Bommer 2010). As a result, use

of simulated ground motions instead of ground motion

prediction equations in probabilistic seismic hazard anal-

yses becomes a valid option. In that regard, validation of

the simulations for representing the regional seismicity in

an accurate manner is necessary.

In general, there are three categories for ground motion

simulation methods. Deterministic methods mostly involve

numerical solutions of wave propagation equation in

heterogeneous media (e.g., Frankel 1993; Olsen et al.

1996). These techniques model the physical process

accurately; however, they require well-resolved velocity

models and considerable computational effort to simulate

the ground motions. Stochastic approaches for modeling

ground motions that account for randomness in ground

motions are practical, but do not involve velocity models as

refined as in the deterministic approaches (e.g., Beresnev

and Atkinson 1997; Boore 2003). Yet, stochastic methods

have been employed effectively in particular for higher

frequencies (higher than 1 Hz) (e.g., Roumelioti et al.

2004; Yalcinkaya 2005; Ugurhan and Askan Gundogan

2010; Tahghighi 2012; Ugurhan et al. 2012; Demartinos

and Faccioli 2012; Hung and Kiyomiya 2013). For regions

without detailed source descriptions and well-resolved

velocity models, stochastic methods are particularly pre-

ferred (e.g., Zafarani et al. 2009; Chopra et al. 2012; Askan

et al. 2013). As the third option, hybrid methods have been

developed more recently to overcome shortcomings related

to both deterministic and stochastic techniques (e.g.,

Graves and Pitarka 2010; Nicknam et al. 2010). These

techniques mainly combine motions derived from deter-

ministic and stochastic methods for the low and high fre-

quencies, respectively, and generate reliable broadband

synthetics.

In this study, a recent approach is employed to derive

site-specific uniform hazard spectrum (UHS) based on a

stochastic earthquake catalog and ground motions simu-

lated by the stochastic approaches. Monte Carlo simulation

method is applied to determine temporal and spatial

distribution of the earthquakes in a selected region. Ground

motion amplitudes related to each scenario are obtained

from simulated ground motion time histories. Stochastic

finite-fault method as outlined in Motazedian and Atkinson

(2005) is employed to generate the ground motions. Annual

exceedance rate of each scenario is then calculated leading

to hazard functions. As the main purpose of PSHA is to

model regional seismicity, it is important to include

regional seismological parameters within the calculations.

This study focuses particularly on this issue by considering

the effect of detailed local parameters in seismic hazard

assessment through ground motion simulations. This study

is quite a novel approach regarding Turkey, however,

similar methodology has been applied for other countries

(e.g., Wen and Wu 2001). The most important difference is

that in this study, there is lack of recorded ground motions

in Erzincan region but there are sufficient actual ground

motions in the regions studied by Wen and Wu (2001).

Hence Wen and Wu (2001) had the opportunity to compare

the simulated ground motions with the actual ones.

After presenting initial results obtained from the pro-

posed method, we perform sensitivity analyses in terms of

selected parameters that affect the amplitude and frequency

content of the generated ground motions. In order to

include and test the effects of forward directivity, the

model proposed by Mavroeidis and Papageorgiou (2003) is

applied to the hazard functions. Then, the hazard curves

and uniform hazard spectra with and without forward

directivity are compared with each other.

Two alternative approaches are applied in this paper to

characterize site response. The first one is generic site

amplification proposed by Boore and Joyner (1997), which

is based on local Vs30
1 at sites of interest. The second

approach is the theoretical site amplification, which is

based on transfer functions computed for layered earth

models. One-dimensional (1D) standard site response

analysis is employed for soil profiles to develop transfer

functions. The results from both techniques are compared

to figure out the effect of detailed local site response on

seismic hazard.

Study area and methodology

The Erzincan region in Eastern Turkey is selected as the

case study area in this paper. The region is in the relatively

less-studied and sparsely monitored Eastern part of the

North Anatolian Fault zone (NAFZ). Erzincan city is

located in a tectonically very complex regime, close to the

conjunction of three active faults, namely North Anatolian,

1 Average shear wave velocity for the top 30 m of the subsurface

profile.

310 Acta Geophys. (2017) 65:309–330

123



North East Anatolian and East Anatolian Fault Zones

(EAFZ) (Fig. 1). NAFZ displays right-lateral strike–slip

faulting, whereas EAFZ and North East Anatolian Fault

Zones (NEAFZ) have left-lateral strike–slip faulting in the

area (Askan et al. 2013). This region is particularly selected

since until very recently there were only a few strong

motion stations around Erzincan. Indeed, the destructive

1992 Erzincan (Mw = 6.6) mainshock was recorded only

by 3 stations within 200 km epicentral distance. It is thus

difficult to select a suitable GMPE based on a comparison

between the limited past dataset and predictive models.

Thus, the region is a good candidate for the proposed

approach where ground motion simulations are employed

instead of GMPEs.

Three sites are selected in this region. Site 1 is Erzincan

city center, which is very close to NAFZ and is located on

soft soil. Site 2 is near Ovacik to southwest of Erzincan

city, which is exposed to forward directivity effects more

than the two other sites. Site 3 is inside Erzincan city near

Cumhuriyet district, which is located on stiff soil. The sites

are selected with different distances from NAFZ, different

soil conditions and different rupture directivity character-

istics. Table 1 presents the coordinates of selected sites

together with the site classes according to the NEHRP

classification. In this study, the seismic zones inside an

effective area are considered. The effective area is defined

as a circle with radius of 150 km around the site of interest.

The coordinates and other properties of the seismic zones

are derived from Deniz (2006). There are nine seismic

zones consisting of five faults and four areal sources in the

region of interest. Table 2 lists seismic properties of seis-

mic zones and Fig. 2 shows the locations of these seismic

zones along with the sites under study.

As the first step, the events are distributed within time

spans using Monte Carlo simulation method. This approach

is defined as a controlled selection of a random number

from a probability distribution. The number of earthquakes

within a specified time span related to each source is

obtained assuming Poisson distribution (Wu and Wen

2000):

Xnk�1

X¼0

ðtmkÞX

X!
expð�tmkÞ\uk �

Xnk

X¼0

ðtmkÞX

X!
expð�tmkÞ; ð1Þ

where mk is activity rate of kth source, nk is number of

earthquakes inside kth source, t is time span which is taken

as 10 years herein and uk is a random number between 0

and 1 with uniform distribution. Equation (1) inserts

uncertainties in calculations due to the generation of ran-

dom numbers (uk). To overcome large errors resulting from

this randomness, the Monte Carlo simulations in Eq. (1)

are repeated until a complete catalog is acquired. In this

study, 1000 simulations are used so the catalog period is

10,000 years. Similarly, Wu and Wen (2000) discussed

9000 simulation years to be adequate. Papoulia et al.

(2015) also used 10,000-year catalog for hazard calcula-

tions. To check the sufficiency of catalog period, total

number of generated events per catalog period must be

approximately equal to the sum of activity rates regarding

the whole seismic zones. After identifying the total number

of events, magnitude of each event is calculated through

Gutenberg–Richter recurrence model:

logðNÞ ¼ a� bM; ð2Þ

Fig. 1 Regional map showing

the epicenters, rupture zones

and the mechanisms of the 1939

and 1992 earthquakes

(epicenters are indicated with

stars) and strong ground motion

stations that recorded 1992

Erzincan earthquake are

indicated with triangles. The

sites, which are used in this

study, are indicated with solid

circles with site numbers beside

them (Adopted from Askan

et al. 2013)

Table 1 Location and site classes of the selected sites

Site ID Coordinates Site class

(according to NEHRP)

Site 1 39.7464�N 39.4914�E D

Site 2 39.6200�N 39.2000�E D

Site 3 39.7566�N 39.4925�E C
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where N is number of earthquakes with magnitudes larger

thanM; a and b are recurrence parameters corresponding to

each source.

The epicenters of events are distributed randomly inside

each seismic zone. Two random numbers for latitude and

longitude are generated inside the borders of each source.

A random number between 0 and seismogenic depth is

generated for the depth parameter related to small events.

On the other hand, for large events (Mw[ 6) surface

rupture is considered. Figure 3 shows distribution of epi-

centers inside effective area for a catalog period of

3000 years, related to Site 1. The seismic zones inside

effective area and the site are displayed in Fig. 3 as well.

The same 3000-year seismicity catalog as well as the

seismic zones is shown in a broad area through Fig. 4.

Next, ground motion time series due to seismic waves

propagating from epicenters to the site of interest, are

simulated. The ground motions of events that occur on the

faults are modeled using stochastic finite-fault model based

on dynamic corner frequency proposed by Motazedian and

Atkinson (2005). In this approach, the entire fault is divi-

ded into subfaults where each subfault is considered as a

stochastic point source (Boore 2003). The contribution of

each subfault to the amplitude of ground acceleration is

then obtained from Eq. (3). The motions from subfaults are

then summed up using an appropriate time delay as given

in Eq. (4).

Aijðf Þ ¼ CM0ijHijð2pf Þ2= 1þ ðf0ijÞ2
ihn o

� expð�pfjÞ expð�pfRij=Qðf ÞbÞDðf ÞGðRijÞ
� �

;

ð3Þ

aðtÞ ¼
Xnl

i¼1

Xnw

j¼1

aij t þ Dtij
� �

: ð4Þ

In these equations, C is a scaling factor, M0ij is the

seismic moment of ijth subfault, Hij is the high-frequency

scaling factor of ijth subfault to conserve high-frequency

energy level, f0ij is the dynamic corner frequency of ijth

subfault, Dtij is the time delay of the ijth subfault, nl and nw
are the number of subfaults along length and width of

extended fault, respectively, j is the high-frequency spec-

tral decay (kappa) factor (Anderson and Hough 1984), Rij

is the distance to site related to ijth subfault, Q(f) is fre-

quency-dependent quality factor, b is shear wave velocity,

D(f) is site amplification and G(Rij) is geometric spreading

function.

Table 2 Seismic parameters of

the seismic sources in this study
No. Name Mmax Mmin Depth k b

1 North Anatolian fault system segment D 8 4.5 25.04 1.07 1.347

2 East Anatolian fault system 7.5 4.5 24.29 2.14 2.161

3 North East Anatolian fault system 7.8 4.5 22.15 1.141 2.162

4 Central Anatolian fault system 7.1 4.5 20.1 0.56 2.74

5 Yazyurdu–Goksun fault zone 7 4.5 20.27 1.008 3.431

6 Background inner 3 5.4 4.5 6.67 0.075 2.197

7 Background inner 4 5.4 4.5 22.22 0.636 2.625

8 Background north 5.8 4.5 18.51 0.738 3.27

9 Background inner 5 5.6 4.5 36.62 1.996 2.395

Fig. 2 Locations of seismic zones which are defined in Table 2. The

three sites (S1, S2 and S3) in this study are shown with solid circles Fig. 3 Distribution of events inside effective area in a 3000-year

stochastic earthquake catalog related to Site 1. The seismic zones

inside the effective area are displayed with solid lines
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Dynamic corner frequency is a relatively new approach

which models the dependency of corner frequency upon

time. This approach results in conservation of the rupture

energy regardless of subfault size. The dynamic corner

frequency as a function of time and source parameters is

shown as follows:

f0ijðtÞ ¼ NRðtÞ�1=3
4:9E þ 6bðDr=M0=NÞ; ð5Þ

where NR(t) is number of ruptured subfaults up to time t,

M0 is total seismic moment, Dr is stress drop and N is total

number of subfaults.

Hence, in this study local seismicity parameters are

considered in hazard calculations, which is not the case in

classical PSHA. Values of geometric spreading, quality

factor, high-frequency decay factor and ground motion

duration are adopted from Askan et al. (2013) (Table 3).

Rupture dimensions are estimated from the empirical

relationships defined by Wells and Coppersmith (1994).

Stress drop is estimated from the empirical relations in

Mohammadioun and Serva (2001) that relate its value to

rupture dimensions as follows:

Dr ¼ 8:9�W0:8; ð6Þ

where W is width of rupture. Finally, EXSIM computer

program is used to model the extended faults (Motazedian

and Atkinson 2005). This program has limitations while

modeling ground motion duration and phase. However, it is

currently the most effective approach for stochastic ground

motion simulation and it has been usedwidely by researchers

(e.g., Nicknam et al. 2010; Demartinos and Faccioli 2012).

For areal sources, stochastic point source method is used

following the approach outlined in Boore (2003). The for-

mulation of acceleration amplitudes is similar to Eq. (3) and

SMSIM computer program (Boore 2003) is applied. Point

source model is mostly preferred when dimensions of the

source are negligible with respect to distance to site (Boore

2009). This point is taken into account in this study for areal

sources that are far away from the site with relatively

smaller magnitudes. Among all simulation parameters, value

of the stress drop for point source simulations is different

from the corresponding value for extended fault models.

As the final step, response spectrum of the synthetic

ground motions is calculated for specified periods. Then

ground motion amplitudes related to each period are sorted

from largest to smallest, the jth ground motion amplitude

has annual exceedance rate (AER) as follows:

AERj ¼
j

n
; ð7Þ

where n is catalog period in terms of year. The same

approach for calculation of annual exceedance rate was

also effectively employed by Assatourians and Atkinson

(2013). The ground motion amplitudes related to the same

hazard level for the entire period range yields site-specific

Fig. 4 Distribution of events in

a 3000-year stochastic

earthquake in a broader area

around the effective area. The

seismic zones in this area are

displayed with solid lines

Table 3 Seismic parameters which are used in this study (Adopted

from Askan et al. 2013)

Parameter Value

Crustal shear wave velocity 3700 m/s

Rupture velocity 3000 m/s

Crustal density 2800 kg/m3

Pulsing area percentage 50

Quality factor Q ¼ 122f 0:68

Geometrical spreading R�1:1 R� 25km

R�0:5 R[ 25km

Duration model T ¼ T0 þ 0:05R

Windowing function Saragoni–Hart

Kappa factor Regional kappa model (j0 = 0.066)
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UHS. The whole procedures of the proposed approach in

this study are coded with MATLAB programming software

by the authors, also displayed in Fig. 5 within a flowchart.

Figures 6, 7 and 8 show hazard curves of PGA and PSA

(at selected period values of T = 0.1, 0.2, 0.5, 0.7, 1.0, 1.5

and 2.0 s) as well as uniform hazard spectra of 2, 10 and

50% exceedance probability in 50 years for Site 1, Site 2,

and Site 3, respectively. The results from the proposed

study are compared with the results of classical PSHA.

EZFRISK software is applied to perform classical PSHA in

this study. The GMPE by Akkar and Bommer (2010) is

used for classical PSHA herein as follows:

logðPSAÞ ¼ b1 þ b2M þ b3M
2 þ ðb4 þ b5MÞ log

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
jb þ b26

q

þ b7SS þ b8SA þ b9FN þ b10FR þ er;

ð8Þ

where SS and SA take the value of 1 for soft and stiff sites,

respectively, and zero for rock sites. FN and FR take value

of 1 for normal and reverse focal mechanisms, respec-

tively, and zero for strike–slip faults.

In Fig. 6, the ground motion amplitudes from the pro-

posed study are observed to be slightly larger than PSHA

for lower exceedance rates (2 and 10% in 50 years) and

lower periods (shorter than 0.5 s). However, classical

PSHA produces larger results for higher exceedance rates

(higher than 10% in 50 years) within the whole period

range. As period increases, hazard curves from the pro-

posed method and PSHA converge to each other for higher

exceedance rates while they diverge from each other for

lower exceedance rates.

In order to observe the variance of simulated motions

from the corresponding median values (e) for Site 1, Site 2
and Site 3, the number of standard deviations versus sim-

ulated GMIPs are plotted in Figs. 9, 10 and 11, respec-

tively. The median PSAs are obtained from predictive

equations of Akkar and Bommer (2010). Figure 9 aug-

ments the above discussions. It is inferred from Fig. 9 that

synthetic ground motions yield larger spectral amplitudes

for larger GMIPs (generally larger than 0.1 g). These

higher values refer to major events which may not be

predicted closely by the ground motion prediction

Yes

No

Three sites are selected inside the region with different distances 
to NAFZ, site classes and forward directivity characteristics.

The effective area is specified as a circle around the site.

The seismic zones are determined inside the region (Deniz, 2006).

kth simulation is initiated for each seismic zone.

The number of earthquakes in the time span of t years is determined.

Is the catalog complete?

k=k+1

The epicenters are uniformly distributed within the boundaries of each seismic zone.

The magnitude of each event is calculated using Gutenberg-Richter recurrence model.

The ground motion time histories are generated for each source and each site using stochastic 
ground motion simulation methodologies.

(Point-source method and finite-fault model based on dynamic corner frequency)

Ground motion amplitudes are calculated for some periods.

Annual exceedance rate of each ground motion amplitude is calculated.

Site-specific UHS are constructed and they are compared to those of classical PSHA.

The effect of near-field forward directivity is 
studied (Mavroeidis and Papageorgiou, 2003).

The effect of site amplification models is studied.
(Theoretical site amplification vs. generic site amplification)

Fig. 5 Flowchart for step-by-

step procedures in this paper

cFig. 6 Hazard curves for a PGA, b PSA (T = 0.1 s), c PSA

(T = 0.2 s), d PSA (T = 0.5 s), e PSA (T = 0.7 s), f PSA

(T = 1.0 s), g PSA (T = 1.5 s), h PSA (T = 2.0 s) and i UHS of

proposed study and classical PSHA for Site 1
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equations due to inherent data scarcity from large events.

This discrepancy seems to be insignificant for larger peri-

ods where positive es are observed for smaller PSAs. This

observation confirms the previous discussions to some

extent. For smaller periods and larger PSA values, es of

Fig. 9 are larger than or equal to dominant e of PSHA. For
larger periods, however, simulated PSA for low hazard

levels decrease so that es of Fig. 9 become less than the

dominant e of PSHA.
It is observed from Fig. 7 that at Site 2, PSHA gives

larger PSAs compared to those from the proposed method

for the entire period range and for each hazard level con-

trary to Site 1, which had an exception for low periods and

low exceedance rates. There seems a remarkable difference

between two approaches especially for the 2475-year

return period in the longer period range. As the period

increases, the difference between two approaches becomes

more evident for low exceedance rates while the difference

is not as obvious for the high exceedance rates.

Figure 10 is similar to Fig. 9 in terms of the decreasing

and increasing trends of es corresponding to larger and

smaller ground motion amplitudes, respectively, with

respect to period, which clarifies the previous observation.

The only visible discrepancy is that number of standard

deviations is less than 2 even for lower periods regarding

Site 2, whereas it is larger than 2 for Site 1.

The results related to Site 3 in Fig. 8 are similar to those

at Site 2, as PSHA produces considerably higher ground

motion amplitudes than the proposed study especially for

2% in 50 years. Similarly, the hazard curves of the two

methods become close to each other for higher exceedance

rates and far apart for lower exceedance rates, respectively,

as period increases. This observation is supplemented by

Fig. 11: as period increases, es for all of the three sites

increase for lower GMIPs and decrease for higher GMIPs,

lying in a plateau around e = 0 in long-period region.

Overall, traditional PSHA yields larger ground motion

amplitudes than the proposed methodology due to large

aleatory variability of GMPE (sigma) as well as the wide

range of standard deviations involved in classical PSHA

(-3 to ?3 standard deviations). Stochastic ground motion

simulation introduces aleatory variability via random phase

spectrum and it is believed to compute the ground motion

amplitudes in a more physical manner than GMPEs. Hence

there is no need to insert additional aleatory variability in

seismic hazard calculations in the proposed study.

Sensitivity analysis

In this section, we initially study the ratio of the (equiva-

lent) stress drop value used in point sources to that used in

finite faults to calibrate the stress drop of point sources.

Then, we investigate the effect of several parameters on

proposed method.

Stress drop for point sources

Atkinson et al. (2009) state that the stress drop parameter

that controls the strength of the high-frequency radiation

does not actually have the same meaning in EXSIM and

SMSIM. In SMSIM, it is directly related to the Brune

source model for a given stress parameter where the stress

drops, corner frequency and seismic moment control the

spectral amplitudes. However, in EXSIM, it has this

meaning only for a particular subfault (Atkinson et al.

2009). Hence, stress drop must be larger for point source

simulations in order to be consistent with the correspond-

ing amplitudes of finite-fault simulations as discussed by

Moghaddam et al. (2010).

To investigate this point, some comparisons are made

between finite-fault and point source models using differ-

ent values of stress drop for point source simulations. 13

March 1992 Erzincan earthquake recordings are used in the

comparisons.

To quantify the differences, a misfit term is defined as

follows:

Eðf Þ ¼ 1

n

Xn

i¼1

log
Aiðf ÞFF
Aiðf ÞPS

� �
; ð9Þ

where n is number of stations which is 3 in this case study

(abbreviated as ERC, TER and REF and shown in Fig. 1)

since the 1992 Erzincan mainshock was recorded only by

these stations within 200 km epicentral distance. Ai(f) is the

amplitude of response spectrum (PSA) or Fourier ampli-

tude spectrum (FAS) related to finite-fault (FF) and point

source (PS) models.

Next, a sensitivity index in the frequency domain is

computed for each station as follows:

SI ¼ 1

n

Xn

i¼1

log
Aiðf ÞFF
Aiðf ÞPS

� �
; ð10Þ

where n is number of discrete frequencies considered and

the other terms are as defined previously.

Ground motion time histories of the 1992 Erzincan

earthquake are initially simulated using finite-fault model.

The corresponding ground motions are also modeled using

point source method with five different values of stress

drop as 1, 1.25, 1.5, 1.75 and 2 times the stress drop of

finite-fault model. All of the other parameters are kept

cFig. 7 Hazard curves for a PGA, b PSA (T = 0.1 s), c PSA

(T = 0.2 s), d PSA (T = 0.5 s), e PSA (T = 0.7 s), f PSA

(T = 1.0 s), g PSA (T = 1.5 s), h PSA (T = 2.0 s) and i UHS of

proposed study and classical PSHA for Site 2
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constant. Figure 12 shows misfit and sensitivity indices of

PSA and FAS from point source simulations with different

stress drop ratios with respect to finite-fault models. Stress

drop of SMSIM is assumed to be 1.5 times the corre-

sponding value for extended fault as defined in Eq. (6),

based on the observations in Fig. 12 as well as previous

discussions of Atkinson et al. (2009) and Moghaddam et al.

(2010).

Effect of near-field forward directivity

In this section, effect of forward directivity model on the

hazard functions is investigated for Site 2. Site 2 is selected

in this section since it is anticipated to be exposed to

potential rupture directivity effects of NAFZ more than two

other sites. The main reason for this selection is the loca-

tion of Site 2 with respect to NAFZ and right-lateral strike–

slip mechanism of NAFZ (Fig. 2). The analytical formu-

lation of Mavroeidis and Papageorgiou (2003) is used to

characterize pulse-like motion related to near-field sce-

narios. EXSIM program already has this option and the

procedures are thoroughly described by Motazedian and

Atkinson (2005). The hazard scenarios that are affected by

directivity pulses involve rupture distances less than 15 km

with epicenters located to the right of Site 2 as NAFZ is a

right-lateral strike–slip fault zone. Mavroeidis and Papa-

georgiou (2003) proposed the following mathematical

expression for the acceleration time history of the long-

period pulse:

where A, fp, c, m and t0 are pulse amplitude, pulse fre-

quency, oscillatory character, phase angle and time shift to

specify time history peak, respectively. These are the basic

input parameters for modeling near-field pulse which are

determined by fitting previously recorded pulse-like ground

motions to analytical function in Eq. (11). 13 March 1992

Erzincan earthquake, ERC station recording displays

impulsive behavior mostly in the North–South component

(Askan et al. 2013) hence it is used for the calibration of

parameters herein.

The parameter t0 is estimated such that peak of pulse and

actual time history occur at the same time. Pulse amplitude,A,

is determined in order to make the peak ground velocity

(PGV) and peak pseudo-velocity spectrum (PSv) values of

analytical pulse consistent with the corresponding values of

recorded groundmotion. Pulse period, Tp = 1/fp, is calibrated

so that peak values of PSv from analytical pulse and recorded

groundmotions occur at the same frequency. Finally, velocity

and displacement time histories are attempted to be fitted in

order to estimate c and m parameters. It shouldbe noted that the

parameters are determined through a simultaneous trial and

error process. The calibrationmethod is described extensively

in Mavroeidis and Papageorgiou (2003). The final optimized

parameters are demonstrated in Table 4. Figure 13 shows

PSv, velocity and displacement time histories using the input

parameters listed in Table 4.

Figure 14 exhibits Fourier amplitude spectrum (FAS)

and pseudo-acceleration spectrum (PSa) of observed and

synthetic ground motion with and without forward direc-

tivity. It is observed that, synthetic ground motion agrees

better with the observed one for low-frequency region,

after implementing forward directivity parameters.

Among the parameters stated in Table 4, A and Tp are

varied for different scenarios. It is not possible to estimate

these two parameters using the aforementioned trial and

error procedures for each scenario due to lack of recorded

data. However, as it is highlighted by several authors, pulse

period is dependent on magnitude (Somerville 1998;

Mavroeidis and Papageorgiou 2003; Shahi and Baker

2011). Mavroeidis and Papageorgiou (2003) expressed a

predictive model for pulse period as follows:

log Tp ¼ �2:9þ 0:5Mw: ð12Þ

This relationship is already implemented in EXSIM.

Besides, authors of the same study pointed to a strong

relationship between A and PGV. Hence attenuation

models for ground motions with near-field effect can be

applied to predict PGV and as a result to predict A. In this

bFig. 8 Hazard curves for a PGA, b PSA (T = 0.1 s), c PSA

(T = 0.2 s), d PSA (T = 0.5 s), e PSA (T = 0.7 s), f PSA

(T = 1.0 s), g PSA (T = 1.5 s), h PSA (T = 2.0 s) and i UHS of

proposed study and classical PSHA for Site 3

aðtÞ ¼
�Apfp

c

sin
2pfp
c

ðt � t0Þ
� �

� cos 2pfpðt � t0Þ þ m
� �

þc sinð2pfpðt � t0Þ þ mÞ � 1þ cos
2pfp
c

ðt � t0Þ
� �	 


2

6664

3

7775 t0 �
c
2fp

� t� t0 þ
c
2fp

;

0 otherwise

8
>>>>>>><

>>>>>>>:

ð11Þ
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Fig. 9 Number of standard deviation of simulated GMIPs from the

corresponding median values (Akkar and Bommer 2010) versus

simulated GMIPs for a PGA, b PSA (T = 0.1 s), c PSA (T = 0.2 s),

d PSA (T = 0.5 s), e PSA (T = 0.7 s), f PSA (T = 1.0 s), g PSA

(T = 1.5 s) and h PSA (T = 2.0 s) for Site 1
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Fig. 10 Number of standard deviation of simulated GMIPs from the

corresponding median values (Akkar and Bommer 2010) versus

simulated GMIPs for a PGA, b PSA (T = 0.1 s), c PSA (T = 0.2 s),

d PSA (T = 0.5 s), e PSA (T = 0.7 s), f PSA (T = 1.0 s), g PSA

(T = 1.5 s) and h PSA (T = 2.0 s) for Site 2
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Fig. 11 Number of standard deviation of simulated GMIPs from the

corresponding median values (Akkar and Bommer 2010) versus

simulated GMIPs for a PGA, b PSA (T = 0.1 s), c PSA (T = 0.2 s),

d PSA (T = 0.5 s), e PSA (T = 0.7 s), f PSA (T = 1.0 s), g PSA

(T = 1.5 s) and h PSA (T = 2.0 s) for Site 3
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study, PGV is estimated from the predictive model of Bray

and Rodriguez-Marek (2004) for near-field ground motions

given as:

ln PGV ¼ 4:58þ 0:34Mw � 0:58LnðR2 þ 72Þ: ð13Þ

Equation (13) is applicable to Mw range of 6–8 and

closest distance range of 0–15 km. Bray and Rodriguez-

Marek (2004) studied a large database for the regression

analysis. Finally, this predictive model yields an agreeable

estimation of median PGV as 71 cm/s at ERC station of the

13 March 1992 Erzincan earthquake, which is along with

the calibrated pulse amplitude in Table 4.

Figure 15 shows uniform hazard spectra for Site 2 with

and without considering a forward directivity model. It is

obvious from Fig. 15 that near-field forward directivity

pulses tend to increase long-period PSAs for 2 and 10%

exceedance probabilities in 50 years. The results from two

approaches display differences that start from 1 s period and

increase monotonically with period. The forward directivity

analytical pulse which is applied for ground motions with

magnitudes larger thanMw = 6 sinceEq. (13), which is used

to estimate pulse amplitude, is valid for magnitude range of

6–8. Because there is lack of recorded ground motions with

pulse-like behavior and magnitude smaller than 6, the min-

imum pulse period is 1.25 s according to Eq. (12) therefore

this analytical pulse model is associated with long periods.

The difference is larger for hazard spectra with 2475-year

return period compared to that with 475-year one. The

increase in spectral amplitude at T = 2 s for 2% in 50 years

hazard level due to forward directivity is 32% which is to

some extent consistent with 30% amplification for T = 3 s

and 1500 years given by Abrahamson (2000). In addition,

this percentage agrees well with amplification ratios calcu-

lated by Shahi and Baker (2011), which varied between 1.1

and 1.4.

Response spectrum, which does not involve duration

effects, is known to be inadequate to characterize direc-

tivity (Somerville 1998). Yet, duration is directly involved

with directivity effects such as pulse-like behavior.

Besides, duration plays an important role in identifying

structural response due to nonlinear degradation (Bolt

1973; Novikova and Trifunac 1994). Empirical relations

were developed to predict duration based on ground motion

parameters such as magnitude, distance and site class (e.g.,

Novikova and Trifunac 1994; Bommer and Martinez-Per-

eira 1999; Kempton and Stewart 2006). These studies

presented the possibility of implementing duration in

PSHA, but none of them calculated duration directly from

ground motion time history.

Fig. 12 Misfit (E(f)) related to a PSa, b FAS, and sensitivity index (SI) related to c PSa, d FAS for point source simulations with different stress

drop values with respect to finite-fault model

Table 4 Input parameters for

Mavroeidis and Papageorgiou

(2003) analytical pulse model

Parameter Value

A 80 cm/s

Tp 2 s

c 2.3

m 180 degrees
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In this study, significant duration is calculated via Arias

intensity from the simulated time histories (Arias 1970):

IA ¼ p=2gð Þ
Ztd

0

a2ðtÞdt: ð14Þ

Effective duration, defined by Trifunac and Brady (1975), is

computed for all scenarios as the time span between 5 and 95%

of maximum Arias intensity. Then the scenarios are divided

into two categories: groundmotionswith effective duration less

than 10 s (i.e., short duration) and above (i.e., long duration).

The hazard curves are disaggregated for 2 and 10%exceedance

probability in 50 years according to these two groups. Contri-

bution ratios of groundmotions with high durationwith respect

to these two hazard levels are illustrated in Fig. 16 with and

without taking rupture directivity into account.

Fig. 13 Calibration of parameters in Table 4 with respect to 13 March 1992 earthquake (ERC recording) in terms of a PSv, b velocity time

series and c displacement time series

Fig. 14 Observed and simulated ground motions of 13 March 1992 earthquake (ERC recording) with and without considering forward

directivity in terms of a FAS and b PSa considering the parameters in Table 4
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Figure 16 shows that, ground motions with long dura-

tion are dominant for long-period spectral ordinates with-

out considering near-field effects. Contribution of long

duration is approximately 80% for long-period PSAs and

both hazard levels, whereas for short-period ground motion

amplitudes, this percentage reduces to about 40 and 60%

for 2475 and 475 years, respectively. There is also mono-

tonic and gradual growth in contribution ratio with respect

to period for 475-year return period.

Forward directivity model leads to a lower contribution

ratio of long-duration ground motion for periods larger

than T = 1 s. There is even less than 20% contribution for

2475 and 40% for 475 return periods in the long-period

range. The reason is that, long-period pulses cause ground

motion to release the majority of energy in a short duration.

Ground motions with short duration contribute less to

475-year return period, since this hazard level is less

affected by rupture directivity. The same conclusion was

derived in terms of UHS in Fig. 15. However, considering

the entire period range and both return periods, taking near-

fault effects into account leads to smaller ground motion

durations. The hazard in terms of PGV as well exhibits less

contribution of long duration when adding directivity pulse

but not as small as long-period response. However, its

amplitude increases at longer periods (T = 1.5 and 2 s)

after considering the near-field forward directivity pulse.

Effect of site response

In the previous sections, generic site amplification based on

local Vs30 measurements was used to derive site amplifi-

cation. This methodology was proposed by Boore and

Joyner (1997) applying quarter-wavelength approximation

(Joyner et al. 1981). The technique does not produce peaks

and troughs in amplification function since detailed seismic

wave propagation within geotechnical layers is neglected.

Although it provides an agreeable estimate of average

response, it can underestimate the response of models with

velocity gradients (Boore 2013).

In this section, UHS of Site 1 and 3 are recalculated via

theoretical site amplification based on transfer function.

One-dimensional (1D) site response analysis is required for

soil profiles to develop these transfer functions. The soil

profile is idealized to be composed of infinite horizontal

layers located on uniform half space. In this study, SHAKE

software (Schnabel et al. 1972) is used to compute fre-

quency-dependent site amplification factors based on local

soil conditions. Velocity profiles and the geotechnical input

parameters of soil layers were obtained via detailed field

observations at nine sites in Erzincan (Askan 2015). Two

bedrock motions are used as input ground motions in the

program with PGAs of 0.002 and 0.4 g. These motions are

called as small and large input motions, respectively, from

this point onward. The closest points to Site 1 and 3 are

selected and ground response is computed by making use

of the small and large input motions at bedrock level.

Figure 17 represents 1D velocity profiles of the closest

Fig. 15 Uniform hazard spectra (UHS) for Site 2 with and without

considering forward directivity

Fig. 16 Contribution of long-duration ground motions in a 2% in 50 years and b 10% in 50 years hazard levels for Site 2 with and without

considering forward directivity
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points to Site 1 and 3, which are used in this study. Fig-

ure 18 shows theoretical amplification functions and the

generic ones at Site 1 and 3. High-frequency kappa factor

is as well applied in Fig. 18 on the amplification factors.

As expected, generic amplification function is a

smoothed form of theoretical transfer function corre-

sponding to small input motion. Transfer function displays

completely different trend when the large rock motion is

employed. It exhibits deamplification for larger frequencies

which is addressed as soil nonlinearity in literature (e.g.,

Beresnev et al. 1998; Khaheshi Banan et al. 2012). This

phenomenon was included in recent NGA attenuation

models as well (e.g., Abrahamson and Silva 2008). The

definition of soil nonlinearity is that, soil amplification

becomes less significant for larger ground motion ampli-

tudes and smaller periods.

It is also observed in Fig. 18 that, site deamplification

regarding Site 3 begins at frequencies larger than Site 1 since

Site 3 is stiffer. Two approaches are followed in this section

for calculating hazard spectra to see the effects of soil non-

linearity in hazard calculations. First, theoretical site

response resulting from small input motion accounts for the

whole scenarios (i.e., soil nonlinearity is disregarded). Then,

theoretical site response resulting from large and small

motion are implemented for scenarios with median PGA

larger and smaller than 0.1 g, respectively (i.e., soil nonlin-

earity is regarded). The proposed UHS using generic and

theoretical site amplifications with and without soil nonlin-

earity effects are presented in Fig. 19 at Site 1 and 3.

According to Fig. 19, theoretical transfer function leads

to larger ground motion amplitudes than generic site

response for larger periods (between 0.2 and 2 s) while

disregarding soil nonlinearity at Site 1. The difference

between the two methods becomes larger for periods

around 0.5 and 1.5 s since there are obvious peaks in

theoretical amplification function around these periods.

Design spectrum of Turkish Seismic Code (TSC 2007)

corresponding to the same site conditions is also illustrated

in Fig. 19 along with UHS. It is observed that the shape of

UHS considering theoretical site response is more similar

to design spectrum than that of generic site amplification.

Code-based design spectrum is derived from UHS of 10%

exceedance probability in 50 years. It is noted that the UHS

related to 10% probability of exceedance in 50 years and

theoretical site amplification is about 50% larger than the

design spectrum.

Theoretical response with nonlinearity considerably

underestimates the spectral ordinates for periods less than

Fig. 17 1D shear wave velocity profile of a Site 1 and b Site 3 (Adopted from Askan 2015)

Fig. 18 Theoretical and generic attenuated site amplification factor as a function of frequency for a Site 1 and b Site 3
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0.6 s, while it overestimates them for periods above 0.6 s

as compared to generic site response. The vast underesti-

mation for smaller periods is the result of deamplification

due to soil nonlinearity which was discussed previously.

The shape of UHS from theoretical site amplification with

soil nonlinearity is completely different from the code-

based spectrum. The underestimation of theoretical site

response for short periods seems to be more obvious for

lower hazard probabilities. This finding augments the

concept of soil nonlinearity which is more significant for

larger ground motion amplitudes.

The general behavior of the UHS at Site 3 is similar to

those of Site 1. Theoretical site response with small input

motion gives amplified GMIPs as compared to generic site

amplification, for periods of 0.2–2 s more obviously for

T = 0.5 and 1.5 s. Code-based design spectrum and UHS

related to 475 years and theoretical site amplification at

Site 3 are not as similar as the ones at Site 1 in terms of

shape, but the spectral amplitudes are more comparable at

Site 3.

Again the general trend for two sites is similar while

considering soil nonlinearity. The underestimation of the-

oretical site response with respect to generic site response

at Site 3 is smaller and it terminates at a smaller period than

that of Site 1. The main reason is that soil nonlinearity of

Site 3 is not as dominant as that of Site 1. Site 3 yields

more complex spectra than Site 1 after implementing

theoretical site amplification due to the impedance differ-

ences among the soil layers (Fig. 17).

The previous observations also highlight the significance

of site amplification function in seismic hazard assessments

and seismic design approaches. The spectral ordinates of

TSC-based design spectrum remain constant for different

site classes which require further modifications.

Conclusions

In this study, an alternative approach to PSHA is proposed

to estimate regional seismic hazard using simulated ground

motions and an MCS-based stochastic earthquake catalog.

Erzincan region in eastern Turkey is selected as the case

study area. The results obtained at three selected sites in

Erzincan are compared with those from traditional PSHA

to see the differences in between. The effects of near-field

forward directivity and alternative site amplification func-

tions are also investigated in this study. The main obser-

vations in this study are as follows:

• Classical PSHA generally yields larger spectral ordi-

nates than the proposed study most probably due to the

wide aleatory variability involved (considering -3 and

?3 standard deviations). There is an exception regard-

ing Site 1 that the proposed study yields slightly larger

response spectra for low exceedance rates and periods

Fig. 19 Uniform hazard spectra (UHS) for generic and theoretical

site amplification related to Site 1: a without soil nonlinearity effects,

b with soil nonlinearity effects. Uniform hazard spectra (UHS) for

generic and theoretical site amplification related to Site 3: c without

soil nonlinearity effects, d with soil nonlinearity effects
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less than 0.5 s. This observation may be due to major

events at this site as it is in the close vicinity of North

Anatolian Fault Zone and located on soft soil. As a

common finding for all three sites, classical PSHA

produces considerably larger results than the proposed

study for 2 and 10% exceedance probability levels in

50 years for periods larger than T = 0.2 s.

• Near-field forward directivity pulse model increases the

spectral ordinates related to return periods of 2475 and

475 years for natural periods of larger than 1 s.

Effective duration of ground motion regarding the

aforementioned natural periods and return periods is

also involved such that contribution of long-duration

ground motions decreases considerably in particular for

2475 years.

• Theoretical site amplification without soil nonlinearity,

increases ground motion amplitudes for larger periods

as compared to those from generic site amplification. It

also improves the shape of UHS with 475-year return

period regarding Site 1 in terms of similarity to TSC-

based design spectrum, but the spectral ordinates are

not comparable. The values of spectral ordinates related

to UHS and design spectrum are more consistent at Site

3. Theoretical site amplification with soil nonlinearity,

however, overestimates and underestimates ground

motion amplitudes for larger and smaller periods,

respectively, as compared to generic site amplification.

The underestimation in low-period range is consider-

able for both sites, especially for Site 1 as it is softer

than Site 3.

UHS from the proposed methodology is derived from

individual records of scenario earthquakes, whereas clas-

sical UHS is the envelope of multiple earthquakes and may

produce unphysically overestimated spectral ordinates. The

proposed methodology also has the advantage of consid-

ering regional and local seismicity parameters such as path

effects (including anelastic attenuation, geometric spread-

ing, and duration) as well as high-frequency decay (in the

form of the kappa factor) which is not the case in classical

PSHA. Another advantage of this study is the development

of a complete earthquake catalog consistent with the

regional seismicity as the recorded catalogs are generally

incomplete both temporally and spatially.

The proposed study in this paper also facilitates imple-

mentation of detailed site response inside probabilistic

hazard studies. It is difficult, however, to account for such

site response models via traditional PSHA as the site

parameters are usually coarsely included in ground motion

prediction models. Besides, near-field forward directivity is

inserted into the proposed seismic hazard assessment

methodology in a straight forward manner.

Finally, implementation of the anticipated ground

motions in the region via detailed source and site-related

parameters at selected sites shows that classical PSHA

could be improved to include local seismic demand.

Indeed in areas of sparse networks, scarce data and

incomplete catalogs, the proposed approach could be

employed effectively. Results of this study and similar

studies can be useful for realistic seismic damage and

loss estimations in the future since seismic demands of

structures are defined based on local seismological

parameters.

Data and resources

The ground motion recordings are acquired from Turkish

National Strong Motion Network using http://daphne.

deprem.gov.tr (last accessed on April 2014). EXSIM and

SMSIM computer programs are downloaded from www.

carleton.ca/*dariush and http://www.daveboore.com/soft

ware_online.html (last accessed on December 2014).
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Abstract In this paper the original results of uniaxial

cyclic compression test on cohesive soil are presented. The

shakedown phenomena in cohesive soil are described.

Energy-based method highlights the change of soil material

behaviour from plastic shakedown through plastic creep

shakedown to incremental collapse. The samples were

cyclically loaded under undrained conditions with the

constant amplitude of stress in one-way test procedure. In

this study the energy-based method was presented as a

proper method to categorise response of cohesive soil to

cyclic loading in uniaxial conditions. A shakedown crite-

rion factor, SE, was introduced to help understand the

shakedown phenomena in cohesive soil. In cohesive soils

the absence of a limit between plastic shakedown and

plastic creep shakedown was pointed out.

Keywords Cohesive soil � Shakedown � Energy � Cyclic

loading � Uniaxial compression � Soil mechanics

Introduction

The behaviour of the soil under cyclic loading has been

studied by many researches recently (Kokusho and Kaneko

2014; Feng et al. 2015; Cai et al. 2015; Sas et al. 2014, 2015).

The most extensive studies were focused on liquefaction

phenomena because of the danger that can be caused by its

appearance (Kokusho and Kaneko 2014; Kokusho et al.

2012). One of the causes of liquefaction phenomena occur-

rence is the presence of high frequent cyclic loading which

can be forced by traffic, earthquake or machinery vibrations.

In opposite to this high frequent loading there also exists the

slow quasi-static repeated loading excitated by, for instance,

soil mass movements (there is no danger of liquefaction)

(Zhou and Gong 2001). When it comes to cohesive soil the

liquefaction phenomena does not exist. There is still a little

knowledge about the cohesive soil behaviour under quasi-

static cyclic loading. Quasi-static loading is characterised by

time effect negligibility. In geotechnical field of studies

such loading appears when its frequency is less than

2–5 Hz (Danne and Hettler 2015; Wichtmann 2005).

The quasi-static phenomena occurs when harmonic excita-

tion applied on a specimen causes displacement: u ¼
uamplcosðxtÞ with acceleration €u ¼ �uamplx2cosðxtÞ, where

uamplx2\\g (Danne and Hettler 2015).

Quasi-static loads are often encountered in industrial

foundations, technical roads or local motorways. In the

road engineering the effect of the cyclic loading can be

observed as the rutting, and in foundation engineering it

exists in the form of foundation settlement (Cuéllar et al.

2014; Kokkali et al. 2014; Soares et al. 2014). In the case

of quasi-static loading the damage is not caused by the

bearing capacity lost, but due to the plastic strain

accumulation.
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Among many types of soil, cohesive soil is merely

examined by the researches; one of the reasons is that this

type of soil is not often used as the bearing material.

Nevertheless, the cohesive soil should be investigated

because even the low stress level can cause high defor-

mation which leads to weaken the above bearing layers.

Therefore, engineers seek for the new design procedures

which take into account the cyclic loading phenomena in

cohesive soil (Soares et al. 2014; Lu et al. 2014).

Shakedown theory in soil mechanics is derived from the

observations of the soil response to cyclic loading in var-

ious range of stresses (Goldscheider 1978). Shakedown

theory has been used to explain the behaviour of engi-

neering structures loaded with repetitive force. The pres-

sure vessels under thermal cyclic loading problem were the

first application of this concept, and later it was applied to

the rolling on metal surfaces problem (König and Maier

1981). When it comes to geomechanics the shakedown

theory was used in the road structures (Werkmeister et al.

2001; Werkmeister 2006; Tao et al. 2010; Nega et al. 2015;

Sharp and Booker 1984; Boulbibane and Collins 2015).

The fundamental concept of shakedown theory is a

division of the behaviour of the soil into five categories

(König and Maier 1981):

• Purely elastic, where load is small enough to cause only

the elastic strains. No plastic strains occur and response

to cyclic loading is purely elastic (0).

• Elastic shakedown, where repeated loading causes

plastic strains in the first cycles. After this phase, no

further plastic strains occur and the material behave

purely elastic. The maximum stress level when this

phenomena occurs is called elastic shakedown limit (1).

• Plastic shakedown, where plastic strains occur, but after

a few cycles material achieves steady hysteretic

response. Nevertheless, the hardly noticeable small

plastic strains can be observed. The maximum stress

level when this phenomena occurs is called the plastic

shakedown limit (2).

• Plastic creep shakedown, where after a few cycles the

material hardens and the plastic strains occur (3).

• Incremental collapse, where the stress level causes

accumulation of extensive plastic strains. The plastic

strains in this stage cause cracks and the material

degradation (4).

The shakedown concept typically defines the appropri-

ate limit stress to prevent from excessive plastic strain

(Fadaee et al. 2008). Settlement of subgrade soils is

adverse because it mostly leads to road damage. The

excessive settlement of subgrade soils is typically caused

by the accumulation effect from traffic load. The repeated

stress and strain will not completely dissipate in the

unloading state and will accumulate and transfer along road

structure to subgrade layer (Puppala 2009).

Conducted tests with shakedown application mostly

concern unbound granular material (UGM) testing. The

shakedown concept is utilised as a method of permanent

strain behaviour analysis. The shakedown theory is now

utilised in permanent strain evaluation for UGM and the

procedure of shakedown analysis for this materials is

standardised and presented in European Standards: EN

13286–7 (2004; Cerni et al. 2012). The shakedown concept

in applications in transportation geotechnics mostly con-

cerns cyclic compression (Soliman and Shalaby 2015).

Shakedown concept was utilised for study of fine addition

to UGM. The resistance of material to permanent defor-

mation for UGM and non-cohesive soils was linked to

shear strength of material. The slip between particles under

traffic loading was recognised as most sensitive phe-

nomenon which triggers permanent deformation occur-

rence (Soliman and Shalaby 2015).

Under cyclic loading the same response can be observed

in cohesive as well as non-cohesive soil. A mechanism is

similar (rolling and sliding of grains develop plastic strain),

but in addition in cohesive soil the cohesion forces coun-

teract the development of the plastic strains (Chen et al.

2015; Karg et al. 2010). Identification of this mechanism is

very complicated and time-consuming, so the simplified

methods are usually employed for analysis. One of the

branches of the simplified methods is energy-based method

which is utilised in many fields of applied mechanics,

especially when it comes to cyclic and dynamic loading

(Liang et al. 2015; Seo et al. 2015). This method is based

on the first law of thermodynamics (assuming the negli-

gibility of kinetic energy) and tells that all external forces

transform into internal energy and are dissipated in the

form of the plastic strains. Using energy-based method we

were able to categorise a response of a material to one of

the shakedown categories. In this paper a new proposition

of the energy-based method application is proposed.

Studies under clayey subsoil traffic-load-influenced

depths employed shakedown concept to distinguish three

depths of cyclic traffic load influence: the threshold depth

beyond which traffic loads becomes negligible, the plastic

shakedown limit depth where subgrade experiences con-

tinuous deformation and the critical failure depth where

subsoil will fail due to excessive strain (Tang et al. 2015).

The studies on effects of cyclic confining pressure on the

deformation characteristics of natural soil have found that

the shapes of all hysteresis loops looks similar in general.

But with the number of cycles, the increment of residual

axial strain caused by a single cycle is reducing gradually

(Sun et al. 2015), which may be classified as plastic

shakedown.
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Other studies concerning low frequent cyclic loading,

cyclic loading in consolidometer or in variable confining

pressure mention the decrease on plastic strain rate during

cyclic loading which again may be related to shakedown

concept (Cai et al. 2013; Kalinowska and Jastrzębska 2014;

Li et al. 2011; Gu et al. 2012). Therefore, simple criterion

of distinguishing the permanent strain accumulation phe-

nomena in cohesive soil is needed for proper classification

of plastic strain development.

Materials and methods

Materials

In this study the cohesive soil material obtained from 2 m

deep earthwork was analysed. The samples of this material

were remoulded and tested physically and mechanically.

Table 1 presents results of mechanical and physical prop-

erties of material used in this study.

Based on sieve test (PKN-CEN ISO/TS 17892-4:2009)

with respect to Polish standards (PN-EN ISO

14688-2:2006), tested soil was recognised as sandy clay

(saCl).

Soil material before main tests was prepared with

respect to the Proctor method. This procedure leads to

establish constant test conditions (constant moisture and

maximum dry density). The undisturbed samples were first

dried and ground to powder. The material was next com-

pacted at optimum moisture content with respect to the

Proctor energy of compaction. The data about optimum

moisture and maximal dry density were gathered by pre-

vious Proctor’s test with respect to (PN-EN 13286-2:2010/

AC). The abovementioned conditions are as follows:

optimum moisture content, wopt. 10.5%, volume density

maximum dry density qs 2.15 g/cm3.

The compaction of the samples was performed by

rescaling the Proctor hammer with diameter of 3.5 cm and

mass equal to 500 g. The sample dimensions were as

follows: 7 cm diameter and 14 cm high. The clay powder

was mixed with water with respect to optimum moisture

content.

Methods

The tests of uniaxial cyclic loading were performed with

Instron’s loading frame where axial stress and displace-

ment were registered. One series of ten tests was per-

formed. Table 2 presents the parameters of each test in

constant frequency equal to 0.1 Hz.

Uniaxial cyclic loading tests were performed using one-

way loading test method without reversion of its direction.

A sample was placed on a base and a rigid cap was placed

on a top. The sample was covered by a rubber membrane to

prevent moisture loss during a test. In Fig. 1a a schema of

the uniaxial cyclic test is presented.

The one-dimensional tests are widely used in field of

geotechnical engineering where comparative or prelimi-

nary studies can highlight material properties or non-tra-

ditional materials have not been tested (Koseki et al. 2014).

The soil samples with ‘‘A’’ index represent high amplitude

of cyclic loading. The samples with ‘‘B’’ index denote

collapsed specimens and ‘‘C’’ index presents samples loa-

ded by repeating stress with small amplitude. The cyclic

stress can be characterised by five parameters which are

maximal stress rmax, minimal stress rmin, stress amplitude

ra, stress median rm and stress difference Dr. Those stress

values can fully describe repeated loading of any material

(Jain et al. 2015). Figure 1b presents schematic stress–time

curve with highlighter above-mentioned stress values.

Table 3 presents detailed stress values for each test.

Energy density calculations

The results of the tests were later analysed by calculating

the area of plastic energy density (dEP) and elastic energy

density (dEE). The calculations were performed by

Table 1 Physical and mechanical properties of sandy clay in this

study

Properties Symbol Value

Specific density of soil qs (g cm-3) 2.66

Maximum dry density qd (g cm-3) 2.15

Natural moisture wn (%) 12.82

Optimal moisture wopt (%) 10.5

Liquid limit wl (%) 37.4

Plasticity limit wp (%) 12.3

Plasticity index Ip (–) 25.1

Void ratio e0 (–) 0.41

Table 2 Parameters of uniaxial cyclic loading test for tested samples

Sample rmax (kPa) CSR (–) No. of cycles

A.1 39.0 0.17 500

A.2 116.9 0.50 1000

A.3 142.9 0.61 2000

A.4 153.1 0.65 100

B.1 194.9 0.83 11

B.2 168.9 0.72 8

C.1 118.2 0.53 10,000

C.2 134.4 0.61 10,000

C.3 134.4 0.61 10,000

C.4 156.9 0.70 10,000
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Mathematica software where the self-made algorithm of

the area calculation was employed.

The energy concept has been utilised in many fields in

theory of plasticity and elasticity. Many constitutive laws

and energy principles are based on energy concept (Desai

and Siriwardane 1984; Pasik et al. 2015; Panoskaltsis and

Bahuguna 1996). The energy-based methods can be

divided into two categories: stress methods and strain

methods. In the stress methods, the amount of strain

energy is calculated from recorded stress and strain data

during cyclic uniaxial loading. A hysteresis loop can be

plotted from stress–strain data (Daum 2008). Figure 2

presents a typical hysteresis loops obtained from the

cyclic compression loading from the stress-controlled

cyclic uniaxial test.

The plastic strain energy density is equal to the area

inside of hysteresis loop, and elastic energy density is

equal to area under unloading curve (Ostadan et al.

1996; Green et al. 2000). In this study the plastic

strain accumulation and elastic strain evolution are

changed to equivalent plastic and elastic energy den-

sity to study changes of aforementioned strains during

cyclic compression test. Plastic strain accumulation

would be not observed between two next cycles, which

was previously confirmed (Karg et al. 2010). The

plastic energy density is, therefore, more sensitive to

changes of soil sample behaviour during repeated

loading. In Fig. 2, dEP decreases rapidly and dEE

decrease is steady. The decline value of dEP is rep-

resented by area of hysteresis loop reduction. Reduc-

tion of dEE value with number of cycles represents the

reduction of inclination of the hysteresis loop towards

strain axis. The phenomena of dEE decreasing indicate

that the stiffness of the specimens tends to decrease.

The dEE descent has also impact on plastic strain

accumulation and needs to be taken into consideration

of plastic strain development.
Fig. 1 The methods in this study: a schema of the uniaxial cyclic

test, b schema of the stress characteristic values

Table 3 Stress characteristic values for uniaxial cyclic loading in this

study

Sample rmin rmax ra rm Dr

A.1 13.0 38.8 12.9 25.9 25.8

A.2 13.2 65.4 26.1 39.3 52.2

A.3 16.5 145.9 64.7 81.2 129.5

A.4 16.7 150.1 66.7 83.4 133.4

B.1 16.5 194.9 89.2 105.7 178.4

B.2 16.5 168.9 76.2 92.7 152.4

C.1 94.3 118.2 11.9 106.3 23.8

C.2 121.5 134.4 6.4 128.0 12.9

C.3 121.5 134.4 6.4 128.0 12.9

C.4 134.5 156.9 11.2 145.7 22.4
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Results and discussion

Uniaxial cyclic test results

The results of the experiment were focused on the

change of the energy densities during uniaxial cyclic

compression loading. The results of uniaxial cyclic

compression loading tests are presented in Figs. 3, 4 and

5. In Fig. 3 the results of the four tests from A.1 to A.4

are presented with stress–strain axis to study the shake-

down concept. The plot presents hysteretic loops among

different cycle numbers in test with the same stress

conditions. Figures 3 and 5 show that with number of

cycles the hysteresis loop inclination towards the X-axis

tends to increase.

During cyclic loading, each sample was loaded to dif-

ferent amplitude of stress. For sample A.1 where axial of

maximal stress rmax was equal to 39.0 kPa plastic strain

increment Dep after 500 cycles was equal to 0.0001034

(0.01034%).

For samples A.2, A.3 and A.4 the axial maximal stress

was equal to 116.9, 142.9 and 153.1 kPa, respectively, and

the plastic strain increment Dep was equal to 0.000416,

0.000401 and 0.000675, respectively.

Under higher maximal stress values (168.9 for B.2 and

194.9 kPa for B.1), the incremental collapse occurred.

Standard uniaxial compression test has shown maximal

strength of material rmax 223.8 kPa which is 0.87 and 0.75

of maximum stress applied in tests B.1 and B.2, respec-

tively (Fig. 4).

The samples B.1 and B.2 were destroyed during the

tests. It was noticed that the last cycle before the collapsing

was different from previous ones, and the crossing of the

loading–unloading curves occurred in the lower stress level

than in the previous cycles which may indicate the soft-

ening behaviour of the material.

The stress values characteristic parameters differed for

samples ‘‘A’’ and ‘‘C’’. The amplitude of loading and stress

median change results in another response of soil to repe-

ated loading. For these samples, the decrease of axial stress

was noted. The stiffness reduction was caused by charac-

teristic stress conditions which differ from the test condi-

tions in ‘‘A’’ phase of tests. This means that higher axial

stress median is the higher stiffness reduction will occur

(see Fig. 5).

In Fig. 6 a plot of the plastic strain increment during

cyclic loading is presented, where various responses to

cyclic loading can be distinguished. In a sample A.1 the

plastic shakedown response to repeated loading can be

noticed. In samples A.2 and A.3 at first the plastic shake-

down response can be noticed as well, but after 100 repe-

titions the plastic strain tends to increase and, therefore, the

plastic shakedown creep response occurs. The response of

sample A.4 can be categorized as plastic creep shakedown.

The characteristic of the curve from Fig. 4 is similar to the

incremental collapse response, but the material was not

destroyed. It may be caused by insufficient number of

cycles that was programmed.

Samples B.1 and B.2 after a few cycles of loading col-

lapsed due to accumulation of excessive plastic strains

caused by strain softening. The response of the material

can be categorised as incremental collapse.

Samples C.1 and C.3 follow the same pattern as samples

A.2 and A.3. The plastic strain tends to stabilise and plastic

shakedown occurs.

The plastic strain rate versus number of cycle for sam-

ples A.1–A.4 changes with logarithm of cycles. The

decrease of plastic strain can be distinguished for samples

from A.1 to A.4; nevertheless, the rate of this decrease in

terms of shakedown criterion proposed by Werkmeister

(2003) cannot be included in plastic shakedown response.

The Werkmeister proposition consists of the accumulated

permanent deformation analysis between 3000 and 5000

cycles. The proposition of such permanent strain accumu-

lation analysis was established based on testing program of

UGM (EN 13286-7:2004).

Fig. 2 Schema of the energy

calculation for cyclic loading in

this study
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Fig. 3 Plot of the axial stress–strain for uniaxial cyclic loading of sandy clay in various stress levels—shakedown concept test (a A.1, b A.2,

c A.3, d A.4), comparison of hysteretic loops among different cycle numbers

Fig. 4 Plot of the axial stress–

strain for uniaxial cyclic loading

of sandy clay in various stress

levels—incremental collapse

tests (red B.1, blue B.2, dashed

line standard uniaxial

compression test result)
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Aforementioned plastic shakedown limit is presented by

Eq. (1):

ep5000 � ep3000\0:4\10�3 ð1Þ

If the difference between 5000 and 3000 cycle is less

than 0.4�10-3, then plastic shakedown occurs; if the

difference crosses this limit, plastic shakedown creep

occurs.

Plastic strain rate analysis presented in Fig. 6 for ‘‘C’’

indexed samples leads to estimate the shakedown response

based on the Werkmeister proposition. The C.1 specimen

difference between 5000th cycle and 3000th cycle is equal

to 0.2�10-3. The samples C.2, C.3 and C.4 were classified

to plastic creep shakedown response and the difference was

equal to 0.43�10-3, 0.54�10-3, 0.494�10-3.

Energy calculation results

Figure 7a presents the energy calculation for the results of

cyclic loading for A.1 sample. During cyclic loading drop

of the dEP (plastic energy density) can be observed. First

loading caused the plastic strain equal to over 40% of all

registered plastic strains in this study. It can be noticed that

the dEE does not change so drastically as the dEP.

Figure 7b presents the energy calculation for the results

of A.2 sample. In this plot it can be observed that in the

beginning of the test the dEP is close to A.1 sample (0.108

for A.1 and 0.0303 for A.2 sample). After 205 repetitions

for A.1 sample dEP was lower than 0.0001. In case of A.2

sample the same dEP value occurred after 957 cycles. The

differences between dEP evolution means that the dEP in

sample A.2 decrease faster than in sample A.1 which can

be understood as the huge decrease of the plastic strain

rate.

Sample A.3 (Fig. 7c), where 2000 cycles were applied,

behaves similar to A.2. In the specimen A.3 the initial

value of dEP is lower than in A.2 sample. It can be seen that

dEE is greater than dEP from the beginning. This behaviour

was different from A.2 and A.3 where at the beginning dEP

is greater than dEE. The dEP decreases steadily and the

Fig. 5 Plot of the axial stress–strain for uniaxial cyclic loading of sandy clay in various stress levels—plastic creep concept (a C.1, b C.2, c C.3,

d C.4), comparison of hysteretic loops among different cycle numbers
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instant drop of this energy density was not noticed as it was

in the previous samples.

Figure 7d presents the results of cyclic loading for

sample A.4. The amplitude of the axial stress was equal to

153.1 kPa which was 0.68 of the maximum stress from the

static uniaxial compression strength test. The beginning of

the test was similar to A.3 sample. The dEP decreases in the

same way as in the sample A.3. The dEP in the first two

cycles was greater than the dEE.

Figure 7e, f presents the results of the tests of B.1 and

B.2 samples, respectively. For both of the specimens

incremental collapse occurs after eight and 12 cycles,

respectively. In both tests, the dEP density is greater than

the dEE during the whole test. Before the collapse, the

samples start to experience more plastic strain and the

softening phenomena can be observed.

The samples from C.1 to C.4 present similar respond to

cyclic loading (Fig. 7g–j). The stress amplitude and stress

difference for these samples were close with the values.

The plastic energy density drops after few first cycles.

Similar result was observed in the case of sample A.1.

The A.1 sample characterizes with stress amplitude equal

to 12.9 kPa, and the ra value for samples C.1 and C.4 was

equal to 11.9 kPa and 11.2 kPa, respectively. Figure 8

presents comparison between A.1 and C.1 sample energy

calculation. The energy density change during cyclic

loading for both cases is very similar. Figure 10b presents

comparison of plastic and elastic energy density between

A.1 and C.1 specimens. The linear function was fitted to

these relationships. The coefficient of determination R2 for

plastic energy density function was equal to 0.9388, and for

elastic energy density the R2 value was equal to 0.9042.

The conclusion can be drawn that for close stress amplitude

and stress difference values the energy density change is

similar.

Results of energy calculation discussion

Accumulated plastic energy density

Figure 9 presents the change of accumulated dEP during

cyclic loading in various axial stress amplitude rmax. It can

be seen that after some value of axial stress the accumu-

lated dEP function changes its rate from the small rate in

the beginning to higher rate after exceeding some r value.

Accumulation of the dEP change can be explained by the

fact of elastic and dEP quotient. From the previous

Figs. (7a–j, 8a–b), a conclusion was drawn that when the

dEP is closer to the dEE, the bigger plastic strain occurs.

From Fig. 9 it can be seen that after exceeding some r
value the accumulated dEP density changes its rate. The

higher the axial stress, the higher the accumulation of dEP.

This change of behaviour corresponds to a limit between

plastic shakedown and plastic creep shakedown. Never-

theless, this limit is hard to estimate due to a lack of clear

deflection point and its development in following cycles.

Determination of shakedown response from energy

densities

Werkmeister et al. (2001) conducted studies on the

responses of unbound aggregates subjected to cyclic

Fig. 6 Plot of the plastic strain

from uniaxial cyclic loading of

sandy clay vs. logarithm of

number of cycles. (Green ‘‘A’’

indexed tests, black ‘‘B’’

indexed tests, red ‘‘C’’ indexed

tests)
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Fig. 7 Plot of the energy density versus number of cycles uniaxial cyclic loading of sandy clay in various stress levels (a A.1, b A.2, c A.3,

d A.4, e B.1, f B.2, g C.1, h C.2, i C.3, j C.4)
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loading, which resulted in the proposition of the three

ranges of response:

• Range A—plastic shakedown category; the response is

plastic only for a first cycles of load and becomes

resilient after the post–compaction. The accumulation

of permanent strain decreases rapidly to a very small

level,

• Range B—plastic creep shakedown category; the level

of the plastic strain rate decreases to a low and nearly

constant level during the first loading cycles,

• Range C—incremental collapse category; the accumu-

lation of the plastic strain decreases slowly or does not.

Figure 10 presents an adjustment of shakedown criterion

concept for cohesive soil based on proposition by Werk-

meister (2006). The plot of normalized number of perma-

nent strain versus number of cycles was calculated from the

plastic strain rate analysis presented in Fig. 6. The expo-

nential function’s coefficient of determination of R2 for

samples A.1–A.4 was equal to 0.97 or higher. For cycle

3000 and 5000 plastic strains’ difference based on Eq. 1

was calculated. Samples A.1 and A.3 were included in

plastic shakedown range. Samples A.2 and A.4 were

included in plastic creep shakedown range.

The proposition of the quotient of plastic and elastic

energy dEP/dEE can help to understand the shakedown

phenomena and plastic strain development in cohesive soil.

In cohesive soil, limits of those three ranges are not clear as

in the case of non-cohesive soil. The limit between the

plastic shakedown and plastic creep shakedown ranges is

not sharp and, therefore, the response of cohesive soil to

cyclic loading is more fluent. The decrease of the plastic

strain in low stress conditions is characterized by low dEP

in first cycles and by the fast decrease in further cycles.

When stress level is greater, the initial dEP is also bigger

but a drop in dEP value is lower. The plastic shakedown

creep occurs when the abovementioned drop of dEP is not

presented; in other words, the decrease of the dEP is con-

stant. This causes greater plastic strain accumulation in the

first few cycles and the creep phenomena in the next stage.

When dEP is big enough like in the case of high stress

level, it may lead to incremental collapse even if the drop

of its rate is observed.

The stress characteristic parameters such as stress

amplitude and stress difference have their impact on the

energy density change and, therefore, on strain develop-

ment. The problem of cyclic stress impact on behaviour of

Fig. 8 Plot of the comparison of plastic and elastic energy density for samples A.1 and C.1

Fig. 9 Plot of accumulated plastic energy after first, tenth, 100th,

500th and 1000th cycle versus axial stress from uniaxial cyclic

loading of cohesive soil
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soil can be resolved by including the stress parameters in

energy calculations.

The plastic strain development during cyclic loading

can be described by proposed in following Eq. (2) SE

factor. The SE factor takes into account the shakedown

concept and stress parameters: stress amplitude and

stress median recognised as the cause of soil stiffness

loss:

ra
rm

� �
� log

dEP

dEE

� �
¼ SE ð2Þ

The SE factor value versus number of cycles is presented

in Fig. 11. The cohesive soil can behave in plastic creep

shakedown manner at the beginning of the test and later the

response shifts to plastic shakedown. In range A, plastic

strain can occur, but after numerous repetitions. In other

words, the plastic strain could not be observed between two

cycles but between 50 and 100 cycles. If the amplitude of

axial stress increases, the dEP approaches the dEE and more

plastic strain can be observed. If the amplitude of axial

stress is big enough or in other words, the dEP is nearly the

same as the dEE, the plastic strains occur in every cycle and

plastic creep shakedown can be recognized. If the amount

of dEP is greater than dEE, the plastic strain begins to

increase in fast rate and incremental collapse can be

observed.

In Fig. 11 it can be seen that incremental collapse

occurs when the SF is greater than 0. This corresponds

to the range C from the Werkmeister proposition.

Plastic creep shakedown occurs when value of SF is

between 0 and -0.25. When SF \-0.25 plastic

shakedown occurs.

Similar proposition of energy calculation was developed

for hot-mix asphalt (HMA). The principle of this mecha-

nism was describing of the fracture properties of HMA. In

this framework, upper and lower thresholds, namely dis-

sipated creep strain energy (DCSE) and fracture energy

(FE), were distinguished. The DCSE limit is bound with

continuous repeated loading and FE limit is associated with

fracture of the HMA with a single application (Zhang et al.

2001; Birgisson et al. 2007; Tasdemir et al. 2010). When

the energy threshold is exceeded, non-healable macro-

cracks develop and propagate along the mixture. Under this

energy threshold, the rate of damage is governed by the

creep properties of the mixture.

Conclusions

In this paper, cyclic uniaxial tests on cohesive soil were

conducted to characterise shakedown phenomena. The test

results were later analysed by application of the energy-

based method. Based on the experimental results the fol-

lowing conclusions can be drawn:

1. During the uniaxial cyclic loading tests, the three

ranges of the shakedown behaviour were observed

which depended on the stress amplitude level. For the

plastic shakedown response, rapid decrease of the dEP

and steady decrease of the dEE were recognised. This

behaviour results in small or in the lack of plastic strain

Fig. 10 Plot of shakedown criterion based on the Werkmeister proposition
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occurrence. For plastic creep shakedown a range of the

dEP decrease was less rapid, and the dEE decreased

more than that in plastic shakedown case. When the

value of the dEP decrease is near the dEE, plastic creep

shakedown may occur. Incremental collapse occurs

when the dEP is greater than the dEE in all cycles

which leads to failure.

2. Accumulated dEP depends on the axial stress ampli-

tude. This relation in non-linear and some inflection

areas were recognised. These areas represent possible

change of behaviour. Cohesive soil can behave as the

plastic creep shakedown, but after numerous repeti-

tions it may change to plastic shakedown.

3. A new proposition of distinguishing shakedown ranges

for cohesive soil was proposed. The presented method

bases on the ratio of plastic to dEE and helps to

recognise shakedown categories.

4. Energy-based method leads to the identification of

smooth limit between plastic shakedown and plastic

creep shakedown. The cohesive soil can behave in both

ways which depend on the stress amplitude levels and

the plastic and dEE during cyclic loading.

5. Shakedown limit determination was performed with

the calculation of the value of SF. When the SF C 0 the

incremental collapse occurs. When -0.25 B SF\ 0

cohesive soil behaves as the plastic creep shakedown.

When SF\-1 the plastic shakedown may occur.

6. Cohesive soil subjected to cyclic loading behaves

differently comparing to non-cohesive soil. The limit

between the plastic shakedown and the plastic creep

shakedown range is smooth and changes during cyclic

loading. It may by possible that after post-compaction

stage, the response can change due to fatigue of the

material.

7. The practical application of the common logarithm of

energy density quotient can lead to estimate maximal

amplitude of cyclic loading which can improve

pavement and foundation design process.
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Abstract The research on geological conditions of coalbed

methane (CBM) occurrence is of great significance for

predicting the high abundance CBM rich region and gas

outburst risk area pre-warning. The No. 3 coal seam, in

Yangquan coalfield of Qinshui basin, is the research target

studied by 3D seismic exploration technique. The geolog-

ical factors which affect CBM occurrence are interpreted

based on the 3D seismic information. First, the geological

structure (faults, folds, and collapse columns) is found out

by the 3D seismic structural interpretation and the infor-

mation of buried depth and thickness of the coal seam is

calculated by the seismic horizons. Second, 3D elastic

impedance (EI) and natural gamma attribute volumes are

generated by prestack EI inversion and multi-attribute

probabilistic neural network (PNN) inversion techniques

which reflect the information of coal structure types and

lithology of the roof and floor. Then, the information of

metamorphic degree of seam and hydrogeology conditions

can be obtained by the geological data. Consequently,

geological conditions of CBM occurrence in No. 3 coal

seam are evaluated which will provide scientific reference

for high abundance CBM rich region prediction and gas

outburst risk area pre-warning.

Keywords Coalbed methane occurrence � 3D seismic

information � Geological conditions � Geological factors

Introduction

The coalbed methane (CBM) is considered to be self-

generation and self-accumulation unconventional gas

resource which has great significance in clean energy uti-

lization, coal resources mining safety, and environmental

protection. The reservoir formation conditions of CBM

resources are quite complex, though the gas content is very

rich in China. In addition, the reservoir characterized by

strong heterogeneity, low gas-bearing saturation, poor

permeability, and low formation pressure has a compli-

cated occurrence law. It is the vital issue for CBM resource

development how we search for its enrichment areas and it

is also the key problem for gas accidents prevention how

we predict gas outburst risk area. The research on geo-

logical conditions of CBM occurrence is of great impor-

tance for solving the above issues.

Experts and scholars at home and abroad have presented

related research works on this subject from the following

aspects: geological law of CBM occurrence, analysis of

effects of geological factors on CBM, geophysical detec-

tion techniques of coal seam reservoir, and coal and gas

outburst risk area. Li et al. (2013a) studied the occurrence

characteristics of CBM and showed that its enrichment was

mainly controlled by the regional tectonic subsidence and

weak structural deformation on coal reservoirs after coal

formation. The impacts of faults on the occurrence of CBM

were analyzed in Huaibei coalfield (Guo et al. 2014). Li
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et al. (2015) studied the formation history by numerical

simulation in Shuigonghe Syncline and proposed tectonic

evolution history as the most important factor for deter-

mining the generation–preservation–dissipation process of

CBM. The fracture opening–closing degree parameter D
and the fracture development degree parameter n were

discussed for quantitative study of the effective migration

system of CBM reservoir in southern Qinshui Basin (Wu

et al. 2014). The mechanism of how the flowing water

affected the CBM content was studied and it was proposed

that it was the water solution that diminished the CBM

content, rather than the water-driven action or the gas

dissipation through cap rocks (Qin et al. 2005). Multi-

component 3D seismic data were required and analyzed for

the detailed characterization of CBM reservoirs in the

Cedar Hill Field (Shuck et al. 1996). A new approach of

integration of 3D, three-component seismic data, and AVO

analysis were applied to detect fracture for characterizing

CBM reservoirs (Ramos and Davis 1997). Hou et al. (2012)

suggested that coal and gas outburst in the tectonically

deformed coal, especially in the mylonitic coals, may be

not only controlled by geological structure, but also influ-

enced by the tectonic stress degradation of ductile defor-

mation. A new method to predict coal and gas outburst was

applied based on prestack seismic inversion techniques (Li

et al. 2013b, 2016). Analysis indicated that geological

conditions have significant effects on CBM occurrence for

which the effective detection method should be applied.

Taking Fowa region in Xingjing coal mine as an

example, the mainly mineable No. 3 coal seam as the

research target, the authors of this paper attempted to

evaluate the geological conditions by 3D seismic

exploration technique. Based on the seismic data and well

logs data, the structure and lithology information are

interpreted, by which the geological conditions and distri-

bution laws are studied in the reservoir, combined with the

regional geological data and gas geological data.

Fig. 1 Regional tectonic location and structure outline map of the study area (Liu et al. 2015)

Fig. 2 Spatial distribution of geological structure in No. 3 coal seam

[S1 and S3 represent syncline, S2 and S4 the anticline, F1 the reliable

fault, and F2 the relatively reliable fault; the red circles (semicircles)

represent the reliable collapse columns, and the purple circles

(semicircles) represent the relatively reliable collapse columns]
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Geological factors on CBM occurrence

The occurrence of CBM varies greatly from coalfield to

coalfield and even the gas-bearing properties in the same

coalfield have significant difference in regions. Generally

speaking, CBM occurrence is mainly controlled by the

geological factors: coal seam conditions (metamorphic

degree, buried depth, thickness, coal structure types, etc.),

geological structure conditions, lithology of roof and floor,

and the hydrogeological conditions.

As the source and reservoir bed, physical conditions of coal

seam directly influence the occurrence of CBM (specially its

content). CBMcontent usually increaseswith themetamorphic

degree, which is quite higher in meagre and anthracite coal, as

well as with the fragmentation degree of coal structure. The

preservation potency of the seam becomes stronger with an

increasing thickness; thus, there is a positive correlationship

between gas content and seam thickness in some regions.

The geological structures, folds and faults, are closely

related with the CBM occurrence. Syncline has various gas

contents in different parts, while anticline has low gas

content in the top where the fissure develops well. In

addition, the normal fault causes the CBM dissipation,

while the footwall of reversed fault generally forms

favorable sealing conditions.

Lithology conditions of the roof and floor affect the

sealing ability of surrounding rocks directly. It is usually

unfavorable for CBM preservation if the sand rock and

carbonatite consist the roof and floor. However, the mud

rock, an impermeable formation, has good sealing ability

which will be enhanced with the increasing mud content. In

addition, the greater the thickness, the more stable the

continuity, and the stronger the sealing ability.

Hydrogeological conditions have significant impact on

the CBM preservation and migration which have dual

effects—gas dissipation and gas accumulation. In addition,

the hydraulic migration escape effect causes the gas

migration and dissipation in the areas where the faults

develop with strong water conductivity.

Fig. 3 Contour map of the floor and thickness distribution of the No. 3 coal seam
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Therefore, the factors mentioned above have different

influences in CBM occurrence. The following authors will

attempt to evaluate geological conditions of CBM occur-

rence based on geological factors which can be reflected by

3D seismic information.

Case studies

The Xingjing coalmine, located in western part of Yang-

quan coalfield, northeastern part of Qinshui basin (Fig. 1),

is one of the favorable blocks for CBM exploitation

because of its high gas content in coal seams and Fowa

region locates in its southwest corner (with an area of

2.88 km2). However, it also encounters coal and gas out-

burst hazard during mining. The coal-bearing strata are the

Upper Carboniferous–Lower Permian Taiyuan formation

(C2-P1t) and the Lower Permian Shanxi formation (P1s).

The stable No. 3 coal seam (P1s) and No. 15 coal seam

(C2-P1t) are the mainly minable seams, with an average

thickness of 2.33 and 6.14 m, respectively.

In this paper, No. 3 coal seam is considered as the study

target zone which had numerous coal and gas outburst

accidents during the excavation and recovery process. To

predict high abundance CBM rich region or gas outburst

risk area, the geological conditions evaluation of CBM

occurrence will be done based on the 3D seismic data as

well as the geological data and well logs data.

Geological structure conditions

The geological structure of this region is relatively simple

and the No. 3 coal seam is a monoclinal structure which

has secondary folds. Based on 3D seismic data, structures

in the area have been explored by structural interpretation

in the seam: undulate shape of folds has been proven and

the spatial positions have been modified; the 22 collapse

columns are exposed and there are 16 columns reliably

interpreted; the 10 faults are detected; and 2 normal faults

are reliably interpreted. The distribution of geological

structure in No. 3 coal seam is shown in Fig. 2.

S1, the symmetric anticline with broad and gentle wings,

has poor gas-bearing properties in its axis but good in other

parts, while S2, the symmetric syncline with broad and

gentle wings, is favorable for CBM preservation. IN

addition, S3, the symmetric anticline, has poor preservation

condition in its northwestern wing where the normal fault

develops, while S4, the symmetric syncline, has poor

preservation condition in its southeastern wing where the

normal fault develops. Moreover, collapse columns would

impact the integrity of the seam and destroy the gas sealing

condition which cause the gas desorption near the columns

in the northwestern part of the seam.

Buried depth and thickness of the coal seam

Prestack seismic inversion has been done after seismic data

amplitude-preserving processing. When the horizon of the

seam floor has been picked, time-depth conversion would be

done. Then, the contourmap of the seamfloor can be obtained

which represents the buried depth information. In addition,we

can also get the time-thickness information of the seam by the

horizons of roof and floor and the thickness information will

be obtained combining average velocity which is calculated

by coal samples laboratory testing. See Fig. 3.

Fig. 4 EI slice along the No. 3 coal seam

Fig. 5 Natural gamma and density well logs in No. 3-166 borehole
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The coal seam is buried rather deeper (mostly 500 m

more) (Fig. 3a) and the deep burial depth is favorable for

CBM preservation. Figure 3b shows that the thickness of

the seam has increasing tendency from northwest to

southeast direction; hence, the southeastern part is more

favorable for CBM preservation.

Coal structure type division

There are significant differences between tectonically

deformed coal (TDC) and primary coal. TDC, also called

the soft coal, is characterized by low density, small

velocity, and large porosity. It has close relationship with

CBM rich area and is also considered as the necessary

condition for coal and gas outburst.

As is known, EI has higher resolution in lithology

identification and fluid detection than acoustic impedance

(Connolly 1999); therefore, division of coal structure types

will be done by EI information. The angle gathers (19�)
have been extracted after seismic data amplitude-preserv-

ing processing and EI volume is obtained by inversion

method. Green areas shown in Fig. 4 represent the low

value of EI which indicates the existence of TDC.

Lithology of the roof and floor

It is the lithology of the roof and floor in the coal seam

as key factor that impacts sealing ability of the sur-

rounding rocks and the sealing ability will be enhanced

with an increasing mud content. Therefore, evaluation of

mudstone content can be regarded as an important index

for determining the sealing ability of the surrounding

rocks. The lithology difference of the roof can be dis-

tinguished from the natural gamma well logs but not the

density well logs, which is presented in the red rectan-

gles of Fig. 5; based on this, the lithology identification

Fig. 6 Natural gamma slices along the roof and floor of the No. 3 coal seam
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in layers can be performed by the natural gamma

response.

The natural gamma value (from well logs) considered as

the output and seismic stack data & EI data as the input,

PNN technique is applied to train the network, and then the

natural gamma volume is generated (Hampson et al. 2000).

The slices along the roof are presented in Fig. 6a, where

the area with natural gamma value greater than 0.7API

accounts for 80%; the slices along the floor are presented in

Fig. 6b where the area with natural gamma value greater

than 0.75API reaches 85%. According to the above, we

predict that the mud content of the strata is relatively high

and the lithology is dominated by mudstone or sandy

mudstone. Therefore, lithology of the roof and floor in the

coal seam is favorable for CBM preservation.

Metamorphic grades of coal and hydrogeological

condition

According to the regional geological data, Fowa region is

in the high metamorphic zone and the grade of coal is

anthracite. The migration condition of the seam is poor due

to its permeability of 0.000375 md.

The formation strata have three aquifers with feeble

water bearing. In addition, the aquifers have little hydraulic

connection with each other as well as the surface water;

therefore, the strata have poor recharge condition. Conse-

quently, the hydraulic dissipation effect is quite weak and

the hydraulic sealing effect is not significant as well as

hydraulic plugging effect, which is generally favorable for

CBM preservation.

Comprehensive evaluation of CBM enrichment area

The favorable areas for CBM enrichment, interpreted by

geological factors (in sections ‘‘Geological structure con-

ditions’’, ‘‘Buried depth and thickness of the coal seam’’,

‘‘Coal structure types division’’, ‘‘Lithology of the roof and

floor’’, and ‘‘Metamorphic grades of coal and hydrogeo-

logical condition’’), are not inconsistent and the influences

of geological factors discussed above are also different on

the CBM occurrence. According to Fig. 7, northern part of

the research target is of better gas-bearing properties than

the southern part, especially the northwestern part with the

highest gas content. It is also proved that CBM occurrence

analysis by a single geological factor has limitations.

Conclusions

The 3D seismic exploration technique has successfully

been applied for evaluating geological conditions of CBM

occurrence in the Fowa region, Xingjing coal mine, and

geological factors which contain geological structure,

buried depth, coal seam thickness, coal structure types,

lithology of the roof and floor, etc., are interpreted based on

the 3D seismic information in the No. 3 coal seam. The

findings can be summarized as follows:

1. The occurrence of CBM is influenced by variable

geological factors and the prediction of CBM enrich-

ment area by a single factor has limitations.

2. The following geological conditions are favorable for

CBM occurrence in the research target: anthracite with

high gas content in the No. 3 coal seam, aquifers with

feeble water bearing and little hydraulic connection,

the deep burial depth, and the lithology of the roof and

floor with high mud content.

3. Geological structure distribution, division of coal

structure type, and thickness of the seam cause uneven

distribution of CBM.
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Abstract This study develops solution of one-dimensional

space–time fractional advection–dispersion equation

(FADE). Various forms of dispersion and velocity profiles

(i.e. space dependent and both space–time dependent) are

considered throughout the study. Homotopy perturbation

method (HPM) is used to solve the problem semi-analyti-

cally. The advantage of HPM is that it does not require

much information about the boundary of the aquifer. The

initial condition may be measured for an aquifer, but

sometimes it is very difficult to specify the boundary

conditions. The FADE is employed for modeling the fate of

contaminants in both homogeneous and heterogeneous

porous formations subject to an increasing spatially

dependent source condition. It is found that the contami-

nant concentration changes with the order of FADE as

fractional-order derivative contains the memory of the

system, i.e. how the system changes from one integer order

to another integer order. FADEs are used to model the non-

local system, hence this study helps understand the physi-

cal meaning of parameters involved in the velocity and

dispersion.

Keywords Space–time dependent FADE � Dispersion �
Velocity � HPM

List of symbols

x and t Distance (L) and time (T) for aquifer

Dðx; tÞ Dispersion (L2T-1) along positive x direction

Vðx; tÞ Velocity profile (L2T-1) for groundwater

p; q; a; b; c Fractional orders

C x; tð Þ Contaminant concentration (ML-3)

Gðx; tÞ Additional source or sink term in ADE

F and s Dispersive flux and mean velocity for aquifer

gðxÞ Initial contaminant concentration for aquifer

Introduction

Industrial effluents, municipal garbage, cemeteries, mine

spoils, etc., are amongst the sources that generate con-

taminants that seep down from the soil surface to

groundwater through percolation (Batu 2006). The fate of

contaminants in groundwater is often described by the

advection–dispersion equation (ADE). This equation is

originally non-linear in nature and solved numerically,

using finite difference or finite element methods. Other-

wise, the equation is linearized by means of transforma-

tions and then solved analytically using either Laplace

transform, Fourier transform, Hankel transform or Green’s

function methods. A range of initial and boundary value

ADEs are solved either analytically or numerically or even

stochastically. A short review of analytical techniques or

solutions is provided below.

Sander and Braddock (2005) derived an analytical

solution for transient, unsaturated transport of water and

contaminants through horizontal porous media and dis-

cussed a range of analytical solutions. They derived a

similarity solution using scale- and time-dependent dis-

persivities for contaminant transport in unsaturated flow

and found that the solute did not disperse relative to water.
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Smedt (2006) derived an analytical solution for transport of

decaying solute in rivers with transient storage and first

order decay for non-conservative solute. Singh et al. (2008)

obtained analytical solution for one-dimensional ADEs

with variable coefficients. Srinivasan and Clement (2008)

derived an analytical solution for sequentially coupled

reactive solute transport, such as radioactive wastes or

chlorinated solvent carried nitrogenous species. Chen and

Liu (2011) developed a generalized analytical solution in a

finite spatial domain subject to arbitrary inlet boundary

condition.

From last decade, space- or time-fractional advection–

dispersion equations are modeled and solved by researchers

and hydrologists to know how this contaminant concen-

tration changes with the fractional order of the equations or

to carry forward the change of the system with memory.

Actually one can say that fractional order is used because it

preserves the history, but general derivative does not pre-

serve history. Fractional order (non-local differential

operator) is used to model the natural system because

integer-order (local operator) differential operator is not

able to describe the situation properly. So the fractional-

order derivative becomes popular to model the critical non-

local systems. Many space-dependent or time-dependent

FADEs are solved numerically or analytically indepen-

dently, whereas very few researchers considered both time-

and space-fractional advection–dispersion equation. So, we

considered both space–time dependent FADE in the pre-

sent work with space and space–time dependent velocity

and dispersion.

Zhang et al. (2007) observed local variation of transport

speed with space-dependent coefficients in homogeneous

space-fractional advection–dispersion equation using gen-

eralized Fick’s law. Benson et al. (2000) applied FADE

with dispersion parameter independent of time or distance.

Scaling behavior of plumes that underwent Levy motion

was accounted by the fractional derivative and solved using

the Green’s function. Meerschaert and Tadjeran (2004)

presented finite difference approximations of the FADE for

modeling one-dimensional variable coefficient transport of

passive tracers in a porous medium. The FADE was

illustrated for capturing the arrival of tracer in the begin-

ning in a radial flow. Roop (2008) solved one-dimensional

space FADE with boundary layer using a finite element

method where he derived a theoretical estimate to show

that the under-resolved case corresponding to e\ha�1,

where a was the order of the diffusion operator. Huang

et al. (2008) developed an unconditionally stable finite

element (FEM) approach to solve the one-dimensional

FADE based on the Caputo definition of the fractional

derivative with singularity at the boundaries. The simula-

tion results can be improved by using the third kind of

boundary with a fractional-order derivative as the inlet

boundary condition. A note on the finite element method

for the space FADE was reported by Zheng et al. (2010). Li

et al. (2011) provided a numerical approximation of non-

linear fractional differential equations with sub-diffusion

and super-diffusion. Murio (2008) developed a semi-ana-

lytical finite element method for a class of time FADEs in

which time-fractional diffusion equations were used when

transport processes were described with long memory

where the rate of diffusion was inconsistent with the

classical Brownian motion. Schumer et al. (2001) descri-

bed that a fractional advection–dispersion equation was a

generalization of the classical ADE in which the second-

order derivative was replaced with a fractional-order

derivative. Schumer et al. (2009) described a FADE can

arise for non-integer-order derivative on time or space

terms. Space-fractional and time-fractional ADEs arised

with velocity variations and power law particle residence

time distributions with memory in time, respectively. Liu

et al. (2004) derived numerical solution of the space-frac-

tional Fokker–Planck equation. Meerschaert et al. (2006)

described finite difference methods for two-dimensional

fractional dispersion equation. In that paper they discussed

an implicit method to solve a class of two-dimensional

initial-boundary value fractional partial differential equa-

tions with variable coefficients in a finite domain. Marinca

et al. (2009) used an optimal homotopy asymptotic method

applied to the steady flow of a fourth-grade fluid past

through a porous plate. Pandey et al. (2012) described

analytical solution for the space–time fractional advection–

dispersion equation using the optimal homotopy asymp-

totic method in which they explored numeric examples on

space–time fractional equation.

Now from the review of literature, it is found that very

few problems were considered on both space–time frac-

tional advection–dispersion equations. Most of them

incorporated fractional order directly on the classical

advection–dispersion equation with space- and time-de-

pendent dispersion and velocity. As an example, Pandey

et al. (2011) generalized the classical ADE to a fractional

ADE by replacing the first-order time and first- and second-

order space derivatives by Caputo derivatives of orders

0\a� 1; 0\b� 1 and 0\c� 1, respectively. If the

equation is considered like this, it does not always follow

the fractional flux condition and it is possible only when

the dispersion coefficient and velocity coefficients are

constant or time-dependent.

In this paper, a general type of advection–dispersion

equation is considered and fractional derivative in Caputo

sense on space and time is used with the orders 0\a� 1;

1\b� 2 and 0\c� 1, respectively, to incorporate the

effect of space or both space–time dependent velocity and
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dispersion coefficients. Space–time fractional advection–

dispersion equation is considered for two types of disper-

sion and velocity profiles. HPM is used to solve the mod-

eled problem semi-analytically and from this solution all

types of FADEs, i.e. only space-dependent and only time-

dependent and general ADE are found. The graphical

representations for all the cases are shown.

Model of the advection–dispersion equation

According to the generalized Fick’s law (Schumer et al.

2001; Paradisi et al. 2001) the dispersive flux is propor-

tional to a fractional derivative of solute concentration. So

the flux was considered in the following form:

F ¼ �D
1 þ s

2

opC

oxp
� D

1 � s

2

opC

oð�xÞp ; ð1Þ

where F is dispersive flux, D is dispersion coefficient, s is

mean velocity, p is fractional order, C is contaminant

concentration and x is space variable. Considering p ¼ 1,

Eq. (1) reduces to the classical Fick’s law. Using the mean

velocity s ¼ 1 (Schumer et al. 2001; Zhang et al. 2007) in

(1) the dispersive flux reduces to:

F ¼ �D
opC

oxp
: ð2Þ

The dispersive flux is considered as space-dependent

function. So the space-fractional advection–dispersion

equation can be written as

oC

ot
¼ � o

ox
Vðx; tÞC � Dðx; tÞ o

pC

oxp

� �
ð3Þ

Now to consider both space- and time-fractional

advection–dispersion equation, we can write Eq. (3) as

oqC

otq
¼ � oq

oxq
Vðx; tÞC � Dðx; tÞ o

pC

oxp

� �
; ð4Þ

where V(x, t) and D(x, t) are velocity and dispersion of the

groundwater, respectively, and p and q are fractional

orders. According to our consideration, velocity and dis-

persion are function of space, but it may be possible that

dispersion and velocity are both space- and time-depen-

dent. If dispersion and velocity are dependent only on time

or constant then Eq. (4) becomes:

oqC

otq
¼ �V

oqC

oxq
þ D

opþqC

oxpþq
: ð5Þ

So we see that the application of fractional order on the

classical ADE holds only when the dispersion and velocity

profiles are constant or time-dependent.

The source term is incorporated in the FADE and initial

condition is given by C x; 0ð Þ ¼ 0: The velocity and

dispersion coefficients are considered as space and time-

dependent or constant. So the mathematical formulation of

the space- and time-fractional ADE is given as

oqC

otq
¼ � oq

oxq
Vðx; tÞC � Dðx; tÞ o

pC

oxp

� �
þ Gðx; tÞ: ð6Þ

Equation (6) can be written as follows:

oaC

ota
¼ D1ðx; tÞ

obC

oxb
� V1ðx; tÞ

ocC

oxc
þ V2ðx; tÞC þ Gðx; tÞ;

ð7Þ

where 0\a� 1; 1\b� 2; 0\c� 1 and G(x, t) is an

additional source or sink term incorporated in the fractional

ADE. The initial condition is given by Cðx; 0Þ ¼ 0:

Analytical solution

Momani and Odibat (2007) developed the HPM for a non-

linear partial differential equation (PDE) with initial con-

dition. Here, Dm is the usual integer differential operator of

order m; m� 1\a�m; and Ja is the Riemann–Liouville

integral operator of order a[ 0; defined as:

Jaf ¼ 1

CðlÞ

Z x

0

ðx� tÞa�1
f ðtÞdt; x[ 0; ð8aÞ

where l is the parameter, and Ja is an operator satisfying the

following properties for f 2 Cl; l[ � 1; a[ 0; b[ 0:

1.
Jatc ¼ Cðcþ 1Þ

Cðaþ cþ 1Þ t
aþc ð8bÞ

2.
JaJbf ðtÞ ¼ Jaþbf ðtÞ ð8cÞ

3.
JaJbf ðtÞ ¼ JbJaf ðtÞ: ð8dÞ

The PDE can be expressed in a general form as

Db
�tCðx; tÞ ¼ LðC;Cx;CxxÞ þ NðC;Cx;CxxÞ þ f ðx; tÞ
t[ 0;

ð9Þ

where L is a linear operator, N is a non-linear operator, f is

a known function, and Db
� is the Caputo fractional deriva-

tive of order b: The initial condition is given as follows:

Ckðx; 0Þ ¼ gkðxÞ; k ¼ 0; 1; 2; . . .m� 1: ð10Þ

Following He (2005), we now construct the homotopy

for Eq. (9) as:

oCm

otm
� f ðx; tÞ

¼ p1

oCm

otm
þLðC;Cx;CxxÞþNðC;Cx;CxxÞ�Db

�tCðx; tÞ
� �

;

ð11Þ
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where p1 2 ½0;1� is the homotopy parameter, called the

embedding parameter, that varies from zero to unity. If

p1 ¼ 0; then Eq. (11) becomes linearized:

oCm

otm
¼ f ðx; tÞ: ð12Þ

Solution of Eq. (12) yields the initial approximation. When

p1 ¼ 1 Eq. (11) becomes the original Eq. (9) whose solution

is the exact solution. Thus, the change in p1 from zero to unity

corresponds to the initial approximation to the exact solution.

In topology this process is referred to as deformation. The

basic assumption is that the solution of Eq. (9) can be

expressed as a power series in embedding parameter p1:

Following Momani and Odibat (2007) approximation, we

approximate the solution of Eq. (11) as follows:

Cðx; tÞ ¼
X1
n¼0

Cnðx; tÞ: ð13Þ

Here, Cnðx; tÞ is the nth order coefficient of the power

series generated by p1:

Using the truncated series the solution can be written as:

CNðx; tÞ ¼
XN�1

n¼0

Cnðx; tÞ: ð14Þ

Therefore, Cðx; tÞ � CNðx; tÞ: ð15Þ

Obibat used this method for the time-fractional case and

we want to use this for time as well as space-fractional

case, so we construct the homotopy in the following way:

oC

ot
� Gðx; tÞ ¼ p1

oC

ot
þ D1ðx; tÞ

obC

oxb
� V1ðx; tÞ

ocC

oxc

"

þV2ðx; tÞC � Da
�tCðx; tÞ

#
; ð16Þ

where 0\a� 1; 1\b� 2; 0\c� 1 and p1 is homotopy

parameter. If p1 is zero then we get that initial guess but when

p1 ¼ 1 then we get the original equation back, so if p1 varies

from zero to one then the solution also varies from initial guess

to the exact solution. In Eq. (16) the series approximation in

terms of p1 and cn is used and written as follows:

Cðx; tÞ ¼ C0 þ C1p1 þ C2p
2
1 þ C3p

3
1 þ � � �

Therefore, the truncated exact solution is given by:

Cðx; tÞ ¼
XN�1

n¼0

Cnðx; tÞ ð17Þ

Case-I: analytical solution with space-dependent

dispersion and velocity

The source term is considered linear in spatial domain and

the aquifer is initially contamination free. So we consider

that Gðx; tÞ ¼ x and dispersion and velocity depends on

time. Then V1ðx; tÞ ¼ x; V2ðx; tÞ ¼ 1 and D1ðx; tÞ ¼ aV :

oaC

ota
¼ D1ðx; tÞ

obC

oxb
� V1ðx; tÞ

ocC

oxc
þ V2ðx; tÞC þ Gðx; tÞ

ð18Þ

with Cðx; 0Þ ¼ 0:
Using homotopy, Eq. (18) can be rewritten as

oC

ot
� Gðx; tÞ ¼ p1

oC

ot
þ D1ðx; tÞ

obC

oxb
� V1ðx; tÞ

ocC

oxc

"

þV2ðx; tÞC � Da
�tCðx; tÞ

#
: ð19Þ

We approximate the contaminant concentration in terms

of p1 and therefore we write as follows:

Cðx; tÞ ¼ C0 þ C1p1 þ C2p
2
1 þ C3p

3
1 þ � � � ð20Þ

Putting the value of C in Eq. (19) yields:

oC0

ot
¼ x; C0ðx; 0Þ ¼ 0: ð21Þ

Equating the equal powers of p we get that

oC1

ot
¼ oC0

ot
þ D1ðx; tÞ

obC0

oxb
� V1ðx; tÞ

ocC0

oxc

"

þV2ðx; tÞC0 � Da
�tC0ðx; tÞ

�
; C1ðx; 0Þ ¼ 0

ð22Þ

oC2

ot
¼ oC1

ot
þ D1ðx; tÞ

obC1

oxb
� V1ðx; tÞ

ocC1

oxc

"

þV2ðx; tÞC1 � Da
�tC1ðx; tÞ

�
; C2ðx; 0Þ ¼ 0

ð23Þ

and so on.

Solving Eq. (21), we get that: oC0

ot
¼ x;) C0 ¼ xt þ k1

using the boundary condition C0ðx; 0Þ ¼ 0 we get that k1 ¼
0 then

C0 ¼ xt: ð24Þ

Using Eq. (24) on Eq. (22) we get that

oC1

ot
¼ oðxtÞ

ot
þ ax

obðxtÞ
oxb

� x
ocðxtÞ
oxc

þ xt�Da
�tðxtÞ

" #

) oC1

ot
¼ x� tx2�c

Cð2 � cÞ þ xt� xt1�a

Cð2 � aÞ

) C1 ¼ xt� t2x2�c

2Cð2 � cÞ þ
xt2

2
� xt2�a

ð2 � aÞCð2 � aÞ þ k2:

Using the condition C1ðx; 0Þ ¼ 0 we get that k2 ¼ 0 and

therefore
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) C1 ¼ xt � t2x2�c

2Cð2 � cÞ þ
xt2

2
� xt2�a

ð2 � aÞCð2 � aÞ ð25Þ

Now using Eq. (25) on Eq. (23) we get that:

oC2

ot
¼ oC1

ot
þ D1ðx; tÞ

obC1

oxb
� V1ðx; tÞ

ocC1

oxc

"

þV2ðx; tÞC1 � Da
�tC1ðx; tÞ

#

) oC2

ot
¼ oC1

ot
þ at2ð1 � cÞð2 � cÞCð1 � aÞ

2Cð2 � cÞCð3 � c� bÞ x3�c�b

� tx2�c

Cð2 � cÞ þ
ð2 � cÞt2x3�2c

2Cð3 � 2cÞ

� t2x2�c

2Cð2 � cÞ þ
t2�ax2�c

ð2 � aÞCð2 � aÞCð2 � cÞ

� xt1�a

Cð2 � aÞ þ
x2�ct2�a

Cð2 � cÞCð3 � aÞ

þ xt2�2a

Cð3 � 2aÞ �
xt2�a

Cð3 � aÞ þ xt � t2x2�c

2Cð2 � cÞ

þ xt2

2
� xt2�a

ð2 � aÞCð2 � aÞ

) C2 ¼ xt � t2x2�c

2Cð2 � cÞ þ
xt2

2
� xt2�a

ð2 � aÞCð2 � aÞ

þ at3ð1 � cÞð2 � cÞCð1 � aÞ
6Cð2 � cÞCð3 � c� bÞ x3�c�b

� t2x2�c

2Cð2 � cÞ þ
ð2 � cÞt3x3�2c

6Cð3 � 2cÞ � t3x2�c

6Cð2 � cÞ

þ t3�ax2�c

ð2 � aÞð3 � aÞCð2 � aÞCð2 � cÞ

þ xt3�2a

ð3 � 2aÞCð3 � 2aÞ �
xt3�a

ð3 � aÞCð3 � aÞ

� xt2�a

ð2 � aÞCð2 � aÞ

þ x2�ct3�a

ð3 � aÞCð2 � cÞCð3 � aÞ þ
xt2

2
� t3x2�c

6Cð2 � cÞ

þ xt3

6
� xt3�a

ð2 � aÞð3 � aÞCð2 � aÞ þ k3 ð26Þ

Using the initial condition, we get that k3 ¼ 0, so the

approximate analytical solution is as follows: C ¼ C0 þ
C1 þ C2; i.e.

) C x; tð Þ ¼ xt þ 2 xt � t2x2�c

2Cð2 � cÞ þ
xt2

2
� xt2�a

ð2 � aÞCð2 � aÞ

� �

þ at3ð1 � cÞð2 � cÞCð1 � aÞ
6Cð2 � cÞCð3 � c� bÞ x3�c�b

� t2x2�c

2Cð2 � cÞ þ
ð2 � cÞt3x3�2c

6Cð3 � 2cÞ � t3x2�c

6Cð2 � cÞ

þ t3�ax2�c

ð2 � aÞð3 � aÞCð2 � aÞCð2 � cÞ

þ xt3�2a

ð3 � 2aÞCð3 � 2aÞ �
xt3�a

ð3 � aÞCð3 � aÞ

� xt2�a

ð2 � aÞCð2 � aÞ

þ x2�ct3�a

ð3 � aÞCð2 � cÞCð3 � aÞ þ
xt2

2
� t3x2�c

6Cð2 � cÞ

þ xt3

6
� xt3�a

ð2 � aÞð3 � aÞCð2 � aÞ þ k3

ð27Þ

Case-II: analytical solution with space- and time-

dependent dispersion and velocity

In the second case, we considered that velocity and dis-

persion are dependent on both spatial and temporal domain.

Dispersion is directly proportional to the velocity, so it is

considered that V1ðx; tÞ ¼ xt, V2ðx; tÞ ¼ t and D1ðx; tÞ ¼
aV1: A linear space-dependent source term is considered

with the condition that the aquifer is initially contamination

free. The modeled equation becomes:

oaC

ota
¼ D1ðx; tÞ

obC

oxb
� V1ðx; tÞ

ocC

oxc
þ V2ðx; tÞC þ Gðx; tÞ

ð28Þ

with Cðx; 0Þ ¼ 0:
Using homotopy on Eq. (28) one can write:

oC

ot
� Gðx; tÞ ¼ p1

oC

ot
þ D1ðx; tÞ

obC

oxb
� V1ðx; tÞ

ocC

oxc

"

þV2ðx; tÞC � Da
�tCðx; tÞ

#
: ð29Þ

We approximate the concentration profile in terms of p1

then:

Cðx; tÞ ¼ C0 þ C1p1 þ C2p
2
1 þ C3p

3
1 þ � � � ð30Þ

Using the value of C in (29) and equating the equal

powers of p1 we get:

oC0

ot
¼ x; C0ðx; 0Þ ¼ 0 ð31Þ

oC1

ot
¼ oC0

ot
þ D1ðx; tÞ

obC0

oxb
� V1ðx; tÞ

ocC0

oxc

"

þV2ðx; tÞC0 � Da
�tC0ðx; tÞ

#
; C1ðx; 0Þ ¼ 0

ð32Þ
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oC2

ot
¼

"
oC1

ot
þ D1ðx; tÞ

obC1

oxb
� V1ðx; tÞ

ocC1

oxc

þV2ðx; tÞC1 � Da
�tC1ðx; tÞ

#
; C2ðx; 0Þ ¼ 0

ð33Þ

and so on.

Solving (31), (32) and (33) we get that

C0 ¼ xt ð34Þ

C1 ¼ xt � t3x2�c

3Cð2 � cÞ þ
xt3

3
� xt2�a

ð2 � aÞCð2 � aÞ ð35Þ

C2 ¼ xt � t3x2�c

3Cð2 � cÞ þ
xt3

3
� xt2�a

ð2 � aÞCð2 � aÞ

þ at4ð1 � cÞð2 � cÞCð1 � aÞ
12Cð2 � cÞCð3 � c� bÞ x3�c�b

� t3x2�c

3Cð2 � cÞ þ
ð2 � cÞt5x3�2c

15Cð3 � 2cÞ

� t5x2�c

15Cð2 � cÞ þ
t4�ax2�c

ð2 � aÞð4 � aÞCð2 � aÞCð2 � cÞ

þ xt3�2a

ð3 � 2aÞCð3 � 2aÞ �
xt2�a

ð2 � aÞCð2 � aÞ

� 2xt4�a

ð4 � aÞCð2 � aÞ þ
x2�ct4�a

ð4 � aÞCð2 � cÞCð3 � aÞ

þ xt3

3
� t5x2�c

15Cð2 � cÞ þ
xt5

15
� xt4�a

ð2 � aÞð4 � aÞCð2 � aÞ
ð36Þ

and the required solution is as follows:

Cðx; tÞ ¼ C0 þ C1 þ C2;

i.e.

C x; tð Þ ¼ xt þ 2 xt � t3x2�c

3Cð2 � cÞ þ
xt3

3
� xt2�a

ð2 � aÞCð2 � aÞ

� �

þ at4ð1 � cÞð2 � cÞCð1 � aÞ
12Cð2 � cÞCð3 � c� bÞ x3�c�b

� t3x2�c

3Cð2 � cÞ þ
ð2 � cÞt5x3�2c

15Cð3 � 2cÞ

� t5x2�c

15Cð2 � cÞ þ
t4�ax2�c

ð2 � aÞð4 � aÞCð2 � aÞCð2 � cÞ

þ xt3�2a

ð3 � 2aÞCð3 � 2aÞ �
xt2�a

ð2 � aÞCð2 � aÞ

� 2xt4�a

ð4 � aÞCð2 � aÞ þ
x2�ct4�a

ð4 � aÞCð2 � cÞCð3 � aÞ

þ xt3

3
� t5x2�c

15Cð2 � cÞ þ
xt5

15
� xt4�a

ð2 � aÞð4 � aÞCð2 � aÞ :

ð37Þ

Results and discussion

In this study, the aquifer was assumed initially contami-

nation free. A one-dimensional space–time fractional

advection–dispersion equation was used to model solute

transport, where the source of contamination was incor-

porated in the equation. Both dispersion coefficient and

velocity were temporally and spatially dependent to reflect

the aquifer heterogeneity. The fractional derivative retains

the memory and that is why the time-fractional advection–

dispersion equation was used to reflect the changes in flow

and solute migration. To solve the non-linear ADE, HPM

was used to obtain an approximate analytical solution. The

different values of fractional order were considered to

examine how the analytical solution behaves with the

variation of fractional order.

For investigating the effect of order and the kind of

memory preserve on the solution, we considered two types

of velocity and dispersion profiles: (i) depends on spatial

domain and (ii) depends on spatial and temporal domains.

From Fig. 1, we observe that the contaminant concentra-

tion increased with distance. But the concentration values

at each of the positions were decreased with increased

fractional order a; b; c at a fixed time t = 0.1 year. Here,

the concentration profile with distance shows linear type

nature for space-dependent velocity and dispersion. From

Fig. 2, we observe that the contaminant concentrations

Fig. 1 Concentration with distance with varying fractional-order

with the space-dependent velocity and dispersion at a fixed time

t = 0.1 year
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increased with increased fractional order a; b; c at a fixed

time t = 0.1 year approximately up to distance x = 1 km.

However, the patterns remain same as in Fig. 1 beyond the

distance x = 1 km. This may happen due to space–time

dependent velocity and dispersion taken into consideration.

From Fig. 3, we observe that the contaminant concen-

tration was increased with time for a fixed distance

x = 0.2 km. It was also observed that contaminant con-

centration increased with increasing fractional order. From

Fig. 4 it was observed that contaminant concentration ini-

tially increases with time and after t = 1.4 year, the con-

centration starts decreasing with time for a fixed distance

x = 0.2 km. It was also observed that the contaminant

concentration values increases with increase in fractional

order up to certain time t = 1.4 year, but the reverse trend

was found beyond the time t = 1.4 years.

By solving both space- and time-fractional advection–

dispersion equation, we deduced solutions of any type of

fractional ADE equation or general ADE, i.e. we can

explore only time-fractional advection–dispersion equation

by considering space-fractional term as one, space-frac-

tional advection–dispersion equation considering time

fractional as one, and general advection–dispersion equa-

tion by considering both space and time fractional as one.

In Figs. 5, 6, 7 and 8, we pictorially denote the solution

for time fractional, space fractional, space–time fractional

and general advection–dispersion equation. From Fig. 5, it

was observed that AD equation and time-fractional AD

Fig. 2 Concentration with distance with varying fractional order with

the space–time dependent velocity and dispersion at a fixed time

t = 0.1 year

Fig. 3 Concentration with time with varying fractional order with the

space-dependent velocity and dispersion at fixed distance x = 0.2 km

Fig. 4 Concentration with time with varying fractional order with

both space- and time-dependent velocity and dispersion at fixed

distance x = 0.2 km

Fig. 5 Concentration with time for various advection–dispersion

equations for both space-dependent velocity and dispersion at fixed

distance x = 0.2 km
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equation show similar impact but space-fractional AD

equation and space–time fractional AD equation show

similar nature when velocity and dispersion both depend on

space. From Fig. 6, it was observed that AD equation and

space-fractional AD equation show similar impact, but

time-fractional AD equation and space–time fractional AD

equation show similar nature when velocity and dispersion

both depend on space. From both Figs. 5 and 6 our general

observation was that the space–time fractional AD equa-

tion shows minimum impact with time for a fixed distance

x = 0.2 km. From both Figs. 7 and 8 our general obser-

vation was that the space-fractional AD equation showed

the maximum impact with space for a fixed time

t = 0.1 km.

Conclusions

The following conclusions are drawn from this study:

1. The HPM yields an approximate analytical solution of

the one-dimensional non-linear space–time fractional

advection–dispersion equation. The solution can be

used to model contaminant transport in a heteroge-

neous aquifer even without having an idea about the

boundary. It may be the most general case as we are

not bothered about the real shape and the formation of

boundary.

2. The dispersion coefficient and velocity are taken as

functions of space and both time and space which may

be the most general case for contaminant transport

modeling in heterogeneous aquifers.

3. The contaminant concentration with respect to distance

increases as the source term is considered as increasing

function with distance.

4. The HPM can be made more accurate, depending upon

the number of terms considered in the approximate

analytical solution. Limitation of this method is that it

cannot hold for a large value of time, but we can

overcome this problem by substituting time with

another variable.

5. Using the fractional-order advection–dispersion equa-

tion we may be able to model more complex systems

where the domain is differentiable up to some

fractional order.

6. Solving this problem we may be able to get any result,

such as only space-fractional ADE, only time-frac-

tional ADE and simple ADE. Hence this is a powerful

technique for solving this kind of situation.

Fig. 6 Concentration with time for various advection–dispersion

equations for both space–time dependent velocity and dispersion at

fixed distance x = 0.2 km

Fig. 7 Concentration with distance for various advection–dispersion

equations for both space-dependent velocity and dispersion at a fixed

time t = 0.1 year

Fig. 8 Concentration with distance for various advection–dispersion

equations for both space–time dependent velocity and dispersion at a

fixed time t = 0.1 year
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Abstract Correct determination of direct runoff is crucial

for proper and safe dimensioning of hydroengineering

structures. It is commonly assessed using SCS-CN method

developed in the United States. However, due to deficien-

cies of this method, many improvements and modifications

have been proposed. In this paper, a modified Sahu–Mis-

hra–Eldo (SME) method was introduced and tested for

three catchments located in the upper Vistula basin.

Modification of SME method involved a determination of

maximum potential retention S based on CN parameter

derived from SCS-CN method. The modified SME method

yielded direct runoff values very similar to those observed

in the investigated catchments. Moreover, it generated

significantly smaller errors in the direct runoff estimation

as compared with SCS-CN and SME methods in the ana-

lyzed catchments. This approach may be used for esti-

mating the runoff in uncontrolled catchments.

Keywords Direct runoff � SCS-CN method � SME

method � Potential retention � Flexibility

Introduction

Direct runoff is one of the key parameters used at the

design stage of hydraulic engineering projects associated

with flood protection. The direct runoff, perceived as a

surface runoff formed after allowing for precipitation

interception, infiltration, surface retention and evapotran-

spiration, is also an input for the majority of hydrological

models (Banasik et al. 2014a; Bedient et al. 2013).

Therefore, its proper estimation is extremely important. Its

size depends on the course of a precipitation event, evap-

otranspiration, substrate permeability, soil moisture, etc.

(Banasik et al. 2014b; Darvishan et al. 2015; Deshmukh

et al. 2013; Ponce and Hawkins 1996; Rallison and Miller

1981; Rutkowska et al. 2015). In catchment hydrology, the

soil conservation service-curve number (SCS-CN) method

is one of the most popular methods for computing the

volume of surface runoff for a given rainfall event from

small agricultural watersheds (Mishra et al. 2005). Given

its perceived advantages (simplicity, predictability and

stability), this method has been widely used in many

countries and successfully applied to runoff calculation, to

land use change assessment and to comprehensive hydro-

logical/water quality simulations (Hong and Adler 2007).

The main reason for its widespread use is an adoption of

the basic characteristics of a catchment, i.e., soil type, land

use, and antecedent moisture conditions as the primary

determinants of the runoff (Mishra and Singh 2002, 2003;

USDA Natural Resources Conservation Service 2004). The

main equations are:

Q ¼ P� Iað Þ2

P� Ia þ S
if P[ Ia and Q ¼ 0 otherwise ð1Þ

S ¼ 25; 400

CN
� 254; ð2Þ
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a.walega@ur.krakow.pl

1 Department of Sanitary Engineering and Water Management,

University of Agriculture in Kraków, ul. Mickiewicza 24/28,

30-059 Kraków, Poland

2 Department of Applied Mathematics, University of

Agriculture in Kraków, ul. Balicka 253C, 30-198 Kraków,

Poland

3 MGGP S.A., ul. J. Lea 112, 30-133 Kraków, Poland

123

Acta Geophys. (2017) 65:363–375

DOI 10.1007/s11600-017-0033-x

http://crossmark.crossref.org/dialog/?doi=10.1007/s11600-017-0033-x&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/s11600-017-0033-x&amp;domain=pdf


where Q, P, S, and CN are the direct runoff, the rainfall

depth, the retention parameter, and the curve number,

respectively, and Ia = kS is the initial abstraction ratio

(usually k is assumed as 0.2). Q, P and S are in [mm], while

CN is dimensionless. In the original SCS-CN method,

constant values of S and CN are assumed, being functions

of the soil type and land use. The tabulated value, CNtab, is

determined on the basis of the National Engineering

Handbook, ‘‘Methods’’ (NEH4) tables. On the other hand,

the use of the SCS-CN method results in the abrupt

changes of the calculated direct runoff, depending on the

assumed moisture content for the catchment (AMC I, AMC

II or AMC III) (Hawkins et al. 2009). This may be regarded

as a limitation of the method since the runoff continuity

with changes in the moisture content for the catchment is

not preserved. Therefore, the method is not used for pre-

dicting freshets or in continuous long-term series simula-

tions. Its ability to simulate only single rainfall–runoff

events may result in a higher uncertainty of the results of

calculations. As reported by Calver et al. (2009), the

emerging continuous simulation approaches show a con-

siderable potential to offer better performance for peaks

and flow time series than event simulation. According to

Hoes and Nelen (2005), the use of a continuous rainfall–

runoff simulation still results in an uncertainty. However,

many assumptions and simplifications of the event-based

approach can be excluded because they are the direct or

indirect components of the precipitation input series.

Another feature of the SCS-CN method is that the time

variable is not taken into account in formula (1). This limits

the method’s applicability in runoff variability simulations

for rainfall events, as it only enables the calculation of the

direct runoff layer volume for the specified rainfall depth.

Unfortunately, the original formula is often applied during

a precipitation event. Furthermore, this method has some

additional limitations such as a lack of a clear guidance on

how to vary AMC, and a lack of an explicit relation

between the initial abstraction and the antecedent moisture

(Sahu et al. 2012). For this reason, some modifications of

SCS-CN method have been introduced. Soulis and

Valiantzas (2012) and Wałęga et al. (2015) used a two-CN

heterogeneous system for calculating a catchment runoff.

Singh et al. (2015) proposed a continuous function of

changes in the substrate moisture content as a modification

of the original method. Petroselli et al. (2013) and Grimaldi

et al. (2013a, b) modified the SCS-CN model by taking the

Green and Ampt infiltration method into account, to get a

correct distribution of the direct runoff during a precipita-

tion event. Particularly interesting reports were published

by Sahu et al. (2010, 2012) and Sahu et al. (2007), who

allowed for antecedent moisture in their calculations of the

direct runoff. In this model (called Sahu-Mishra-Eldo SME

method, after the authors), k is the initial abstraction, S0 is

the absolute maximum retention capacity and M is the

antecedent moisture that is assumed to be a fraction (b) of

the amount of moisture/water infiltrated during the ante-

cedent period and to depend on the 5-day antecedent

rainfall amount Ps. Such an assumption is based on the fact

that only a fraction, in general, of the moisture/water added

to the soil profile will contribute to M because of evapo-

transpiration, drainage, and other losses in the antecedent

5-day period. Additionally, M = 0 for Ps\ kS0. As S0 is

the potential maximum retention in completely dry con-

dition in SME method, it is independent of the antecedent

moisture and fully depends on catchment characteristics

(Sahu et al. 2010). A very good performance of the model

was shown (Sahu et al. 2010). SME method was verified by

Wałęga and Rutkowska (2015) in a mountainous catch-

ment of the upper Vistula basin.

The use of the original SME method in moderate cli-

matic conditions is limited by the need to calibrate as many

as three parameters, S0, k and b, whereas only a single CN

parameter that depends on the type of soil and the structure

of catchment land use is applied in the original SCS-CN

method. This may limit the use of the SME method, par-

ticularly in uncontrolled catchments. Given those limita-

tions, the present authors chose to modify the original SME

method relative to the S0 parameter of which the value was

based on the parameter CN according to the NEH4 tables.

Moisture content in the catchments in moderate climate

conditions may, on very rare occasions, be extremely low

and the absolute maximum retention, S0, may then be a

rather unreliable parameter. A novelty in the present study

is that, unlike in the approach reported by Sahu et al.

(2010), the value of the parameter S0 as S was adopted in

the SCS-CN method for mountain and sub-mountain

catchments in the moderate climate. As mentioned earlier

in this paper, the approach will limit the number of

parameters of the SME method to two items which need to

be calibrated, thus reducing the risk of uncertainty of the

model. This is of particular importance in conditions of

high uncertainty of measurement data, especially flows,

based on which parameters are calibrated (Di Baldassarre

et al. 2010; Domeneghetti et al. 2013), and of which the

uncertainty may, consequently, contribute to erroneous

values of the model parameters. An argument for choosing

the approach was earlier studies reported by Kowalik and

Wałęga (2015) as well as Wałęga et al. (2015) and Banasik

et al. (2014a), performed in agricultural catchments in

Poland: those reports demonstrated that, as a rule, the

empirical values of the parameter CN correspond to the

values of CN as reported by USDA, especially for AMC II.

This means that the parameter S in the SME method for

mountain and sub-mountain catchments in the south of
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Poland may be determined by the SCS-CN method.

Moreover, studies on the original method were performed

for small agricultural catchments not larger than some

70 ha in the United States (Sahu et al. 2010) or in agri-

cultural-and-forested catchments occupying a maximum of

250 km2 and located in the humid climate (Sahu et al.

2012). For that reason, the present study on agricultural-

and-forested catchments of an area of 330 km2 or less,

located in the humid climate, is a unique contribution to

studies on the method in question.

The aim of this work was to modify the SME method by

replacing the S0 parameter with the maximum potential

retention S parameter based on original SCS-CN method

and assessment of the sensitivity of the new model to

changes in parameters in three rivers located in the upper

Vistula basin.

Catchment description

All three rivers are located in the water region of the upper

Vistula River. The localization and the hydrographic net-

work are presented in Fig. 1.

The Kamienica is a right tributary of the Dunajec. The

catchment is mountainous with its area down to Łabowa

gauging station of 64.878 km2. Average catchment expo-

sure was determined as southern (181.3�). The catchment is

covered mainly by forests (ca. 76.4%), predominantly

coniferous ones. Arable lands take up ca. 23.2%, and the

rest (ca. 0.4%) is an anthropogenic area.

The Stobnica is a right tributary of the Wisłok. The

catchment has an area of 328.635 km2 to the Godowa

gauging station. Average catchment exposure was deter-

mined as eastern (91.16�). The Stobnica catchment is

covered mainly by arable lands (ca. 62.3%). About 33.7%

of the area is covered by forests, mainly mixed and

coniferous forests. The rest (ca. 4%) is an anthropogenic

area.

The Rudawa is a right tributary of the Vistula. This

upland catchment has an area of 282.664 km2 to the Balice

gauging station. Average catchment exposure is southern

(168.1�). Most area is covered by arable lands (ca. 65%). A

large part (ca. 26.6%) is covered by forests, dominated by

deciduous species. The rest (ca. 8.4%) is an anthropogenic

area.

Basic catchment characteristics are presented in

Table 1. Water resources are mainly surface water, like in

the entire Polish Carpathians (Policht-Latawiec et al.

2016).

Material

Initial material for the analyses comprised the data on

precipitation and runoff in the investigated catchments

obtained from the Institute of Meteorology and Water

Management National Research Institute in Warsaw. The

data were collected for the multi-year period 1980–2012

for a time step of 24 h for both the precipitation and the

flows. The flow size was registered at the water gauges

Fig. 1 Location of the

investigated catchments
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closing the investigated catchments, i.e., Łabowa for the

Kamienica, Godowa for the Stobnica, and Balice for the

Rudawa. The analyses included the rivers differing in their

river network density, catchment slope and land use. These

factors play an important role in shaping the catchment

runoff and the time of its response to precipitation. The

initial data on flow size were used to identify the floods

constituting the basis for further analysis. The selected

floods were characterized by peak flow that exceeded the

multi-year mean flow for the summer half-year. An addi-

tional criterion for identifying the greatest floods was a

condition that the lowest peak flow had to be by at least

10% higher than the mean flow in the summer half-year.

Flood selection criteria were determined according to

Ciepielowski (1987). The rainfall–runoff events investi-

gated for the various catchments were: 30 in the catchment

of Kamienica, 15 of Rudawa and 14 of Stobnica.

The events were visibly distinguishable in the records of

river discharge and independent of other events. The base

flow and the direct runoff were separated before the actual

analysis. This was done by drawing a straight line on a

hydrograph from the point where the flow starts to increase

to the point on the descending part where the direct runoff

ends. The second point was specified on the semilogarith-

mic plot of discharge (Dingman 2008). This procedure

allowed us to determine the actual amount of the direct

runoff layer for individual episodes. The present authors

chose not to separate the direct runoff from the base flow

by means of advanced methods such as recursive filtering

(Serinaldi and Grimaldi 2011), since the methods involved

subjectivity in adopting parameters, which means that it is

not possible to establish the set of parameters leading to a

satisfactory result. Hingray et al. (2014) reported that sat-

isfactory criteria for the estimation of filter parameters are,

in fact, highly subjective and the estimation of the

parameters is consequently delicate. The precipitation data

were spatially averaged using Le Thiessen method. The

data preparation process resulted in a sample (Pi…Qi),

i = 1, …N, where: Pi—the observed total amount of pre-

cipitation (rainfall depth) causing i—the flood [mm], Qi—

the observed direct runoff [mm]. Additionally, P5i—the

amount of the antecedent 5-day rainfall was measured for

every rainfall–runoff event.

Methods

The modified SME method

The modified SME method consists of several stages. In

the first stage, the tabulated CN values (CNtab) are deter-

mined on the basis of NEH4 tables depending on soil type

and land use (USDA 2004). These values, equal to CN(II),

represent moderate antecedent runoff conditions. Addi-

tionally, CN(I) and CN(III) are calculated using the for-

mulas of Hawkins for dry and wet runoff conditions,

respectively (ASCE 2009). Next, using the original SCS-

CN Eqs. (1), (2), the graph of Q (p) is drawn for P from

Pmin to Pmax (Pmin and Pmax were the minimum and

maximum values in the rainfall depth sample), while S is

equal to S(I), S(II) or S(III) for dry, moderate and wet

conditions, respectively, and Ia = 0.2S. Finally, three

curves are obtained.

In the second stage, each (Pi, Qi) pair is associated with

a curve the most closely located to the point (Pi, Qi) among

the three curves obtained in the first stage, on a two-di-

mensional space in the sense of the Euclidean distance. The

value of S corresponding to the curve obtained for most of

the events is used in further calculations.

In the third stage, the direct runoff is estimated for every

rainfall–runoff event using SME method (Sahu et al.

2010, 2012):

Q ¼ P� Iað Þ � ðP� Ia þMÞ
P� Ia þ S

if P [ Ia ð3Þ

Q = 0 otherwise

Ia ¼ k � ðS�MÞ ð4Þ

where S is the maximum retention capacity obtained in the

second stage. In the Eq. (3), the higher the antecedent

moisture M, the lower the initial abstraction Ia, and vice

versa. The antecedent moisture is given as:

Table 1 Basic characteristics of the analyzed catchments

Characteristic Unit The Kamienica catchment The Stobnica catchment The Rudawa catchment

Area km2 64.878 328.635 282.664

Length of main river km 13.359 43.072 26.006

Length of river network km 42.149 209.958 137.157

Density of river network km km-2 0.650 0.639 0.485

Average altitude of catchment m a.s.l. 695 335 351

Average slope of catchment % 29.42 19.50 11.53
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M ¼ b
P5 � kSð Þ � S
P5 � kSð Þ þ S

� �
for P5 [ kS ð5Þ

M ¼ 0 for P5\kS

where b is the parameter to be optimized and the

parameter k is equal to 0.20 (as in the first stage). The

parameter b is a part of the 5-day rainfall that is inter-

cepted. In this paper, the condition of the highest value of

the Nash–Sutcliffe efficiency coefficient (8) is used for

optimization. The input parameters b, ranging from 0.001

to 0.2, were considered in the optimization process.

The main difference between the original SME and the

proposed modified SME method refers to the way the

parameter S is calibrated. In the original SME method, abso-

lute potential catchment retention, S0, was assumed to be a

new parameter which is functionally related to the catchment

characteristics. As a result, the approach was entirely inde-

pendent of the SCS-CN method and the authors were able to

circumvent its limitations, for example, those connected with

sudden jumps in the estimated direct runoff values relative to

changes in the moisture content of the catchment. The

parameter S is optimized with respect to the minimum of the

least squares between the observed and estimated runoff

depths in the original SME method. A different approach is

adopted in this paper: the SCS-CN and SME method were

combined: S0 was substituted with the maximum potential

retention,S, established from formula (2). It was assumed that,

in moderate climate catchments, which are rather rich in

water—such as those investigated and described in this

paper—the absolute maximum retention values higher than

S are not typical of catchments in the region of interest.

Therefore, it was decided that the original parameter, S0,

would be substituted with S. Moreover, according to Sahu

et al. (2010), the values of S0 may equal or be higher than S;

therefore, the authors adopted the less desirable variant,

S0 = S, in this work. This results in lower rainfall losses in the

model and generates higher runoff values, in comparison with

the original SME method. This is crucial, especially for the

dimensioning of hydroengineering structures, designed to

prevent floods. Moreover, the present authors’ assumption

regarding the parameter S allows for some degree of flexibility

in the calculation of design runoff values, which enables

moisture conditions in a given catchment to be differentiated

depending on the assessed runoff having a specified excee-

dance probability [e.g., runoffs with a lower exceedance

probability may occur in high soil moisture conditions before

a freshet (Krzanowski et al. 2013)]. The applicability of the

approach was described by De Paola et al. (2013).

The parameter b is to be calibrated in controlled

catchments. Then, a regionalization of this parameter

should be accounted for, to enable the use of the modified

SME method in uncontrolled catchments, assuming that k
is 0.20 (USDA guidelines, USDA 2004).

Additionally, the direct runoff was estimated in this paper

using two other methods, namely the original SCS-CN

[Eqs. (1), (2)] and the original SME method [Eqs. (3), (4)].

Regarding the SCS-CN method, S equal to S(I), S(II) or S(III)

was assumed, according to SCS guidelines, based on the

amount of precipitation within 5 days prior to the analyzed

flood.

Quality of the modified SME method in selected

catchments

The root mean square error (RMSE), the relative bias

(BIAS) and EF (Nash and Sutcliffe 1970) were used as

goodness of fit measures to assess and compare the per-

formance of the models, namely

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N
�
XN
i¼1

Qobs;i � Qcalc;i

� �2

vuut ð6Þ

BIAS ¼ 1

N

XN
i¼1

Qi � Qcalc;i

Qi

� 100% ð7Þ

EF ¼ 1 �
PN

i¼1 ðQi � Qcalc;iÞ2

PN
i¼1 ðQi � Qobs;iÞ2

ð8Þ

whereQi is the observed direct runoff,Qcalc,i is the direct runoff

calculated using formula (3) and Qobs is the mean value of the

observed direct runoff values. These coefficients are often used

in hydrological models to assess the discordance between the

observed and estimated values. The higher the RMSE, the

poorer the performance of a model, and vice versa. EF = 1 and

RMSE = 0 show a perfect fit. EF has the advantage of being

dimensionless that enables comparisons of various models and

of being valid for nonlinear as well as linear models (McCuen

2003). Regarding BIAS, it is the mean relative difference

between the observed and estimated values. High positive/low

negative BIAS is a sign of a systematic overestimation/un-

derestimation of the direct runoff by a model.

Sensitivity of modified SME method

For the assessment of the modified SME method proper-

ties, its sensitivity to input parameter changes was also

derived using the coefficient of flexibility. The flexibility is

an indicator of a relative change in output model properties

resulting from a relative change in an input parameter.

Theoretically, if x1; . . .; xn are model input variables and

y ¼ yðx1; . . .; xnÞ is model output, then the flexibility (rel-

ative sensitivity) of y with respect to ith variable at

ðx1; . . .x
0
i ; . . .; xnÞ is equal to
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e yð Þ ¼ oy

oxi
ðx1; . . .x

0
i ; . . .; xnÞ �

x0
i

y ðx1; . . .x
0
i ; . . .; xnÞ

ð9Þ

The absolute value of e equal to or greater than 1 is a sign

of a substantial change of output value to the input value;

otherwise, the model cannot be deemed flexible (Maidment

and Hoogerwerf 2002; Wałęga et al. 2012, 2014).

Analysis of flexibility was performed in two stages. The

impact of S, P5, b, and k on the antecedent moisture, M,

and the impact of P, S, k, M, and P5 on the runoff value, Q,

were assessed in the first and second stage, respectively.

Regarding the flexibility of the modified SME method to

parameters, the values of the other parameters were

assumed to remain constant. The flexibility was calculated

for the Stobnica catchment. The present authors chose to

analyze the sensitivity of the model for the one catchment

only. They assumed, by analogy, that similar reactions

which are observed in the analyzed model will occur in

other catchments as well. Since the sensitivity analysis

covered, first of all, relationships between parameters in the

model, and the calculations themselves were carried out for

a broad range of values of the input and output variables—

which were observed also in the other catchments inves-

tigated—the approach was believed to be appropriate.

Results and discussion

Results of the modified SME method

Tabular values of CNtab for three antecedent moisture

conditions were determined from SCS tables (USDA

2004). For the Kamienica and the Stobnica catchments,

CNtab was 81.0, and for the Rudawa catchment CNtab was

72.6. Regarding the antecedent moisture conditions, the

following values were obtained using the Hawkins for-

mulas (ASCE 2009): CNI = 69.7, CNIII = 90.9 (the

Kamienica, the Stobnica) and CNI = 56.8, CNIII = 86.1

(the Rudawa).

The basic statistical characteristics for the investigated

rainfall–runoff events are shown in Table 2. The variability

of parameters that characterize the rainfall–runoff events,

reflected in the coefficient of variation, was somewhat

higher in the upland catchment of Stobnica. The lowest

values were obtained in the mountainous catchment of

Kamienica. This is probably due to the extensive forest

cover (over 76% of the catchment area) that increases the

rainfall loss for interception, evapotranspiration or infil-

tration. Catchment land use affects its retention capacity

and the formation of surface runoff, which is reflected in

the values of CNobs. It was assumed that the values of

CNobs were the empirical values of CN for the respective

rainfall–runoff events. They can be seen in Table 2. The

highest mean value of CNobs (92.5) was recorded in the

catchment Stobnica that is dominated by arable lands (over

62% of the area) and where forests cover nearly 34% of the

area. Although the share of arable lands in the Rudawa

catchment is similar to the Stobnica catchment, its geo-

logical structure, and particularly the presence of karst

areas, increases water loss for infiltration and this causes a

drop in the CN values. As mentioned before, even though

the slopes of the Kamienica catchment are the steepest, the

forest cover makes up for it and CN parameter is only

slightly lower than in the upland Stobnica. The data dis-

played in Table 2 clearly indicate that the CNtab values

according to SCS were significantly lower than the

observed ones. Similar conclusions were published by

Banasik and Woodward (2010), Banasik et al. (2014b),

Ebrahimian et al. (2012), Kowalik and Wałęga (2015), or

Rutkowska et al. (2015). Summing up, estimating the

amount of direct runoff in uncontrolled catchments based

on the original SCS method may result in its underesti-

mation and consequently adopting too low flow values

during design of hydroengineering structures. This con-

firms the need to search for new or modifications of the

existing methods for direct runoff estimation.

Table 3 shows the values of the parameters b and S for

the modified SME method.

In the upland catchments of the Stobnica and the

Rudawa, the values of b were higher than in the moun-

tainous catchment of the Kamienica. As demonstrated by

formula (5), this parameter affects the antecedent moisture

M. Therefore, its higher value in the upland catchments

may suggest slightly higher soil moisture content M in the

period preceding the flood. This was obviously due to a

slight catchment slope and higher substrate permeability

that resulted in an increased retention of rainwater in the

soil profile. Thus, the upland catchments would show a

smaller initial abstraction as determined by the formula (4).

Substantial changes in S parameter were observed in all the

catchments, and S was the highest in the catchment of the

Rudawa, which was undoubtedly due to its geological

structure, upland nature, and highly anthropogenic char-

acter of some catchment areas.

Performance of the modified SME method

Table 4 presents the quality assessment of the modified

SME method with regard to the observed runoff based on

RMSE and EF metrics. Moreover, the runoff for S cal-

culated from CNtab (the USDA tables) was evaluated as

per SME method. The results were compared with those

obtained with the original SCS-CN method. The observed

events clearly showed very high EF values close to 1.00

and low RMSE values. The only exception was the

Rudawa catchment, where EF was the lowest and
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amounted to 0.95. BIAS also indicated a very small error

of the model for the Kamienica and the Stobnica catch-

ments but significantly greater (-8.75%) for the Rudawa

catchment. Underestimation of the runoff yielded from

SME method as compared with the observed runoff was

perceived in all the analyzed catchments. When S in the

SME method was calculated from CNtab, the quality of

the model results markedly deteriorated. Despite this, the

Kamienica and the Stobnica catchments were still

characterized by relatively low RMSE and EF values.

However, BIAS was clearly higher, and systematic over-

estimation of the calculations was observed for all cases.

The worst results were obtained for the Rudawa catch-

ment, where BIAS was 25.80%. Calculations performed

according to the original SCS-CN method yielded the best

outcomes for the Kamienica and the Stobnica catchments

(EF above 0.70), and the worst for the Rudawa catchment.

A comparison of the model performance for S based on

CNtab clearly showed less satisfactory results of the SCS-

CN than that of the SME method. The possible cause

behind better properties of the SME than of the SCS-CN

method is that more parameters are used in the former

that reflect the retention magnitude, for example the M

parameter.

Assuming the criteria presented by Moriasi et al. (2007),

the modified SME method is very reliable (EF[ 0.75) for

all catchments. The SME method with S derived from the

Table 2 Characteristics of the

selected rainfall–runoff events

and CNobs

Parametrer Q [mm] P [mm] P5 [mm] CNobs [-]

The Kamienica catchment

Average 29.4 54.7 16.7 88.3

Median 27.7 54.8 9.0 88.5

Standard deviation 14.6 20.1 17.1 8.6

Minimum 2.8 20.8 0.0 64.0

Maximum 81.1 108.6 61.7 99.0

Coefficient of variability 0.5 0.4 1.0 0.1

The Stobnica catchment

Average 25.9 41.9 15.4 92.5

Median 18.9 37.2 10.9 94.0

Standard deviation 19.0 20.3 18.5 6.6

Minimum 8.8 16.5 0.0 73.1

Maximum 72.4 80.4 66.3 98.3

Coefficient of variability 0.7 0.5 1.2 0.1

The Rudawa catchment

Average 9.7 39.6 49.6 81.4

Median 7.9 40.5 30.9 80.8

Standard deviation 5.6 17.4 44.0 11.6

Minimum 3.4 11.6 1.6 61.8

Maximum 22.4 77.6 148.4 98.5

Coefficient of variability 0.6 0.4 0.9 0.1

Table 3 Parameters of the modified SME method in the investigated

catchments

Catchment b Save/Smin/Smax

The Kamienica catchment 0.11 36.6/2.6/142.9

The Stobnica catchment 0.22 22.1/4.4/93.5

The Rudawa catchment 0.15 64.2/3.9/157.0

Save,min,max – average, minimum and maximum value of S

Table 4 Quality assessment of the modified SME and SCS-CN

Catchment Modified SME method SME method (S calculated for CNtab from SCS-CN method) SCS-CN model

RMSE [mm] EF

[-]

BIAS

[%]

RMSE [mm] EF

[-]

BIAS

[%]

RMSE

[mm]

EF

[-]

BIAS

[%]

The Kamienica catchment 0.84 0.99 -1.64 6.95 0.72 9.81 7.63 0.72 10.64

The Stobnica catchment 1.00 0.98 -2.80 7.89 0.82 17.50 8.22 0.80 19.95

The Rudawa catchment 1.20 0.95 -8.75 4.74 0.24 25.80 4.92 0.18 32.59
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CNtab showed satisfactory results in two catchments. In the

Kamienica catchment, it was found reliable (because

0.65\EF B 0.75) and in the Stobnica catchment it was

very reliable. The results from the SME method were

unsatisfactory (EF\ 0.50) only for the Rudawa catchment.

The original SCS-CN model is reliable according to the

RMSE and EF metrics and unsatisfactory only for the

Rudawa catchment. These results justify the use of the

modified SME method and confirm the opportunity of

using it for the evaluation of the surface runoff in uncon-

trolled catchments when supported by the components of

the original SCS-CN method. In Fig. 2, the relationships

between the estimated and observed direct runoff are pre-

sented. Very high compatibility was evidenced between the

observed values and those computed with the modified

SME method. Compatibility of SME method based on the

CNtab was slightly lower while the lowest value was

obtained for the original SCS-CN method. This confirmed

the best performance of the modified SME method out of

the three investigated approaches. Figure 3 shows the

proposed flowchart for determination of the direct runoff

according to the modified SME method.

Sensitivity of modified SME method

To assess sensitivity of the modified SME method, flexi-

bility of M and Q was computed with respect to S, P5, k, b,

and S, k, M, P, P5, b, respectively, while derivatives of M

and Q were calculated using differential calculus (see

‘‘Appendix’’). Table 5 presents the values of flexibility for

the modified SME method with the parameters determined

for the event that caused the greatest runoff, namely

P = 80.4, P5 = 40.5, b = 0.22, S = 7.31, P5 = 40.5, and

k = 0.20.

The parameter b was the only parameter for which

M was flexible. It equaled to 1 because M depends linearly

on b. High sensitivity of SME method to P was visibly

reflected in high value of Q to P flexibility that was greater

than 1. This was due to the fact that precipitation was the

main factor controlling the surface runoff. The flexibility

Fig. 2 Plots of the computed runoff versus the observed runoff. The use of the modified SME method, SME method based on CNtab and the

original SCS-CN model for three investigated catchments
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was derived also for input parameters varying in the range

from -90 to ?90% around the parameters of the rainfall

event that caused the greatest runoff. In Fig. 4, the plots of

flexibility of M and Q to various input parameters were

shown.

Both M and Q were insensitive to S (Fig. 4a) even

though higher values of e(M) than e(Q) were observed.

e(M) was positive, so an increase in S caused an increase in

M. This was due to the fact that an increase in potential

amount of water that can be accumulated in the soil profile

(expressed by S) means that more of the net rainfall

occurring prior to the flood can be accumulated in the soil

profile creating the moisture M. M on the day of rainfall

onset is assumed to be the amount of water infiltrated due

to the antecedent 5-day rainfall (P5), prior to which the soil

was completely dry. On the other hand, M indicates the

amount of moisture added to a dry soil profile by rain P5

(Sahu et al. 2010). This amount of soil moisture depends on

the substrate retention capacity determined by soil per-

meability and land cover.

Thus, the use of the maximum potential retention S as a

soil moisture parameter is appropriate. The use of the

S parameter from the USDA guidelines allows for the

application of the modified SME method in uncontrolled

Input set of values for catchment

• Average precipitation for given duration

• Sum of precipitation for 5 days antecendent

• Land cover and soil

Calculate of CN and S for given AMC λ = 0.20

Assume β like in similar catchment

Calculate M 
from equation 5

P5>λS

M from equation (5)

P5<λS
M=0

Calculate Ia 
from equation (4)

Calculate Q

P>Ia

P<Ia

Q=0

Q from equation (3)

Fig. 3 The flowchart for

calculation of direct outflow

according to the modified SME

method
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catchments. In the original SME method, in turn, the S

parameter, that is functionally independent of the tabulated

CN, has to be calibrated. This limits the use of the original

SME method in uncontrolled catchments.

The flexibility e(Q) was negative; thus, the increase of

S caused a decrease of Q. Low S values are typical for the

substrate of low retention capacity (poorly permeable soil,

highly sealed catchment). If these conditions are met, the

potential for surface runoff formation is high. Increase of

S results in retaining a substantial amount of precipitation

in the soil profile due to infiltration and this limits the

surface runoff. It is worth mentioning that the low sensi-

tivity of the model to S changes is associated with low

S values, i.e., in catchments with low retention capacity.

Changes in the runoff amount Q and antecedent moisture

Fig. 4 Plots of flexibility of M and Q with respect to various input variables in the Stobnica catchment. In the panels the following plots are

depicted: a flexibility of M and Q to S, b flexibility of M and Q to k, c of M to P5, d of Q to M, e of Q to P, f of Q to P5

Table 5 Flexibility coefficients for SME method (model parameters

adopted for the rainfall event that cause the greatest runoff)

Variable Flexibility Result

S ? M 0.84 Inflexible

b ? M 1.00 Flexible

P5 ? M 0.16 Inflexible

k ? M -0.006 Inflexible

M ? Q 0.02 Inflexible

P ? Q 1.08 Flexible

S ? Q -0.10 Inflexible

P5 ? Q 0.003 Inflexible

k ? Q -0.02 Inflexible

b ? Q 0.02 Inflexible
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M yielded by the SME method were not sensitive to the

changes in k (Fig. 4b).

The flexibility e(m) was positive so an increase in k
resulted in rising M. Initial abstraction of precipitation is

primarily due to infiltration and then to filling land

depressions, interception, and evapotranspiration. There-

fore, an increase in k would increase the potential amount

of precipitation that would improve the soil moisture M via

infiltration. The e(Q) values were negative for runoff and

this suggested that the runoff layer became thinner together

with rising k. The precipitation lost in the above-mentioned

processes would not affect the formation of surface runoff,

which is why the described relationships were observed.

An increase in P5 was accompanied by a rise in M that was

reflected in positive values of e(M) (Fig. 4c). However, due

to precipitation loss for evapotranspiration or interception,

not the entire P5 amount was converted into soil moisture.

If the initial abstraction was huge (as determined by large

S values) and P5 precipitation was relatively low, the soil

would not be supplied with water and its moisture and M

would not increase. Thereby, M was insensitive to P5.

Similar pattern was observed for Q (Fig. 4f). Sensitivity

analysis demonstrated that final result of the SME method

computations, i.e., the change in direct runoff Q, was not

strongly dependent on the changes in M (Fig. 4d).

Increased soil moisture content would primarily reduce

initial abstraction Ia (formula 4) and accelerate runoff

formation. An increase in P5 together with M growth may

be explained by the fact that high soil moisture reduces

initial precipitation loss, which means that most of the

rainfall is converted into runoff. Sensitivity analysis indi-

cated significant changes in M caused by variations in b
values (Table 5). The b parameter in the formula (5) means

that M due to P5 at the beginning of a rain event was equal

to a fraction b of the amount of moisture/water infiltrated

during antecedent 5-day period P5. The assumption is

based on the fact that only a fraction, in general, of

moisture/water added to the soil profile will contribute to

M because of evapotranspiration, drainage, and other losses

in antecedent 5-day period (Sahu et al. 2010). An increase

in b caused an increase in Q but no flexibility of the model

was demonstrated. Rising b was conducive to an increase

in M and this consequently reduced the initial abstraction

Ia. As mentioned before, the reduction of initial abstraction

intensified the formation of direct runoff. In general, the

SME method was very sensitive to changes in precipitation

P causing a flood (Fig. 4e). This was because precipitation

remains the main cause of the surface runoff formation.

Considering limited effects of the initial values, except

for P, on the final computations of the runoff, the modified

SME method seems appropriate for runoff estimation in

uncontrolled catchments. To do that, k must be assumed as

0.20 and S must be calculated from the CN according to

USDA. The problem here is to calibrate b. It should be

estimated from observed rainfall–runoff events that repre-

sent typical conditions of runoff formation in a specific

region. Considering that SME method is not flexible

toward changes in b and clear effects of catchment char-

acteristics on its values may be observed (Table 3), the

modified SME method seems to be suitable for the esti-

mation of direct runoff in the catchments similar to those

analyzed in this paper. The described relationships require

of course further verification in a greater number of

catchments with more diverse characteristics and different

locations.

The flexibility of Q to b was also derived. It increased

linearly with b and ranged from 0.02 to 0.03 for b varying

from -90 to 90% of 0.22. Thus, the sensitivity of SME

method to changes in b was low.

Advantages of the modified SME method

The following advantages of the modified SME method

were shown in the three selected catchments:

1. It has a high quality performance that is higher than the

quality of the original SME and of the SCS-CN

models,

2. It is easier applicable than the original SME method,

3. It has a low sensitivity to input parameters, apart from

rainfall.

The essential limitation of the modified SME method is

the requirement to specify the parameters b and k for a

given catchment.

Conclusions

The study outcomes allowed us to draw the conclusions

that

1. The modification of the SME method where the SCS-

CN-based potential retention parameter S was included

yielded direct runoff values which were very similar to

the observed values.

2. Changes in runoff amount yielded by the modified

SME method were highly sensitive to changes in

rainfall. The model was insensitive to changes in any

other parameters.

3. Errors in estimation of direct runoff were much smaller

in the modified SME method than in the original SCS-

CN method.

4. The empirical CNs were visibly higher than the

tabulated CNs, derived from the SCS tables. This

resulted in a considerable underestimation of the direct

runoff when the SCS-CN method was used.
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Appendix

oQ

oP
¼

S2k2 � S2 þ 2PS
� �

kþ 2PþMð ÞSþ P2

P� kSþ Sð Þ2

oQ

oS
¼ �

S2k3 � S2 þ 2PS
� �

k2 þ P2kþ P2 þMP

P� kSþ Sð Þ2

oQ

ok
¼ �

S3k2 � 2S3 þ 2PS2
� �

kþ 2PþMð ÞS2 þ P2S

P� kSþ Sð Þ2

oQ

oM
¼ P� kS

P� kSþ S

oM

ob
¼ P5S� kS2

P5 � kSþ S
;
oM

oP5

¼ S2b

P5 � kSþ Sð Þ2
;

oM

oS
¼

S2bk2 � S2 þ 2PS
� �

bkþ P2
5b

P5 � kSþ Sð Þ2
;
oM

ok

¼ �S3b

P5 � kSþ Sð Þ2
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procedurę. In: Rainfall-runoff relationship. Proc of the interna-

tional symphosium on rainfall-runoff modelling. Missisipi,

Missisipi State University, p 353–364
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Abstract A measure of the variability in seasonal extreme

streamflow was estimated for the Colombian Caribbean

coast, using monthly time series of freshwater discharge

from ten watersheds. The aim was to detect modifications

in the streamflow monthly distribution, seasonal trends,

variance and extreme monthly values. A 20-year length

time moving window, with 1-year successive shiftments,

was applied to the monthly series to analyze the seasonal

variability of streamflow. The seasonal-windowed data

were statistically fitted through the Gamma distribution

function. Scale and shape parameters were computed using

the Maximum Likelihood Estimation (MLE) and the

bootstrap method for 1000 resample. A trend analysis was

performed for each windowed-serie, allowing to detect the

window of maximum absolute values for trends. Signifi-

cant temporal shifts in seasonal streamflow distribution and

quantiles (QT), were obtained for different frequencies.

Wet and dry extremes periods increased significantly in the

last decades. Such increase did not occur simultaneously

through the region. Some locations exhibited continuous

increases only at minimum QT.

Keywords Discharge � Time series analysis �
Streamflows � Extremes analysis � Trends

Introduction

Streamflow variability is a key element within hydrologic

cycle analysis, especially when dealing with evaluating

combined effects of global change and anthropogenic

intervention (Vörösmarty and Sahagian 2000; Walling and

Fang 2003; Hungtinton 2006; Milliman et al. 2008; Stosic

et al. 2016). Several studies have analyzed streamflow

changes for detecting significant trends, identifying major

oscillations periods, and determining relationships between

hydrological responses and climate forcings (e.g., Probst

and Tardy 1987; Genta et al. 1998; Robertson and Mechoso

1998; Pekarova et al. 2003; Labat et al. 2004; Pasquini and

Depetris 2007; Labat 2008, 2010; Milliman et al. 2008; Dai

et al. 2009; Telesca et al. 2012, 2013a, b; Pierini et al.

2012, 2015; Shaban et al. 2014). Some of these studies

have shown contrasting results regarding streamflow trends

and variability. For example, Milliman et al. (2008) indi-

cated that cumulative discharge of 137 rivers, representa-

tive for the entire regions of the world, remained

statistically unchanged between 1951 and 2000, offering

little support to a global intensification of the hydrological

cycle. Pekarova et al. (2003) also found no evidence of

significant trends (neither increasing nor decreasing) in the

annual streamflow of the 24 major rivers of the world.

However, both noted significant changes in individual

rivers at regional levels and relatively accelerated
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transitions between wet and dry periods (Pekarova et al.

2003; Milliman et al. 2008). On the contrary, dramatic

changes in the hydrological patterns and long-term trends,

as well as a crescent anthropogenic intervention, were

reported for several major rivers of the world, especially

during the last two decades (e.g., Probst and Tardy 1987;

Labat et al. 2004; Pinter et al. 2006; Varis et al. 2012;

Walling and Fang 2003; Stosic et al. 2016). A compre-

hensive analysis of trends in the runoff from major rivers

worldwide, from 1920 to 1995, showed an increase in the

world continental runoff during the twentieth century

(Labat et al. 2004). According to Hungtinton (2006), these

latter results, in conjunction with evidence of increasing

runoff from smaller rivers in the northern hemisphere,

provide possible evidence for a warming-associated

intensification of the water cycle. There is a general

agreement regarding those differences in regional respon-

ses to climatic oscillation and anthropogenic intervention

lead to significant differences in streamflow long-term

trends (Alcamo et al. 1997; Vörösmarty and Sahagian

2000; Pekarova et al. 2003; Milliman et al. 2008; Dai et al.

2009).

A central question in fluvial hydrology is to determine

whether long-term trends might mask or hide short-term

changes, especially in rivers where seasonal changes of

streamflow are higher than interannual changes. In the

rivers draining the Caribbean alluvial plain of Colombia

(northern South America) (Fig. 1) the annual cycle, related

to Inter Tropical Convergence Zone—ITCZ—shiftment,

appears as the main oscillatory component of hydrologic

variability, wherein the ENSO-related band (3–7 year) and

the quasi-decadal band (associated with sea surface tem-

peratures anomalies in the Tropical North Atlantic) repre-

sent the second-order oscillatory components of this

variability (Restrepo et al. 2012, 2014). Despite most of

these rivers do not exhibit any long-term trends in their

streamflows (e.g., Mesa et al. 1997; Poveda 2004; Restrepo

et al. 2012, 2014), some evidence suggests that hydrolog-

ical changes occurred at intra-annual scale. A Mann–

Kendall Test applied to monthly data highlighted signifi-

cant upward trends during wet seasons in most of these

rivers (Restrepo et al. 2014). These trends could lead to

substantial differences in quantiles within a hydrologic

year, which poses new challenges for effective water

resource management across the Caribbean littoral of

Colombia. For example, the Magdalena River experienced

extremely low streamflow values at the beginning of 2010,

during the dry season, whereas the wet season was one of

the most intense and extensive of the hydrological record

(1941–2010) (Hoyos et al. 2013). Analysis of historical

discharges in these rivers showed a strong connection

between long-term trends and hydrologic periodicities

(Restrepo et al. 2014). A detailed study of intra-annual

variability of streamflow, comprising the detection of

Fig. 1 Caribbean plain of

Colombia in northwest South

America. Major topographic

features, selected rivers and

gauge stations: 1 Sucı́o River, 2

Mulatos River, 3 Sinú River, 4

Magdalena River (Calamar), 5

Canal del Dique, 6 Aracataca

River, 7 Fundación River, 8 Frı́o

River, 9 Palomino River, and 10

Rancherı́a River
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gradual or abrupt changes in season length and minimum

and maximum streamflow values (e.g., Xu 2000; Chen

et al. 2010), will improve our capabilities for monitoring

and predicting the consequences of changing hydrologic

regimes.

Many methods exist for detecting potential changes in the

historical hydrological records (e.g., linear trend analysis,

Mann–Kendall test, Wavelet analyses, scanning t test, scan-

ning F test). Some of these tests were previously used in

Colombian rivers, mainly at annual scale (Mesa et al. 1997;

Poveda 2004; Restrepo et al. 2012, 2014). The streamflow

extremes are typically defined based on the frequency of

occurrence and/or their return periods. Thus, several funda-

mental probability frequency distributions can be used for

estimating streamflow values; amongst which the most com-

monly used are the Generalized Extreme Value (GEV),

Gumbel, Gamma and Weibull distributions (e.g., Wilks and

Eggleston 1992; Vogel and Wilson 1996; Martins and Ste-

dinger 2000; Katz et al. 2002; McMahon et al. 2007). In this

study, we propose to establish a measure of the variability

experienced in the extreme streamflows at seasonal scale,

from the middle of the twentieth century to present time.

Besides, we seek to detect whether there are modifications in

their statistical characteristics, as well as changes in the

variance of seasonal streamflow of the Caribbean Colombian

rivers. We analyze in detail quantiles defined through a the-

oretical distribution function over (below) the 90th (10th)

percentile, and variability of extreme streamflows amongst

different stations. In fact, a change in a climate variable will

also result in a change in the shape of its distribution. Themain

aim is focusing on the changes produced in extreme dry and

wet values through time, to discern the impact of climate

change in streamflow variability of the rivers draining the

Caribbean littoral of Colombia. So far, no studies have dealt

with changes in streamflow series as long as those hereby

shown, available in Colombian, pursuing analysis on seasonal

extremes over (below) 80th, 90th, 95th (20th, 10th, 5th) per-

centiles. In recent years, such knowledge has gained impor-

tance due to an increase in the number, duration and intensity

of hydrological events such as floods and droughts (Hoyos

et al. 2013). Thus, this study aims to establish the character-

istics of temporal changes in the extreme streamflows of the

conterminous Caribbean Colombian rivers, during the latter

half of the twentieth century.An additional aim is todetermine

whether the changes in extreme streamflows could be char-

acterized as a gradual change or as an abrupt change.

Study area

The Fig. 2 presents streamflow histograms for the rivers

draining the Caribbean plain of Colombia, based on the entire

record of monthly data (Table 1). Almost all locations are

characterized by a bimodal distribution with peaks around

May and October; it has been estimated that these seasonal

changes are higher than the interannual changes of streamflow

(Restrepo et al. 2014). According to Restrepo et al. (2014) the

meanmonthly streamflow of these rivers ranges between 4.63

and6497 m3 s-1, pouringcollectively*330.5 km3year-1 of

freshwater into the Caribbean Sea. The Magdalena River

provides the largest supply of freshwater into the Caribbean

Sea, with a mean discharge of 205.1 km3 year-1.

Spectral analyses performed by Restrepo et al.

(2012, 2014) revealed that the annual (related to

Intertropical Convergence Zone—ITCZ—smigration) and

quasi-decadal (associated with Sea Surface Temperatures

anomalies) bands appear as the main oscillatory compo-

nents of the hydrologic variability of the rivers draining the

Caribbean alluvial plain of Colombia, whereas the ENSO-

related band represents a second-order oscillatory compo-

nent of this variability. Thus, the meridional oscillation of

the ITCZ controls the annual hydrological cycle, defining

two rainy seasons in the Caribbean plain. The first season

extends from April to May, when the ITCZ is migrating

from south to north; whilst the second and stronger season

goes from September to November, when the ITCZ shifts

southward. However, some local patterns can be distin-

guished as a consequence of orographic effects over air

masses dynamics (Bernal et al. 2006; Poveda 2004; Poveda

et al. 2006). Humid air masses from the Pacific Ocean are

advected by the Chocó Jet. These masses rise rapidly along

the Cordillera Occidental, promoting their deep convec-

tion, which in turn enhances the mesoscale convective

systems causing intense rainfall rates (Poveda and Mesa

2004). The Caribbean or San Andrés jet current causes a

humidity divergence in the northwest of South America

that enhances the uplifting of air masses along the Sierra

Nevada de Santa Marta slopes and causes strong superficial

winds and dryness in the Peninsula de la Guajira (Bernal

et al. 2006). The stronger rainy season coincides with

maximum intensity of Chocó Jet, whilst the dry season

corresponds to the maximum strength of the Caribbean Jet

(Poveda et al. 2006). Hence, the western of the Caribbean

plain, close to the Darien tropical rainforest, and the Sierra

Nevada de Santa Marta exhibit the maximum rainfall rates

and the lower mean annual temperatures, with values of

[2000 mm year-1 and\20 �C, respectively. On the con-

trary, the lowlands are hotter and drier with mean annual

temperatures [27 �C and rainfall rates below to

1000 mm year-1 (Mesa et al. 1997). At interannual scales,

the major anomalies in hydrological patterns have been

associated to both phases of El Niño/Southern Oscillation

(ENSO) and to climatic and oceanographic processes of

low-periodicity (i.e., quasi-decadal) such as Pacific Dec-

adal Oscillations (PDO) and/or Tropical North Atlantic

(TNA) (Restrepo et al. 2014). The ENSO warm phase (El
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Niño) promotes an increase in mean air temperature; a

decrease in soil moisture and vegetation index, and thus the

rainfall rates diminishes. The opposite anomalies during

ENSO cold phase (La Niña) generate abundant and intense

rainfalls (Poveda et al. 2001; Poveda 2004). Furthermore,

the climate/oceanographic oscillations of low frequency act

as a source of variability that enhance or diminish the

ENSO effects on these rivers. For example, the concur-

rence of the strengthening of the quasi-decadal oscillation,

between 1990 and 2010, and the major oscillations of the

ENSO-related band, during 1998–2002 and 2009–2010, led

to periods of intense hydrologic activity, wherein anoma-

lously high streamflows occurred (Hoyos et al. 2013;

Restrepo et al. 2014).

Data and methods

Data

The IDEAM (Instituto de Hidrologı́a, Meteorologı́a y

Estudios Ambientales de Colombia) provided monthly

streamflow data in ten drainage basins located along the

Caribbean coast of Colombia. These drainage basins

comprise different climatological and topographical set-

tings (Fig. 1; Table 1). Time series selection was based

both on its length and reliability. The verification of

missing data was carried out before performing the statis-

tical analysis. Time series employed in this study corre-

spond to the locations listed in Table 1. The streamflow

Fig. 2 Histograms of monthly streamflow for each gauge stations
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time series measured at the mouth of the watershed might

be considered as a valuable integrated signal between gain

and loss of the continental water cycle (i.e., precipitation,

evapotranspiration, runoff). Thus, gauging stations ana-

lyzed in this study are situated close to the downstream part

of the basin. Besides, they are located far enough apart to

avoid spatial dependence problems. According to the

descriptions performed by Restrepo et al. (2014) each of

the selected sites can be associated to a hydrologic region.

Methods

Differentiation between natural variability and trends

constitutes a major concern amongst hydrologist. Hydro-

logical time series are usually analyzed by concentrating on

differences in 30-year normal’s along the whole period of

record. This timeframe is also suitable for describing

hydrologic time series as non-stationary signals with local

periods of stationary patterns. Consequently, the data set

length of our study, mostly 30 years (Table 1), suffices the

minimum required length for examining evidence of cli-

matic change in hydrologic time series. The local signifi-

cance of long-term trends of streamflow was analyzed by

Restrepo et al. (2014) through the non-parametric Mann–

Kendall (MK) test. The MK test is a rank-based procedure,

especially suitable for non-normally distributed data, which

contains outliers and non-linear trends (Salas 1993). It has

been demonstrated that the presence of serial correlation

decreases the power of the MK test and leads to an erro-

neous rejection of the null hypothesis (Type II error)

(Helsel and Hirsch 1992; Kulkarni and von Storch 1995;

Yue et al. 2002; Yue and Wang 2002; Yue and Pilon 2003).

One of the most common corrections applied in previous

studies has been to remove the serial correlation in the data

by pre-whitening; applying the MK test to the series data

(X0
i = Xi - r-1Xi-1) and then extract the lag-1 serial

correlation coefficient (r-1) of the detrended series (Yue

et al. 2002; Yue et al. 2003; Yue and Pilon 2003; Restrepo

et al. 2014). The pre-whitening was applied only to time

series with lag-1 serial positive correlation to test the effect

of the pre-whitening on the results. Therefore, we analyzed

both, original data as well as pre-whitened data (X0
i),

because serial correlation coefficients were generally low

for the seasonal time series. The differences between the

two approaches were not large.

The original dataset was divided on Dry1 (i.e., the sum of

streamflows from December to March—first Dry climatic

season), Wet1 (i.e., the sum of streamflows from April to

May), Dry2 (i.e., the sum of streamflows from June to

August), and Wet2 (i.e., the sum of streamflows sum from

September to November). The analysis of streamflow

focused on changes experienced in the extremes values of the

dry and wet seasons along the historic record. Streamflow

extremes values are typically defined based on the frequency

of occurrence by percentile (e.g., upper 5, 1, or 0.1%) or by

the return period. Several fundamental Probability Density

Functions (PDF) can be adopted for estimating streamflow

amounts. Amongst which the most commonly used are the

Generalized Extreme Value (GEV), Gumbel, Gamma and

Weibull distribution. The Kolmogorov–Smirnov (K–S) test

is used to establish if a sample comes from a hypothesized

continuous PDF. It is based on the largest vertical difference

between a theoretical and empirical PDF. After testing sev-

eral fit tests for different theoretical distributions (i.e.,

Gamma,Weibull, GEV, Gumbel, Lognormal; not shown for

brevity), the Gamma distribution provides the best statistical

fit to the seasonal patterns of streamflow in the Caribbean

Colombian plain. Thus, according to the available monthly

streamflow data, the most suitable procedure is based on

fitting data to Gamma distributions. The gamma distribution

is an arbitrary, but convenient choice, to represent variations

in streamflow (Wilks and Eggleston 1992; Wilks 1995).

Within the continuous theoretical distributions of probability

this function is defined by the PDF,

Table 1 Rivers and gauging stations

River Gauging station Location Monthly record

Elevation (m.a.s.l.) Drainage basin (103 km2) Longitude Latitude

1 Sucı́o Mutata 132 4.52 76�26W 7�13N 1976–2010

2 Mulatos Pueblo Bello 84 0.01 76�31W 8�12N 1977–2010

3 Sinú Cotoca Abajo 5 14.73 75�51W 9�13N 1970–2010

4 Magdalena Calamar 8 257.43 74�55W 10�15N 1941–2010

5 Canal del Dique Santa Helena 3 75�24W 10�04N 1979–2010

6 Aracataca Puente Ferrocarril 37 0.93 74�11W 10�35N 1965–2010

7 Fundación Fundación 55 1.87 74�11W 10�31N 1958–2010

8 Frı́o Rio Frı́o 30 0.32 74�09W 10�34N 1965–2009

9 Palomino Puente Carretera 30 0.68 73�34W 11�14N 1973–2010

10 Rancherı́a Hacienda Guamito 76 4.23 72�37W 11�10N 1976–2007
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f ðxÞ ¼ ðx=bÞa�1
expð�x=bÞ

b CðaÞ ; x; a; b[ 0 ð1Þ

The quantity C(a) is a value of the mathematical

Gamma function. The two distribution parameters are a
and b; shape and scale parameter, respectively. These

parameters control the distribution of the Gamma function.

The variance of the Gamma distribution is equal to ab2

(Wilks 1995).

Non-stationarity properties are present in time series of

streamflow. Thus, a return period estimation for a given

event should exhibit significant changes when different

subseries are extracted from the whole hydrological record,

demonstrating significant changes over the streamflow

monthly events (magnitude and frequency). Furthermore, it

is known that return periods are commonly used for fitting

Gamma probability distributions (Yu 2003; Davison and

Hinkley 1997; Hall et al. 2004). Thus, return periods (RP)

of 5, 10 and 20 years were selected within this study to fit

the Gamma distribution to each seasonal pattern of

streamflow. The extreme dry or wet quantile (QT), such as

the streamflow value that reaches or exceeds the proba-

bility of 0.20, 0.10, 0.05 or 0.80, 0.90, 0.95, respectively,

was defined for each RP. The evaluation of the time vari-

ation of the oscillation processes employed a 20-year time-

windows, with 1-year shifting through the series. Each

time-window selects a subseries of seasonal streamflow

data (i.e., 20 years for Dry1/Dry2/Wet1/Wet2, is thus used

for each extracted series). For example, in the Magdalena

the first data subseries of Dry1 season is (1941–1960), the

second is (1942–1961), and so on until the last subseries

(1991–2010). We employed a length of 20 years for the

window after several evaluations on the concurrence of the

major hydrological oscillation processes and the occur-

rence of the maximum power of the interannual and quasi-

decadal bands, which defined period of intense hydrologi-

cal activity (Restrepo et al. 2014, 2015). In addition,

Restrepo et al. (2014) highlighted a change in the vari-

ability patterns of the fluvial systems of the Colombian

Caribbean between 2000 and 2010, characterized by a shift

toward the domain of quasi-decadal processes. Thus, it is

considered that these sub-periods guarantee the probability

of occurrence of significant oscillation processes during

this time framework (i.e., 20 years).

When adjusting a theoretical distribution to a finite data

sample, the estimation of the parameters presents uncer-

tainties. Therefore, such procedure has an effect on the

calculations of the quantiles and return periods. Thus, to

minimize such effects, the maximum likelihood estimation

(MLE) and a parametric bootstrap approach with 1000

iterations were used to estimate the parameters of the

Gamma distribution. This method is based on random

samples which are drawn from the fitted Gamma

distribution. The subsequent analysis of quantiles

employed the mean parameters from the bootstrapping to

estimate the changes in the occurrence of wet and dry

years. The confidence intervals of quantiles for different

periods are compared with each other in order to decide

whether a change in the mean QT estimate is statistically

significant at a given error.

Results

Times series analysis

The general procedure employed for all the time series is

presented in detail for the Magdalena River. Table 2 pre-

sents the Gamma distribution parameters (a and b) for the
corresponding Wet and Dry streamflow seasons (Dry1,

Wet1, Dry2, Wet2) in the same six windows, as mentioned

in Fig. 3. Both parameters were estimated using the MLE

and 1000 bootstrap methods. The 95% confidence interval

estimated for such procedures is shown (Table 2). The

skewness and kurtosis were added, as well as the variance

estimated through bootstrapping. Wet and Dry streamflow

seasons showed an increase in its variability since 1941

until recently. Figure 3 shows the time series and mean

value of streamflow for the Dry1 (Fig. 3a), Wet1 (Fig. 3b),

Dry2 (Fig. 3c) and Wet2 (Fig. 3d) seasons (upper panel)

and the corresponding Gamma distributions (bottom

panel), only for six different 20-year window periods (i.e.,

1941–1960, 1951–1970, 1961–1980, 1971–1990,

1981–2000, 1991–2010). The rest of window periods are

not shown for clarity of the figure. The streamflow of the

Magdalena River exhibited a trend in the mean value, as

well as in the extreme values during wet and dry years. The

bottom panel illustrates changes in the location and shape

of Gamma distributions. A shift of the Gamma distribution

toward a lower mean (i.e., positive skewness) reflects a

decrease in the streamflow when comparing different

periods. On the contrary, the years of high streamflows

observed after the second 20-year period and on, led to a

negative skewness. Moreover, a positive trend in the

streamflow was observed during the shift of the Gamma

distribution toward higher means, from the first to the last

of the six time-window periods shown in the Fig. 3. For

example, the Wet1 and Wet2 seasons experienced an

increase in its variability during the last decades, particu-

larly between 1991 and 2010. Such change was reflected in

a deformation (flattening and/or widening) of the Gamma

distribution curve with respect to the other periods.

The Fig. 4 presents the linear trend values and its

respective variance for each streamflow season and time-

window evaluated in the Magdalena. The Dry1 (Fig. 4a)

showed a period with positive significant trend values
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during the central years surveyed—the time-window

between 1958 and 1977 (Table 3), corresponding to the

extreme interval in Fig. 4a and an increasing trend since

the 1986–2005 time-window, which exhibited a fairly

consistent pattern. The maximum positive trend in

streamflow (Fig. 4a) was more noticeable to this season

during the 1957–1976 time-window, whilst a dramatic

reversion in the sign of the trend was observed afterwards

(Table 3). This remarkable feature was present also in

other time series from Table 4.

Variances were analyzed to distinguish whether there is

a climate change associated to the streamflow variability.

For the Magdalena, the present Dry1 streamflow variances

exhibited such high values as those at the beginning of the

period surveyed [3.4 9 107 (m3 s-1)2]; whilst in central

years, the fluctuations were around 2.2 9 107 (m3 s-1)2.

The variance at the beginning and at the end of the sur-

veyed period exhibited comparable high values (Fig. 4a).

The streamflow pattern of the Wet1 season indicates that

observed variances have been lower than the other seasons,

exhibiting strong variability in the last decades (Fig. 4b).

During the Wet2 season (Fig. 4d) the streamflow pattern

indicates that actual variances have overcome the previous

values observed through the entire record [5.8 9 107

(m3 s-1)2]. Thus, there has been a shift in the streamflow

distributions, as presented in Fig. 3, as well as irregular

changes in the variance throughout time of the Wet1 and

Dry2 streamflow seasons; whilst the streamflows of the

Dry1 and Wet2 seasons experienced a greater variability.

Along the whole record, the final segments of Wet1 and

Dry2 seasons exhibited the highest variances [*4.1 9 107

(m3 s-1)2], whereas the variance was close to 2.1 9 107

(m3 s-1)2 in the central years (1970–1995) (Fig. 4). All

seasons patterns indicate that their variability has increased

significantly during the last decades; other rivers, such as

Frı́o, Sinú, C. Dique, among others, exhibited similar

Table 2 Mean value of shape (a) and scale (b), Skewness, Kurtosis
and Variance parameters of Gamma distribution estimated for

different 20-year period of Dry1/Wet1/Dry2/Wet2 streamflow time

series for Magdalena using method of maximum likelihood, MLE,

and 1000 bootstrap samples with 95% confident intervals

Period (a) MLE (b) MLE (a) Bootstrap (b) Bootstrap Skewness Kurtosis Variance bootstrap (9107)

Dry1

1941–1960 11.1 1758.2 12.7 ± 4.0 1671.8 ± 461.9 0.58 ± 0.08 0.52 ± 0.15 3.55 ± 0.09

1951–1970 20.8 972.8 24.4 ± 8.7 926.9 ± 305.9 0.42 ± 0.07 0.27 ± 0.09 2.10 ± 0.08

1961–1980 19.5 1093.1 24.0 ± 13.1 1060.0 ± 400.2 0.44 ± 0.08 0.30 ± 0.10 2.70 ± 0.21

1971–1990 17.6 1279.6 21.0 ± 8.9 1211.5 ± 393.6 0.46 ± 0.08 0.32 ± 0.10 3.08 ± 0.14

1981–2000 17.0 1302.1 20.7 ± 7.6 1203.4 ± 417.2 0.46 ± 0.08 0.33 ± 0.11 3.00 ± 0.13

1991–2010 15.2 1531.2 17.3 ± 5.2 1456.8 ± 411.2 0.49 ± 0.07 0.37 ± 0.10 3.67 ± 0.09

Wet1

1941–1960 15.4 640.0 17.6 ± 4.9 604.0 ± 165.0 0.49 ± 0.06 0.36 ± 0.09 0.64 ± 0.01

1951–1970 31.9 288.3 36.0 ± 11.5 277.9 ± 76.0 0.34 ± 0.05 0.18 ± 0.05 0.28 ± 0.01

1961–1980 14.4 682.5 17.3 ± 6.5 647.1 ± 238.3 0.50 ± 0.09 0.39 ± 0.13 0.72 ± 0.04

1971–1990 14.4 716.6 16.9 ± 6.1 682.4 ± 227.3 0.51 ± 0.08 0.40 ± 0.13 0.79 ± 0.03

1981–2000 17.4 601.6 20.3 ± 7.0 573.7 ± 186.8 0.46 ± 0.07 0.33 ± 0.10 0.67 ± 0.02

1991–2010 15.3 730.9 17.1 ± 5.2 706.8 ± 192.8 0.50 ± 0.07 0.38 ± 0.10 0.85 ± 0.02

Dry2

1941–1960 19.7 1046.2 22.0 ± 6.6 1008.1 ± 266.9 0.44 ± 0.06 0.29 ± 0.08 2.24 ± 0.05

1951–1970 25.3 854.7 28.1 ± 7.4 812.6 ± 178.0 0.39 ± 0.04 0.23 ± 0.05 1.86 ± 0.02

1961–1980 28.7 759.9 33.3 ± 11.2 714.9 ± 198.4 0.36 ± 0.05 0.20 ± 0.06 1.70 ± 0.04

1971–1990 24.5 891.4 29.7 ± 14.1 848.9 ± 297.5 0.39 ± 0.07 0.23 ± 0.08 2.14 ± 0.12

1981–2000 16.1 1379.4 18.9 ± 6.4 1289.0 ± 386.3 0.48 ± 0.07 0.35 ± 0.11 3.14 ± 0.10

1991–2010 12.6 1835.4 14.3 ± 4.4 1745.4 ± 448.3 0.54 ± 0.07 0.45 ± 0.12 4.36 ± 0.09

Wet2

1941–1960 29.2 730.3 32.9 ± 10.2 699.6 ± 175.3 0.36 ± 0.05 0.20 ± 0.05 1.61 ± 0.03

1951–1970 35.0 644.4 40.8 ± 13.5 600.3 ± 162.3 0.32 ± 0.05 0.16 ± 0.04 1.47 ± 0.04

1961–1980 27.5 899.0 31.2 ± 9.3 859.5 ± 236.4 0.37 ± 0.05 0.21 ± 0.06 2.30 ± 0.05

1971–1990 24.0 1078.2 26.7 ± 6.3 1019.3 ± 235.5 0.39 ± 0.04 0.24 ± 0.05 2.77 ± 0.03

1981–2000 18.3 1390.6 21.5 ± 8.5 1346.0 ± 466.7 0.45 ± 0.08 0.32 ± 0.11 3.90 ± 0.19

1991–2010 11.3 2240.9 13.0 ± 4.5 2154.2 ± 686.6 0.58 ± 0.09 0.51 ± 0.15 6.03 ± 0.21
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patterns (Table 4). From a retrospective view, the variance

has increased four times from its original values (Fig. 4d).

Quantile analysis

Figure 5 represents the temporal evolution of QTs (in m3

s-1). The extremes from Dry1/Wet1/Dry2/Wet2 (upper/

lower frame) are plotted for three return periods (RPs): 20,

10 and 5 years. Figure 5a, c correspond to Dry1 and Dry2,

whereas Fig. 5b, d, represent the Wet1 and Wet2. If we

consider the temporal variation for the entire 20-year time-

window periods, Dry1 and Wet1 extremes (Fig. 5a, b)

showed an increment throughout the century for the same

RP (upper frame). This positive trend was enhanced during

almost all the twentieth century in the Dry2 and Wet2

seasons (Fig. 5c, d). Besides, recent QTs for a return period

of 20 years (percentile 0.8 in Fig. 5c, d), for instance, are

similar to those observed at the beginning of the record.

Additionally, some inter-decadal fluctuations can be

observed. During the first part of the record, QTs were

dominated by an oscillatory trend reaching a maximum

peak around 1980–1990. Then, they exhibited an oscilla-

tory pattern with decreasing trend. The same analysis

applied to Dry1 and Wet1 seasons showed increasing

streamflows in correspondence with the positive trends

experienced from 1980.

Confidence Interval (CI) was computed for each one of

the seasonal QTs obtained through the 20-year time-win-

dows. The last time-window corresponds to the period

1991–2010. Its Confidence Interval was set as a Control

Interval, in order to provide a statistical value to compare

and measure the observed changes. Hence, we established

the year in which the difference between the CI and the

Control Interval exceed the zero value or is less than zero,

depending if a negative or positive trend occurred. Thus,

when there is no overlapping between both segments, the

observed QT becomes significant for identifying changes in

streamflow. Then, significant climate change periods were

Fig. 3 Magdalena river seasonal streamflow values (top) and Gamma distribution for six different 20-year period (bottom) during 1941–2010

period in a Dry1, b Wet1, c Dry2, d Wet2 seasons
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defined as those successive years in which there was no

overlapping between the observed CI and Control Interval.

Figures 6 and 7 display the estimated QTs and CI for the

Dry1/Dry2 (left) and Wet1/Wet2 (right) seasons in the

Magdalena and Mulatos rivers, respectively. For these

examples, the extremes at 10 and 90% probability levels

were selected. For these examples, the extremes for the 10

and 90% probability levels were selected. Horizontal band

corresponds to the Control Interval and the bars to the CI, for

each QT. They were estimated using the 1000 bootstrap

procedure. In general, a QTs increase were observed along

the surveyed period with a negative difference between CI

and Control Interval (extremes or mean CI minus extremes

ormeanControl Interval, respectively). Besides, a difference

(positive or negative) is statistically significant (at a given

error) when the 100% of the CI of the associated QT do not

overlap with the Control Interval. It is then considered that

the corresponding QT differs significantly from the Control

Interval; and thus, the last of the 20-year time-windows is

identified as the starting year of climate change.

Further, the QT for Dry1 (10% probability level), as

well as the CI, in the Magdalena (Fig. 6a) showed a

significant difference, with an oscillating pattern from the

beginning of the record until the 1948–1967 time-win-

dow, when a major leap in the streamflow occurred. From

this point until the mid-1980s the QT trend was positive

and remained almost constant through the end of the

record. When it reached approximately 16,000 m3 s-1.

Similarly, for Wet1 at the 10% probability level (Fig. 6b),

it can be appreciated an oscillatory pattern from the

beginning to the 1958–1977 time-window, when a sig-

nificant difference emerged up. Subsequently, an

increasing in the variability and a positive trend of QT

were experienced until the end of the surveyed period.

The values in the trend reached approximately

7900 m3 s-1 at this final period. The QTs values from the

Dry2 and Wet2 seasons are shown in Fig. 6c, d. Values

estimated at the 10% probability level showed a

remarkable wave form, with a period of approximately

24 years. According to the aforementioned definition,

there are no years in which significant changes in QTs

can be detected for Dry2 (Fig. 6c). Instead, for Wet2

(Fig. 6d) there were some significant changes for QT

between the 1966–1985 and 1973–1992 time-windows,

Fig. 4 Variance (dashed line) and linear trend (full line) for all 20-year window of Magdalena river seasonal streamflow in a Dry1, b Wet1,

c Dry2, d Wet2 seasons (Note that the values are assigned to the end of the interval analyzed, e.g., 1941–1960 is assigned to 1960 and so on)
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which lead to an increase in the streamflow variability

over the end of the surveyed period.

In the QTs analysis at the 90% probability level, the

Magdalena showed the lowest extreme values for the Dry1

(Fig. 6e) in the 1946–1965 and 1979–1998 time-windows.

The Wet1 experienced a similar pattern of significant

changes during the same time-windows (Fig. 6f); although,

a sudden increase in both streamflow and variability were

experienced until the end of the surveyed period. The

opposite occurred for the Dry2 values (Fig. 6g). There is

evidence of significant changes in the QTs from the

beginning to 1951–1970, 1955–1974 to 1961–1980,

1972–1991 to 1977–1996 and 1982–2001 to 1987–2006

time-windows; during the rest of period there was a con-

tinuous increase. Figure 6h shows the QT for Wet2 at the

90% probability level. It is observed a significant differ-

ence with an oscillatory pattern from the beginning of the

record until the 1955–1974 time-window, where a little

jump in the streamflow was generated. From this point until

the mid-1980s the QTs trend is practically stable. Then, it

remains oscillating until the end of the record, where it

reached values of approximately 35,000 m3 s-1.

Figure 7a shows the QTs and the CI, at the 10% prob-

ability level, for Dry1 in the Mulatos river. The analysis

highlighted a significant difference from the beginning of

the record until the 1981–2000 time-window; afterwards, it

exhibited oscillatory patterns, reaching its highest vari-

ability and values of approximately 3.1 m3 s-1. Similarly,

for the Wet1 at the 10% probability level (Fig. 7b), it can

be appreciated an oscillatory pattern with a positive trend

since the beginning of the record. Such patterns generated a

significant difference after the 1981–2000 time-window,

reaching values of approximately 5 m3 s-1. The stream-

flow QTs values, estimated at the 10% probability level, for

Dry2 and Wet2 are shown in Fig. 7c, d. According to the

aforementioned definition, there were no years in which

significant changes in QTs can be detected. Instead, for the

Dry2 and Wet2 (Fig. 7c, d) there were some trend changes

since the 1981–2000 time-window; particularly, the

decrease in the streamflow values over the end of the

surveyed period.

In the QTs analysis at the 90% probability level,

Mulatos showed the extremes values for the Dry1 season

(Fig. 7e) in the 1946–1965 and 1979–1998 time-windows,

exhibiting also a similar variability in the intervening

years. Such pattern was similar in the Wet1 (Fig. 6f) during

the same time-windows. Afterwards, the streamflow and

variability experienced a sudden increase at the end of the

surveyed period. On the contrary, the Dry2 values did not

exhibited significant changes in the QTs from the begin-

ning of the record to the 1979–1998 time-window. The rest

of the period underwent a continuous increase (Fig. 6g).

Figure 6h shows the QT for Wet2 at the 90% probability

level. There were no years in which significant changes in

QTs can be detected. The oscillatory pattern was promi-

nent. Such pattern remained stable until the end of the

record, when values of approximately 29 m3 s-1 were

reached.

Applying in detail the procedure described with the

rest of time series corresponding to locations in Table 1,

years with statistically significant changes in streamflow

QTs were obtained, for both Dry and Wet seasons. As

summary, the Dry1/Wet1/Dry2/Wet2 seasons with

changes at the 10 and 90% probability level for each site

Table 3 Seasonal Kendall trend significance test estimated for different 20-year period of Dry1/Wet1/Dry2/Wet2 streamflow time series for

Magdalena and Mulatos

Dry1 Significant period with p: 0.05

Magdalena [1956–1975] : [1957–1976] : [1958–1977] : [1990–2009] : [1991–2010] :

Mulatos [1983–2002] : [1984–2003] : [1985–2004] :

Wet1 Significant period with p: 0.05

Magdalena [1957–1976] : [1990–2009] : [1991–2010] :

Mulatos None

Dry2 Significant period with p: 0.05

Magdalena [1991–2010] :

Mulatos None

Wet2 Significant period with p: 0.05

Magdalena [1956–1975] : [1957–1976] : [1958–1977] :

Mulatos None

:, positive trend; ;, negative trend, -, no trend
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included in Table 1 were evaluated. However, all results

are not shown due to brevity. Only the periods of con-

secutive 20-years time-windows with significant vari-

ability in seasonal streamflow of the Magdalena and

Mulatos are shown (Figs. 6 and 7). Figures 8 and 9 show

the statistical significance (black) for the QTs at the 10

and 90% probability level, respectively, for each station

through the 20-year time-windows.

Table 4 Seasonal Kendall trend significance estimated for different 20-year period of Dry1/Wet1/Dry2/Wet2 streamflow time series

Dry1 Significant period with p: 0.05

Frio None

Palomino None

Rancheria None

Sucio None

Sinú [1985–2004] : [1986–2005] : [1990–2009] : [1991–2010] :

C. Dique [1990–2009] : [1991–2010] :

Aracataca [1972–1991] ; [1973–1992] : [1974–1993] : [1975–1994] : [1976–1995] : [1977–1996] :

Aracataca [1978–1997] : [1979–1998] : [1980–1999] : [1981–2000] : [1982–2001] : [1983–2002] :

Aracataca [1984–2003] : [1985–2004] :

Fundación [1966–1985] ; [1967–1986] ; [1968–1987] ; [1969–1988] ;

Wet1 Significant period with p: 0.05

Frio [1973–1992] : [1974–1993] : [1975–1994] : [1976–1995] : [1982–2001] : [1983–2002] :

Frio [1984–2003] : [1985–2004]:

Palomino [1973–1992] : [1974–993] :

Rancheria [1988–2007] :

Sucio None

Sinú [1989–2008] : [1990–2009] : [1991–2010] :

C. Dique [1980–1999] : [1981–2000] : [1990–2009] :

Aracataca None

Fundación None

Dry2 Significant period with p: 0.05

Frio [1971–1990] : [1972–1991] : [1973–1992] : [1974–1993] : [1975–1994] : [1976–1995] :

Frio [1977–1996] : [1980–1999] :

Palomino [1983–2002] ;

Rancheria None

Sucio [1991–2010] :

Sinú [1989–2008] : [1990–2009] : [1991–2010] :

C. Dique [1988–2007] : [1989–2008] : [1990–2009] : [1991–2010] :

Aracataca None

Fundación [1971–1990] : [1973–1992] :

Wet2 Significant period with p: 0.05

Frio None

Palomino [1983–2002] ; [1984–2003] ; [1986–2005] ;

Rancheria None

Sucio [1989–2008] : [1991–2010] :

Sinú None

C. Dique [1991–2010] :

Aracataca None

Fundación [1971–1990] : [1972–1991] : [1984–2003] ; [1985–2004] ; [1986–2005] ; [1987–2006] ;

:, positive trend; ;, negative trend, -, no trend
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Discussion

Concerning the seasonal streamflow, the region under

study presents well differentiated wet and dry seasons

(Fig. 1). However, extreme dry QTs have increased

through the record, except for the Mulatos at the 10%

probability level (Fig. 7a). On the contrary, no significant

QT variability have been found for the wet extreme in the

locations, except for the Magdalena (Calamar) at the 90%

probability level (Fig. 6e–h). Thus, the streamflow values

of Dry1 and Dry2 seasons have increased through the

entire record, indicating that dry extremes in the current

distribution of streamflows are not as low as used to be

before.

QT for extreme dry conditions increased over practically

all the study region, except in the Mulatos River (i.e., Dry1

and Dry2), where no significant differences in QTs of the

dry extreme streamflow were detected (Fig. 7). However,

Wet1 and Wet2 extremes (at the 90% probability level)

showed positive differences across the whole study area,

indicating that current values are significantly higher than

those experienced previously. For a fixed return period, the

extreme Wet1 and Wet2 streamflows have been rising over

the surveyed rivers, although with different time length and

different change points. For example, the Caribbean

Colombian region, represented by the Magdalena river,

experienced a positive change several decades later.

Currently, the evidence indicates that the occurrence of

hydrologic disasters in the Caribbean plain of Colombia is

favored as a consequence of anthropogenic activities, the

Fig. 5 Magdalena river Quantiles (m3 s-1) for extreme Dry/Wet

seasonal streamflow (top/bottom panel) with return periods of 20

(full), 10 (point) and 5 (dashed) years. a Dry1, b Wet1, c Dry2,

d Wet2 (Note that the values are assigned to the end of the interval

analyzed, e.g., 1941–1960 is assigned to 1960 and so on)

cFig. 6 Magdalena river Quantiles and bootstrapping confidence

intervals for each consecutive 20-year window of seasonal streamflow

(Dry1/Wet1/Dry2/Wet2) at probability of 10% (a–d) and 90% (e–h).
Horizontal full line band shows confidence interval (Control) of last

20-year period. See text for details (note that the values are assigned

to the end of the interval analyzed, e.g., 1941–1960 is assigned to

1960 and so on)
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Fig. 7 Mulatos river Quantiles

and bootstrapping confidence

intervals for each consecutive

20-year window of seasonal

streamflow (Dry1/Wet1/Dry2/

Wet2) at probability of 10% (a–
d) and 90% (e–h). Horizontal
full line band shows confidence

interval (Control) of last 20-year

period. See text for details (note

that the values are assigned to

the end of the interval analyzed,

e.g., 1977–1996 is assigned to

1996 and so on)
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increase of population and infrastructure development as

well as others factors that modify land use conditions and

the water cycle (Hoyos et al. 2013; Restrepo et al. 2015). In

such context, it is useful to examine the observed shift in

the theoretical distribution of streamflow with respect to

both, time and space variability. In the evaluation of the

Gamma parameters for each station, it becomes apparent

that locations receiving a minimal amount of streamflow

are described by either large shape or scale parameters.

Values of shape and scale parameters in the Magdalena

River (Table 2) exhibited substantial change during the

1951–1970 period, as well as a significant increasing trend

since the 1955–1974 period. Distributions with a low shape

parameter are positively skewed; as the shape value

increases, the distribution curve becomes more symmetri-

cal. These results indicate that significant changes in the

frequency and intensity of extreme events might result

from a relatively small shift in the average of streamflow

distribution (e.g., Karl et al. 2008). Whenever a trend of

extreme events is identified and a kind of persistence is

determined, more evidence is added to the probable human

effect on hydrological changes. However, a reverse in the

trend sign and return to initial conditions would reflect the

natural fluctuations of climate. Such is the case for the

Magdalena and Mulatos rivers highlighted in the present

study.

Although the QTs of the Wet1 and Wet2 showed a

sustained increase during the last decades (Fig. 6), these

values were similar to those observed at the beginning of

the records. Both locations, Magdalena and Mulatos,

experienced a shift in their mean streamflow values (see

Figs. 6, 7) during the surveyed period. Opposite, the vari-

ance for Mulatos did not show a noticeable increase, just a

slight fluctuation or even a decrease respect to its initial

values; whilst at the Magdalena, a positive trend accom-

panies the larger variances. Thus, it is possible to distin-

guish certain period of years in which the increasing trends

are followed by increasing variances, reflecting the

increase in the intensity and variability of streamflows.

This particular pattern is also present in the other locations

along the surveyed area, such as in the Sucio, Sinú, Canal

del Dique Magdalena and Mulatos rivers. Analyzing the

properties of the distribution parameters whilst assessing

long-term trends constitutes a primary approach aimed to

Fig. 8 Significant difference between Control and bootstrapping

confidence intervals for each consecutive 20-year window of seasonal

streamflow (Dry1/Wet1/Dry2/Wet2) at probability of 10% (a–

d) (note that the values are assigned to the end of the interval

analyzed, e.g., 1977–1996 is assigned to 1996 and so on)
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classify climatic change, with respect to the location of the

station.

The significant difference of QTs between the control

and the last of the 20-year time-windows was identified

as the starting year of climate change. Extreme dry QTs

have changed significantly through the records, except in

the Aracataca, Frı́o and Sinú rivers, between 1960

and1985 (see Fig. 8a, c at the 0.1 probability level). On

the contrary, no significant QTs variability have been

found for the wet extreme, except for the Frio, Aracat-

aca, Magdalena, Sinú and Mulatos rivers at the 0.1

probability level (Fig. 8b, d). Similarly, extreme QTs at

the 90% probability has changed within surveyed area,

showing a significant change in the dry season since

1960–1980 in most of the Caribbean plain. Such changes

have been triggered by the increase in climate variability

generated by the strengthening of the ENSO during those

decades (Poveda et al. 2001). However, wet extremes (at

the 0.9 probability level) showed no significant differ-

ences within the surveyed area. The actual values are

significantly lower than those observed previously. For a

fixed return period, the extreme wet have changed as a

whole for the study regions although with different time

length and changing points.

Conclusion

Changes in quantiles of seasonal streamflow extremes were

detected in ten different rivers through the Caribbean

Colombian plain. Using a 20-year time-window to analyze

series larger than fifty years of streamflow, it has been

shown that extremes values from Dry1/Wet1/Dry2/Wet2

have varied (increased) significantly in the last decades.

However, such changes have not occurred simultaneously

in the whole region. The general diminishing in trend

values observed at Mulatos, Sinú and Sucio (Tables 3, 4)

provides an explanation of why this area exhibit a very

particular behavior, which might be related to their highest

susceptibility to the variability of sea surface temperature

of the Caribbean The proximity of this watersheds to the

warm pool forming off the coast of Urabá-Cordoba might

induce anomalies in rainfall patterns due to the advection

of humidity from the ocean and their relatively low

Fig. 9 Significant difference between Control and bootstrapping

confidence intervals for each consecutive 20-year window of seasonal

streamflow (Dry1/Wet1/Dry2/Wet2) at probability of 90% (a–

d) (note that the values are assigned to the end of the interval

analyzed, e.g., 1977–1996 is assigned to 1996 and so on)
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buffering capacity to filter out meteorological inputs (i.e.,

small/medium drainage basins).

In addition, the analysis highlighted significant differ-

ences between the Wet and Dry seasonal extremes. While

increases in streamflow were experienced in both quantiles,

some rivers showed continuous increases just at minimum

QTs. Others rivers presented a pluri-annual variability of

different length, whereas certain regions suffered a

noticeable change in trend sign.

One of the mayor challenges encountered when quan-

tifying extreme climatic events and their changes is the

lack of information on long records, which besides are not

always presented adequately for the analysis. Even when

this information is available, it must go through processes

of digitally processing, quality controls and homogeneity

testing, and data interpolation. The lack of any of these

factors affects the analysis. The monthly series employed

in this work comes from the IDEAM; thus, comprising

‘‘long’’ reliable and official series subjected to well-known

systematic control processes.

With the experience acquired performing this research,

and considering that significant changes in quantiles at the

seasonal scale are driven by changes in the amount of flow

associated with daily rainfall or severe storms, further

analysis of extremes based in daily and hourly data on

streamflow and rainfall are needed in the future.
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Abstract An ionospheric model and corresponding coeffi-

cients broadcasted via GNSS navigation message are gen-

erally used to estimate the time delay for single-frequency

GNSS users. In this article, the capabilities of three iono-

spheric models, namely, Klobuchar model, NeQuick Galileo

version (NeQuick G), and Neustrelitz TEC broadcast model

(NTCM-BC), were assessed. The models were examined in

two aspects: total electron content (TEC) prediction and

ionospheric delay correction effects in single-point posi-

tioning. Results show that both NeQuick G and NTCM-BC

models outperformed Klobuchar model for predicting global

TEC values during all the test days. Compared with Slant

TEC (STEC) along the receiver-to-satellite ray path derived

from IGS global ionosphere map (GIMs), STEC from

NeQuick G and NTCM-BC models tend to have less bias

than those from Klobuchar model in most situations. The

point positioning results were improved by applying iono-

spheric broadcast models especially at the mid- and low-

latitude stations.

Keywords Global navigation satellite system (GNSS) �
Total electron content (TEC) � Klobuchar model � NeQuick
Galileo version (NeQuick G) � Neustrelitz TEC broadcast

model (NTCM-BC)

Introduction

Global navigation satellite system (GNSS) measurements

are strongly influenced by ionospheric effects due to signal

propagation through the ionosphere, which can severely

degrade position accuracy. Therefore, a model that limits

or removes ionospheric error is necessary. For GNSS

positioning applications, the dual-frequency combination

method can be used to effectively eliminate the ionospheric

effect (i.e., ionospheric-free combination), but it cannot be

used in a single frequency receiver. For a single frequency

user, the ionospheric correction coefficients from broadcast

ephemeris and an empirical model are common methods in

positioning applications. To achieve accurate positioning

results, a suitable ionospheric correction model is neces-

sary (Hochegger et al. 2000; Feltens 2011).

Several broadcast models can be used to consider the

ionospheric correction term. At present, the Global Posi-

tioning System (GPS) applies an ionospheric correction

algorithm known as Klobuchar model (Klobuchar 1987).

The GPS broadcasts eight coefficients necessary for this

model in the navigation message. The Klobuchar model is

supposed to provide a 40–50% correction of the iono-

spheric time delay (Klobuchar 1996). Meanwhile, the

NeQuick Galileo version (NeQuick G) is the official

ionosphere correction model incorporated in the Galileo

receivers (Galileo Information Center 2006), and the model

coefficients are broadcasted as part of the Galileo naviga-

tion message. The NeQuick model was developed from
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NeQuick 1 to NeQuick 2, and NeQuick G is the single-

frequency ionospheric correction algorithm for navigation

message. Using coefficients a0, a1, and a2, the daily

effective ionization levels (AZ) representing solar activity

levels can be calculated and used in the NeQuick G model

to achieve ionospheric slant total electron content (STEC)

along the satellite-to-receiver ray path (European Com-

mission 2015). Hoque and Jakowski (2015) and Hoque

et al. (2015) proposed an alternative ionospheric correction

algorithm called Neustrelitz TEC broadcast model

(NTCM-BC), which is also applicable to global satellite

navigation systems. The NTCM global and regional TEC

model has been developed during the past two decades at

the Institute of Communications and Navigation, German

Aerospace Center (DLR) in Neustrelitz. The NTCM global

empirical model was simplified for use as a broadcast

ionosphere model for satellite navigation systems. To drive

NTCM-BC, nine ionospheric correction coefficients need

to be uploaded to the satellites for broadcasting in the

navigation message.

Studies have been conducted on the performances of

different ionospheric models in providing ionospheric

delay correction (Yuan and Ou 2001; Orús et al. 2002;

Yuan et al. 2008; Radicella et al. 2008; Farah 2009;

Macalalad et al. 2013; Wang et al. 2016). Angrisano et al.

(2013a) assessed their performance in single-point posi-

tioning of the NeQuick G and compared the performance

with that of the Klobuchar model. The analysis was per-

formed in measurements domain and the results showed

that the NeQuick G model provided better ionospheric

delay estimation in 98% of the tests. Bidaine et al. (2013)

compared the improvement of position accuracy of the

Klobuchar model with different NeQuick versions and

found that vertical errors dropped by 56–64% as a result of

the analyzed ionospheric corrections; however, horizontal

errors decreased by 27% at most. Angrisano et al. (2013b)

compared the single-point positioning performance of the

NeQuick G model with that of the Klobuchar model used

for GPS. They found that in general, the NeQuick G model

exhibited better horizontal positioning performance than

the Klobuchar model. Yu et al. (2015) assessed the per-

formance of the NeQuick G model in predicting global

TEC by ingesting the global ionosphere map (GIMs) data

from previous day(s). The results showed the good per-

formance of the GIMs-driven-NeQuick model. An average

of 86% vertical TEC error less than 10 TECU was

achieved, and the model performed better during years with

low solar activity. Today the NeQuick G corrections are

available in navigation message sent by Galileo satellites.

Despite the series of studies on theKlobuchar andNeQuick

G models, slight attention has been given to NTCM-BC

model. A study (Hoque and Jakowski 2015) showed that the

TEC prediction performance of NTCM-BC was better than

that of Klobuchar model and was comparable to that of

NeQuick G model. In terms of complexity, the NTCM-BC

was easier to handle than the NeQuick G, and in this respect

comparable to Klobuchar model. Furthermore, although the

performance specifications of NTCM-BC algorithms were

expressed in terms ofTEC in the study ofHoque and Jakowski

(2015) and its impact on point positioning has been done to

some extend in Hoque et al. (2015), its performance still

remained the subject of investigation.

The overall aim of this paper is to assess the perfor-

mance of the three ionosphere models, namely, Klobuchar,

NeQuick G, and NTCM-BC models. First, we demonstrate

the effectiveness of the models in terms of TEC, which is

the primary parameter they are expected to provide. Sub-

sequently, we focus on the positioning error reduced by the

corrections from the models. The analysis is performed

under different geomagnetic activity conditions. The output

of this article can improve our understanding of these

ionospheric models.

Ionospheric models

Klobuchar model

The Klobuchar model provides a daily vertical TEC profile

comprising a cosine representation during the day and a

constant value during the night (5 9 10-9s). Both ampli-

tude and period of the cosine term are represented by four

broadcast coefficients (a0 * a3, b0 * b3) that define a

third order polynomial of the geomagnetic latitude. The

phase of the maximum is fixed at 14:00 local time. A

mapping function based on a thin-shell approximation is

applied to convert the vertical time delay at the pierce point

to a slant delay along a given ray path (Klobuchar 1987).

The slant time delay is written as:

Ds ¼ Dþ A cos
2pðt � TPÞ

P

� �� �
MF; ð1Þ

where A ¼
P3

i¼0 aiu
i
m, P ¼

P3
i¼0 biu

i
m, um is the geo-

magnetic latitude of ionospheric Pierce point (IPP), t is the

local time of the IPP, and Tp = 14. MF represents the

mapping function, which can be written as:

MF ¼ 1þ 16 � ð0:53� ElÞ3; ð2Þ

where El is the elevation angle in semicircles.

NeQuick G model

NeQuick is an ionospheric model developed at the

Aeronomy and Radiopropagation Laboratory of the Abdus

Salam International Centre for Theoretical Physics in Tri-

este, Italy, and at the Institute for Geophysics, Astrophysics
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and Meteorology of the University of Graz, Austria.

NeQuick is a three-dimensional model that describes spa-

tial and temporal variations of the ionospheric electron

density. Slant TEC is computed by integrating TEC along

the signal path (Radicella and Leitinger 2001; Nava et al.

2005; Leitinger et al. 2005; Nava et al. 2008). An original

version of NeQuick 1 and an updated version of NeQuick 2

currently exist. The NeQuick Galileo version (NeQuick G)

was developed by the European Space Agency and con-

sidered for the final Galileo receiver algorithm.

The NeQuick algorithm was originally developed to be

used with monthly averaged solar flux F10.7 index. When

used in real time GNSS ionospheric correction application,

the monthly averaged F10.7 index is replaced by a daily

input parameter, that is, Az. Az is defined as a second-

degree polynomial of the receiver-modified dip latitude

(MODIP) l and is expressed in solar flux unit (sfu, 10-22

[W m-2 Hz-1]).

AzðlÞ ¼ a0 þ a1lþ a21l
2; ð3Þ

where the three coefficients a0, a1, and a2 will be broadcasted

through the Galileo navigation message. MODIP l can

reflect the comprehensive influences of magnetic field and

the geographic latitude. MODIP is obtained using Eq. 4:

tan l ¼ Iffiffiffiffiffiffiffiffiffiffiffi
cos/

p ; ð4Þ

where I denotes geomagnetic dip and / represents geo-

graphic latitude. I can be computed using IGRF (or DGRF)

models.

NTCM-BC model

In 1995, a family of NTCM global or regional models has

been proposed at DLR. These models are used for receiver

and satellite bias estimation, TEC calibration, and back-

ground model in grid vertical delay computation (Jakowski

1996; Jakowski et al. 2011). In an empirical global NTCM

model, 12 model coefficients are used to describe the TEC

variation at all levels of solar activity. Recently, Hoque and

Jakowski (2015) proposed the NTCM-BC as a broadcast

ionosphere model for satellite navigation systems. The

NTCM-BC model is given by:

TECvert
NTCM�BC ¼ F1 � F2 � F3; ð5Þ

where F1 describes local time (LT) dependency; F2 rep-

resents the geomagnetic field dependency of TEC; and F3

describes the two ionization crests at the low-latitude

anomaly regions on both sides of the geomagnetic Equator.

The LT dependency includes diurnal (VD), semidiurnal

(VSD), and ter-diurnal (VTD) harmonic components

explicitly. cos v*** and cos v** in F1 are used to reflect

the solar elevation angle dependency of TEC.

F1 ¼ cos v��� þ cos v��ðc1 cosVD þ c2 cosVSD

þ c3 sinVSD þ c4 cosVTD þ c5 sinVTDÞ ð6Þ

VD ¼ 2pðLT� 14Þ=24; ð7Þ
VSD ¼ 2pLT=12; ð8Þ
VSD ¼ 2pLT=8; ð9Þ
cos v��� ¼ cosðu� dÞ þ 0:4 ð10Þ

cos v�� ¼ cosðu� dÞ � 2

p
� u � sin d; ð11Þ

where u is the geographic latitude and d is the declination

of the Sun (all angles in radians).

F2 ¼ 1þ c6 cosum; ð12Þ

where um is geomagnetic latitude.

F3 ¼ c7 þ c8 exp �ðum � uc1Þ2

2r2c1

 !

þ c9 exp �ðum � uc2Þ
2

2r2c2

 !
; ð13Þ

where uc1 = 16�N and uc2 = 10�S, and they represent the

positions of the northward and southward crests, respec-

tively. The corresponding Gaussian half-widths are given

by rc1 = 12� and rc2 = 13�.
STEC along the satellite-to-receiver ray path can be

calculated using an elevation-dependent mapping function

M(e):

MðeÞ ¼ 1� Re cos e
Re þ hl

� �2
" #�1=2

; ð14Þ

where Re is the Earth’s mean radius in kilometers and e is the
elevation angle in radians. Based on a spherically thin-shell

ionosphere assumption, the fixed shell height hl is 400 km.

Data and method

In this article, GPS data from six IGS stations with dif-

ferent latitudes are used to analyze the TEC prediction and

ionospheric delay correction performance of the models.

All these IGS stations are near the 295�E longitude chain

distributed in the North and South hemispheres. The

information on the stations is provided in Table 1. The

GPS data are available at ftp://cddis.gsfc.nasa.gov/gps/

data/daily. Corresponding ephemeris files can also be

downloaded from this website.

TEC from GIMs provided by the IGS final product are

used as the reference value in this study. GIM files are in

IONEX format (-87.5�:2.5�:87.5�N in latitude,

-180�:5�:180�E in longitude, 2 h time resolution).
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The one-day predicted ionosphere maps (C1PG file) of

CODE are used to fit the coefficients of NTCM-BC model

(Garcı́a-Rigo 2011). CODE is the first IGS Associate

Analysis Center (IAAC) that generate ionospheric pre-

dicted product. Their model is based on the extrapolation

of the Spherical Harmonics coefficients (Schaer 1999).

Their 1 and 2 days ahead VTEC maps (named C1PG and

C2PG, respectively) have been released for years via

internet. Final and predicted GIMs are available at ftp://

cddis.gsfc.nasa.gov/gnss/products/ionex. The detailed

descriptions of the coefficient fitting method of NTCM-BC

model are shown in the works of Hoque and Jakowski

(2015).

In this study, results of the three models are shown for

several days in the years 2015 featured by different geo-

magnetic activity that, as known, affects ionospheric

activity. The planetary magnetic activity index Kp is used

to measure the general level of geomagnetic activity, and

the Kp indices are available at http://www.ngdc.noaa.gov/

stp/GEOMAG/kp_ap.html. A geomagnetic day is consid-

ered quiet when the Kp index satisfies the condi-

tion 0 B Kp\ 3.0. In Fig. 1 the daily mean Kp index is

plotted for the examination period.

The daily TEC deviation from the quiet days is also a

basis for determination of the test days during quiet and

disturbed ionosphere conditions in this study. We first take

the GIMs monthly median value as the reference value.

Then, the root-mean-square error (RMS) can be calculated

for each day using formula as follows,

RMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP12
k¼1

P73
j¼1

P71
i¼1 VTECi;j;k � VTECref

i;j;k

� �2
N

vuut

ð15Þ

where N = 12 9 73 9 71 is the number of VTEC values

of 12 IONEX maps with 2-h time spacing. The grid

number of an IONEX map is equal to 73 9 71 = 5183.

RMS can reflect the deviation from the quiet days.

In Table 2, the selected analyzed Day Of Year (DOY)

are classified for Kp value, related to geomagnetic activity.

Figure 2 shows the RMS between monthly median GIMs

and GIMs during the selected days.

As shown in Fig. 2, the RMS for each selected geo-

magnetically quiet day is around 2–3 TECU. For the six

geomagnetically disturbed days, the RMS of GIMs are

around 4–7 TECU.

Table 1 Test stations coordinates

Station City Location Geographic latitude (�) Geographic longitude (�) Geomagnetic latitude (�) Height (m)

IQAL Iqaluit Canada 63.7560N 291.4895E 73.25N 91.70

HLFX Halifax Canada 44.6835N 296.3887E 54.04N 3.10

ABMF Les Abymes France 16.2623N 298.4725E 25.66N -25.60

UNSA Salta Argentina 24.7275S 294.5924E 14.97S 1257.80

MGUE Malargue Argentina 35.7774S 290.6021E 25.92S 1553.70

PALM Palmer Station Antarctica 64.7751S 295.9489E 55.02S 31.24

Fig. 1 Daily mean Kp index in

the year of 2015
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For comparisons, the STEC along the satellite-to-re-

ceiver ray path are interpolated with IGS final GIMs. Using

different ionospheric models, the STEC will also be cal-

culated. From IGS final GIMs, STEC can be interpolated

by employing the four-point formula (Schaer 1999).

STEC ¼ VTEC �MðeÞ ð16Þ

VTEC ¼ ð1� pÞð1� qÞE0;0 þ pð1� qÞE1;0 þ qð1
� pÞE0;1 þ pqE0;1; ð17Þ

where VTEC is the TEC interpolated at the desired geo-

graphic longitude k and latitude b; Ei,j are the four nearest

TEC grid values; p, q are multipliers within the interval

[0,1]. p, q can be calculated as follows,

p ¼ ðk� k0Þ=Dk ð18Þ
q ¼ ðb� b0Þ=Db; ð19Þ

where (k0, b0) are the geographic coordinates associated

with E0,0; Dk, Db are the grid widths in longitude and

latitude.

After obtaining the STEC along the satellite-to-receiver

ray path, we use these STEC values to correct ionospheric

time delay in the point positioning technique. The position

results are then compared. GNSS point positioning method

is based on C1 pseudorange and trilateration technique.

The equation is as follows:

q� cdts � dT � dI

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXs � XÞ2 þ ðY s � YÞ2 þ ðZs � ZÞ2

q
þ cdtu þ eq;

ð20Þ

where q is the pseudorange measurement, cdtu is the

receiver clock offset scaled by the speed of light c, (Xs, Ys,

Zs) are satellite coordinates, and (X, Y, Z) are receiver

coordinates. cdts is the satellite clock offset scaled by the

speed of light, dT is the tropospheric delay, dI is the

ionospheric delay, and eq contains other error sources. The
least square method can be used to solve this point posi-

tioning problem when more than four satellites are

observed.

Table 2 List of days used in

this study with their minimum,

maximum 3-h Kp index and

daily mean Kp index

Geomagnetic

activity

Date DOY Maximum

3-h Kp index

Minimum 3-h

Kp index

Daily mean

Kp index

Quiet 06/04/2015 155 1.0 0 0.3

07/03/2015 184 0.7 0 0.3

07/21/2015 201 1.3 0 0.7

08/14/2015 226 1.0 0 0.7

08/31/2015 243 1.7 0.3 1.0

12/30/2015 364 1.3 0 0.7

Disturbed 03/17/2015 76 7.7 2.0 6.0

06/08/2015 159 6.0 3.0 4.3

08/27/2015 239 6.3 4.0 5.0

09/09/2015 252 6.0 4.0 5.3

10/08/2015 281 5.7 4.3 5.0

10/13/2015 286 4.3 2.0 3.7
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Geomagnetically disturbed days(a) (b) Fig. 2 RMS (in TECU) between

monthly median GIMs and GIMs

during selected: a geomagnetically

quiet days; b geomagnetically

disturbed days
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From the IGS solution (Software/technique) INdepen-

dent EXchange Format (SINEX) file, the reference coor-

dinates of the six IGS stations used in this article are

extracted. Finally, the point positioning coordinates with

different STEC corrections are compared with the refer-

ence values.

Results and discussion

Comparisons of reconstructed TEC maps

with the ionospheric models

The GIMs were predicted by the three models mentioned

above. Based on the eight coefficients from the GPS

broadcast ephemeris, the Klobuchar model calculated the

global TEC map. Using nonlinear fitting of TEC values

from C1PG GIMs, NTCM-BC model reconstructed the

global TEC map. With the three coefficients determining

the Az variation with MODIP broadcasted to the user in

the Galileo navigation message, the global TEC map can

be outputted by the NeQuick G model.

We consider the TEC from the IGS final GIMs as the

reference values and calculate the RMS of the TEC from

different ionospheric models. All the GIMs grid data

(71 9 73 9 12) are utilized to achieve the RMS value

using formula (15).

For the C1PG GIMs file was used in NTCM-BC model

in the analysis, its deviation from the final GIMs was also

calculated. The RMS results are shown in Fig. 3.

From the RMS values in Fig. 3, we can conclude that

NeQuick G and NTCM-BC models improved the GIMs

reconstruction results compared with Klobuchar model on

the test days. During the geomagnetically quiet days, the

improvements are evident, and the performances of the

NeQuick G model and NTCM-BC model were relatively
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 Geomagnetically disturbed  days
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NeQuick G
NTCM-BC
C1PG GIMs

Klobuchar
NeQuick G
NTCM-BC
C1PG GIMs

(a) (b)Fig. 3 RMS of GIMs obtained

using different ionospheric

models compared with IGS final

GIMs during:

a geomagnetically quiet days;

b geomagnetically disturbed

days

Fig. 4 Geomagnetic Kp indices during a March 16th to 17th, 2015 (DOY 075–076) and b August 30th to 31st, 2015 (DOY 242–243)
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close to each other. From Fig. 3b, the NTCM-BC model

achieved least RMS of GIMs on the geomagnetically dis-

turbed days.

Furthermore, we select two days to show the detailed

results, that is, March 17, 2015 (DOY 076) and August 31,

2015 (DOY 243). Figure 4 shows the geomagnetic Kp

indices during the two days and the previous days. The

geomagnetic conditions show more activity during DOY

076 than that during DOY 075. However, the geomagnetic

activities during DOY 243 and DOY 242 were both very

quiet.

Figure 5a shows the IGS final GIMs at 12:00 UT of the

two days. As the geomagnetic activity levels of the two

days are not the same, the TEC levels are also quite dif-

ferent. From Fig. 5a, b, the TEC values from C1PG GIMs

on DOY 243/2015 are closely followed by the data from

IGS final GIMs. However, the two kinds of GIMs disagree

on DOY 076/2015. Therefore, the precision of the pre-

dicted TEC by C1PG GIMs files is correlated with the

geomagnetic activity. Figure 5c shows the global TEC map

at 12:00 UT obtained using Klobuchar model. Comparing

Fig. 5c with 5a, evident differences between the IGS final

GIMs and Klobuchar GIMs near the Equator are observed

where the maximum ionospheric activity is expected.

Furthermore, the global pattern of the ionospheric TEC

described by Klobuchar model is relatively simple. Fig-

ure 5d shows the global TEC map at 12:00 UT calculated

with NTCM-BC model. The NTCM-BC GIMs can repre-

sent the general spatial trend of the C1PG GIMs (Fig. 5b),

whereas the detailed characteristics are not demonstrated,

especially for the areas near the Equator. The GIMs from

NeQuick G model at 12:00 UT are shown in Fig. 5e, which

detail the variation of ionospheric TEC in areas near the

Equator. However, the same cannot be said regarding the

IGS GIMs.

The error statistic for the models results are shown in

Table 3, and the histograms of the biases are shown in

Figs. 6 and 7. Differences are observed between the one-

day ahead C1PG GIMs and the IGS final GIMs, which are

especially significant on the geomagnetic activity day

(DOY 076).

Comparison of STEC from different models

The second performance analysis deals with differences

between the STEC from IGS final GIMs and those

bFig. 5 Global ionospheric TEC maps (in TECU) at 12:00UT from

IGS GIMs (a), C1PG GIMs (b), and ionospheric models (c–e).
a Global ionospheric TEC map at 12:00 UT on March 17, 2015 (DOY

076) (left) and August 31, 2015 (DOY 243) (right) from IGS final

GIMs (unit: TECU). b Global ionospheric TEC map at 12:00UT on

March 17, 2015 (DOY 076) (left) and August 31, 2015 (DOY 243)

(right) from C1PG GIMs (unit: TECU). c Global ionospheric TEC

map at 12:00 UT on March 17, 2015 (DOY 076) (left) and August 31,

2015 (DOY 243) (right) from Klobuchar model (unit: TECU).

d Global ionospheric TEC map at 12:00 UT on March 17, 2015 (DOY

076) (left) and August 31, 2015 (DOY 243) (right) from NTCM-BC

model (unit: TECU). e Global ionospheric TEC map at 12:00 UT on

March 17, 2015 (DOY 076) (left) and August 31, 2015 (DOY 243)

(right) from NeQuick G model (unit: TECU)
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computed with each ionospheric model. STEC at the six

test stations are compared, and biases of the modeled

STEC are made available.

Figure 8 shows the RMS of modeled STEC compared

with STEC from IGS final GIMs. From Fig. 8a, b, we can

see that the differences between RMS of STEC at high-

latitude stations and that at the mid- and low-latitude sta-

tions are more significant on geomagnetically disturbed

days. For the geomagnetically quiet days, the performances

of the three models are quite different at high-latitude

stations. While their RMS at high-latitude stations are close

to each other during the geomagnetically quiet days. STEC

from NeQuick G and NTCM-BC models tend to have less

bias than those from Klobuchar model in most situations.

The STEC results of the six stations on March 17, 2015

(DOY 076) and August 31, 2015 (DOY 243) are shown in

Figs. 9, 10, 11, 12, 13, and 14. In these figures, the biases

on March 17, 2015 (DOY 076) are shown in the first col-

umn, and the biases on August 31, 2015 (DOY 243) are

presented in the second column. The statistical RMS results

of the biases are shown at the third column of each figure.

The STEC biases predicted by the three models on DOY

243 are less than those on DOY 076 as a result of the high

geomagnetic level.

Table 3 Statistical comparisons of ionospheric models with IGS final GIMs in TECUs

Model Average bias RMS Maximum bias Minimum bias

DOY 076 DOY 243 DOY 076 DOY 243 DOY 076 DOY 243 DOY 076 DOY v243

C1PG -0.90 -1.08 7.02 2.58 32.2 12.20 -52.2 -19.60

NeQuick G -0.14 0.38 9.62 4.62 45.81 24.56 -57.69 -21.98

NTCM-BC -1.02 -1.00 8.78 3.89 23.56 16.10 -61.91 -22.86

Klobuchar -7.08 -1.10 13.72 7.11 23.07 14.83 -64.90 -37.25

Fig. 6 Histogram of bias of modeled GIM TEC values compared with IGS final GIMs on March 17, 2015 (DOY 076)

Fig. 7 Histogram of bias of modeled GIM TEC values compared with IGS final GIMs on August 31, 2015 (DOY 243)
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OnDOY243, theRMSvalues of STECare approximately

3–15 TECU. NeQuick G and NTCM-BC models have less

STEC prediction bias and RMS than that of Klobuchar

model, except for the Northern hemispheric stations IQAL

and HLFX. At these two stations, the NeQuick G model

produced relatively low STEC values the whole day.

Therefore, the RMS value of STEC from NeQuick G model

is larger than those of the two other models, which can be

seen from Figs. 9 and 10. During this test period (DOY 243),

the general trend characteristic of the global ionosphere was

quite significant. All the three models appear to achieve

relatively good STEC prediction results.

In the case of STEC prediction onDOY 76, the RMS values

are approximately 7 * 40 TECU. NeQuick G and NTEC-BC
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Fig. 8 RMS of STEC obtained using different ionospheric models compared with STEC from IGS final GIMs at all the test stations during:

a geomagnetically quiet days; b geomagnetically disturbed days

Fig. 9 STEC error statistics of ionospheric models compared with IGS final GIMs at IQAL station (geomagnetic latitude: 73.25�N): a STEC

bias on March 17, 2015 (DOY 076); b STEC bias on August 31, 2015 (DOY 243); c RMS of STEC
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Fig. 10 STEC error statistics of ionospheric models compared with IGS final GIMs at HLFX station (geomagnetic latitude: 54.04�N): a STEC

bias on March 17, 2015 (DOY 076); b STEC bias on August 31, 2015 (DOY 243); c RMS of STEC

Fig. 11 STEC error statistics of ionospheric models compared with IGS final GIMs at ABMF station (geomagnetic latitude: 25.66�N): a STEC

bias on March 17, 2015 (DOY 076); b STEC bias on August 31, 2015 (DOY 243); c RMS of STEC

Fig. 12 STEC error statistics of ionospheric models compared with IGS final GIMs at UNSA station (geomagnetic latitude: 14.97�S): a STEC

bias on March 17, 2015 (DOY 076); b STEC bias on August 31, 2015 (DOY 243); c RMS of STEC
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Fig. 13 STEC error statistics of ionospheric models compared with IGS final GIMs at MGUE station (geomagnetic latitude: 25.92�S): a STEC

bias on March 17, 2015 (DOY 076); b STEC bias on August 31, 2015 (DOY 243); c RMS of STEC

Fig. 14 STEC error statistics of ionospheric models compared with IGS final GIMs at PALM station (geomagnetic latitude: 55.02�S): a STEC

bias on March 17, 2015 (DOY 076); b STEC bias on August 31, 2015 (DOY 243); c RMS of STEC

Fig. 15 Hourly RMS of STEC

from ionospheric models

compared with IGS final GIMs

at IQAL station on: a March 17,

2015 (DOY 076); b August 31,

2015 (DOY 243)
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model improve the STEC prediction results of the Klobuchar

model at the mid- and low-latitude stations considerably.

Except for IQAL stations, STEC are generally underestimated

at daytime by the three models because of the large prediction

error under the disturbed geomagnetic condition.

From the results of the STEC prediction performance on

DOY 076 and DOY 243, we conclude that the STEC

prediction performance of NTCM-BC was comparable to

that of NeQuick G model.

As can be seen from Figs. 9, 10, 11, 12, 13, and 14, the

biases tend to be larger during the second half of the day

(in UT) during both days. The six stations are located along

the 295�E meridian. The local time near this longitude

chain is about 5 h late than universal time. Therefore, the

Fig. 16 Hourly RMS of STEC

from ionospheric models

compared with IGS final GIMs

at HLFX station on: a March

17, 2015 (DOY 076); b August

31, 2015 (DOY 243)

Fig. 17 Hourly RMS of STEC

from ionospheric models

compared with IGS final GIMs

at ABMF station on: a March

17, 2015 (DOY 076); b August

31, 2015 (DOY 243)

Fig. 18 Hourly RMS of STEC

from ionospheric models

compared with IGS final GIMs

at UNSA station on: a March

17, 2015 (DOY 076); b August

31, 2015 (DOY 243)
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relatively large model biases mainly occurred during the

daytime (0700–1900 LT).

We analyzed the RMS values of STEC at different local

times, and the results are shown in Figs. 15, 16, 17, 18, 19

and 20.

Figures 15, 16, 17, 18, 19 and 20 imply that the STEC

biases predicted by the three models change dramatically

with local time.

Under quiet geomagnetic conditions, the ionospheric

activity level on DOY 243 is relative low. The STEC RMS

errors predicted by the NeQuick G model and the NTCM-BC

model changed slightly with local time. However, the STEC

RMS errors fromKlobuchar model at stations AMBF, UNSA

and MGUE were considerably larger during the period from

1000 LT to 2000 LT compared to other local times.

On DOY 076, the STEC RMS errors from 1000 LT to

2000 LT were obviously larger than that at other local

times at all the stations for the three models. The NeQuick

G model and the NTCM-BC model reduced the prediction

errors dramatically. At 1900 LT, the RMS error from

Klobuchar model reached 79.27TECU at UNSA station,

while the RMS error from NeQuick G model was

37.37TECU. However, Figs. 9 and 10 showed that the

NeQuick G model gave better predictions during daytime

but worse predictions during nighttime at stations UNSA

and MGEU compared to the other two models. We think

that the daily effective ionization levels (Az) used in the

NeQuick G model at these two stations maybe more in line

with the situation during the daytime.

Ionosphere correction effect of different models

on point positioning

The third performance analysis is carried out in the position

domain. We calculate the errors by obtaining the difference

between the actual position of the test stations and the ones

computed with and without each ionospheric correction.

Figure 21 shows the RMS of point positioning result using

different models.

From these RMS values, the point positioning results

without ionosphere correction show the largest error. Using

ionosphere models, the RMS values decrease considerably,

especially at mid- and low-latitude stations. With the

ionospheric delay correction derived from IGS final GIMs,

Fig. 19 Hourly RMS of STEC

from ionospheric models

compared with IGS final GIMs

at MGUE station on: a March

17, 2015 (DOY 076); b August

31, 2015 (DOY 243)

Fig. 20 Hourly RMS of STEC

from ionospheric models

compared with IGS final GIMs

at PALM station on: a March

17, 2015 (DOY 076); b August

31, 2015 (DOY 243)
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the RMS of position errors reaches minimum value at each

station. In general, the performances of NTCM-BC and

NeQuick G model are better than those of Klobuchar

model. Moreover, the NTCM-BC model tends to behavior

more stable than NeQuick G model.

The point positioning results of the six stations on

March 17, 2015 (DOY 076) and August 31, 2015 (DOY

243) are shown in Figs. 22 and 23. The errors are examined

in terms of RMS for the three components in local North-

East-Up system.

Figure 22 shows the RMS of the coordinate errors in

North, East, and Up components, as well as the position

error at the six IGS stations on March 17, 2015 (DOY 076).

In this figure, the six stations are arranged according to

their latitude from left to right.

Figure 23 shows the RMS values of the point position-

ing results using different ionospheric correction models on

August 31, 2015 (DOY 243).

During DOY 243, a geomagnetic quiet day, the point

positioning error decreases significantly. Although the
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Fig. 21 RMS of point positioning errors obtained using STEC correction from different ionospheric models at all the test stations during:

a geomagnetically quiet days; b geomagnetically disturbed days

Fig. 22 RMS of coordinate errors in the North, East, and Up component at different stations on March 17, 2015 (DOY 076): a north error, b east

error, c up error, and d position error
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performance of NTCM-BC and NeQuick G model at most

stations are better than those of Klobuchar model, the point

positioning RMS values using different ionosphere models

are relatively close. Moreover, the point positioning results

with ionospheric delay correction derived from IGS GIMs

show relatively similar performances with NTCM-BC and

NeQuick G model.

Conclusion

This study presents the performances of three ionospheric

models associated with GNSS navigation message for

single-frequency receiver user. The selected models

include the Klobuchar, NTCM-BC, and NeQuick G mod-

els. The analysis is carried out by comparing the IGS final

GIMs data, thereby providing independent and precise

vertical TEC (at the level of a few TECU). From the results

of the statistical analyses, we draw the following main

conclusion.

1. The errors of GIMs, STEC, and point positioning using

ionospheric models are higher during geomagnetically

disturbed days than that during geomagnetically quiet

days. As the geomagnetic activity levels of the two

days are not the same, the precisions of the predicted

ionospheric model parameters are also quite different.

Therefore, the performances of the models in TEC

prediction and ionospheric time delay correction for

singe point positioning are closely related with the

geomagnetic activity.

2. From the global ionospheric TEC results, both the

NeQuick G and NTCM-BC models outperform the

Klobuchar model during the test days.

3. In terms of STEC, NeQuick G and NTEC-BC model

improve the STEC prediction results of the Klobuchar

model observably at the mid- and low-latitude stations.

The STEC prediction performance of NTCM-BC was

comparable to that of NeQuick G model.

4. From the point positioning coordinate errors, the

results are improved using ionospheric models, espe-

cially in mid- and low-latitude areas. On the geomag-

netically quiet days, the differences among the results

using the three models are not significant. In general,

the performances of NTCM-BC and NeQuick G model

are better than those of Klobuchar model during the

geomagnetically disturbed days. Although the NTCM-

BC model does not always achieve least RMS values

of position errors, it tends to perform more stable than

NeQuick G model during the test days.

5. The process of the NeQuick G model is relatively

complicated compared with those of the Klobuchar and

NTCM-BC models.

6. The NTCM-BC model can be constructed using

nonlinear fitting of the predicted TEC data. Like the

other two ionosphere models, NTCM-BC model can

only represent the general trend of global TEC and

cannot produce the detailed feature in some areas, such

as the Equatorial anomaly area. Although the accuracy

of NTCM-BC, in principle, is restricted because of its

simple formulation, its use in GNSS navigation

message has a certain advantage.
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