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Abstract
The 2015 M7.8 Gorkha earthquake has moved the upper, unbroken, part of the Main Himalayan Thrust (MHT) and the 
neighboring sections of this fault closer to failure. Using the program and data set of QLARM, which has been correct in 
fatality estimates of past Himalayan earthquakes, we estimate quantitatively the numbers of fatalities, injured and strongly 
affected people when assumed ruptures along these two sections will happen. In the Kathmandu up-dip scenario with M8.1, 
we estimate that more than 100,000 people may perish, about half a million may be injured, and 19 million are likely to be 
affected strongly, if we assume the high virtual attenuation observed for the 2015 Gorkha earthquake exists here also. Like-
wise, if the 100 km underthrusting segment west of Gorkha ruptures, we quantitatively estimate that 12,000–62,000 people 
may perish and 4 million to 8 million will be strongly affected, in a down-dip (lower half of the thrust plane) and an up-dip 
rupture (upper half) scenario, respectively. If the up-dip part of the MHT cannot rupture by itself, and greater earthquakes are 
required to generate the several meters of displacement observed in trenches across the MHT, then our estimates are minima.
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Introduction

The 2015 Gorkha M7.8 earthquake and its aftershock of 
M7.3 devastated large parts of Nepal and killed 9870 people 
(Ministry of Home Affairs, Nepal 2016). The main shock 
occurred on a Saturday, when children were not in school. 
Had they been in the collapsing schools, the death toll could 
have been double. Here, we estimate the numbers of casual-
ties (fatalities and injured), when parts of the Main Himala-
yan Thrust (MHT) neighboring the 2015 ruptures will also 
rupture.

Undoubtedly, all parts of the MHT will generate earth-
quakes when the stress accumulating due to the Indian plate 
plowing into Asia is sufficient for failure (e.g., Bilham et al. 
2001), but the time when this will happen for the various 
segments is not known. Small and medium size earthquakes 
occur frequently, sometimes generating local disasters. Here, 

we estimate losses in great earthquakes of M > 7.5 only, so 
that government and first responders have a quantitative 
assessment of the earthquake disasters looming in Nepal 
and neighboring parts of India.

The MHT often ruptures in a down-dip and a separate up-
dip earthquake, each covering about half of the thrust plane 
of the same segment (e.g., Avouac et al. 2015; Wesnousky 
et al. 2017). When the down-dip earthquake happens, as in 
the case of the M7.8 Gorkha earthquake of 2015, the stress 
in the up-dip part, as well as in the adjoining western and 
eastern segments, is increased, bringing these neighboring 
parts of the MHT closer to failure (e.g., Bilham et al. 2017).

The questions we are asking here are: How many fatalities 
and injured are to be expected if (1) the up-dip earthquake 
complementary to the 2015 Gorkha earthquake occurs, and 
(2) if the western adjoining 100 km segment of the MHT 
ruptures in its down-dip and up-dip parts separately, or in 
its entire width of 90 km, at once.

A pairing of earthquakes, as we propose here for our sce-
narios, has not been observed historically, yet several meters 
of displacement have been documented along many parts of 
the MHT (e.g., Bilham et al. 2001; Kumar et al. 2006; Lave 
et al. 2005; Pathier et al. 2006; Kaneda et al. 2008; Sap-
kota et al. 2012; Rajendran et al. 2015; Bungum et al. 2017; 
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Wesnousky et al. 2017). It follows that large to great earth-
quakes must be expected in the segments of the MHT we 
address here. Some interpretations of Himalayan tectonics 
(e.g., Bilham et al. 2017) envision much larger earthquakes 
than those proposed here to cause the displacements along 
the outcrops of the MHT, in which case our loss estimates 
are minima.

Source models for hypothetical future 
earthquakes

The up‑dip Kathmandu scenario source parameters

We assume that a rupture complementary to and up-dip 
from the 2015 Gorkha earthquake has a length, L(up-
dip) = 182 km, equal to the maximum length of the after-
shock zone of 2015 (e.g., Hayes et al. 2015). The width we 
take as the distance between the southern end of the 2015 
aftershocks and the outcropping fault: W(up-dip) = 63 km. 
From the resulting rupture area A = L*W, we estimate the 
magnitude of the complementary Kathmandu up-dip earth-
quake as M8.1 (Wyss 1979; Wells and Coppersmith 1994) 
(Table 1). This magnitude is somewhat larger than the one 
in 2015 because the remaining width of the failure plane is 
larger than the one that broke in 2015.

Earthquake sources are modeled in the program QLARM 
(Trendafiloski et al. 2011) simplified as lines drawn along 
the part of the rupture plane, which radiates energy most 
strongly. The position of this line within the assumed rupture 
plane is important because it controls the proximity to areas 
of dense population.

Validation tests for QLARM results have been carried 
out for Mexico (Wyss and Zuniga 2016), India and Pakistan 
(Wyss et al. 2018), and China (Li et al. 2018). In general, 
these validations proceeded as follows. The earthquake 
source parameters were given by publications including 
magnitude, hypocenter, and isoseismal maps. When avail-
able, inversion models for the rupture plane were also con-
sidered. In addition, the numbers of casualties were known 
from official counts. QLARM estimates of fatalities were 

validated, when the observed numbers were within the cal-
culated range for events with many casualties, and within 
factors of three for small events, where the sum of fatalities 
was approximately equal to those caused by the collapse of 
a single large building.

Verifying QLARM for loss calculations in the Himalaya, 
it was found that this line should not be placed along the 
surface break, but parallel to it and within about the center 
of the rupture area (Wyss et al. 2018). This is especially true 
for the M7.6 Kashmir earthquake of 2005 (e.g., Pathier et al. 
2006), where observed intensities (Zare et al. 2009) can only 
be matched by calculated ones with the line source placed at 
the center of the known ruptured area, not along the surface 
rupture. Applying this procedure to the up-dip Kathmandu 
scenario, we propose to use the line source for which the end 
points are given in Table 1.

The west‑of‑Gorkha scenarios source parameters

West of the Gorkha 2015 rupture, there is a section of the 
MHT with low seismicity during the instrumental obser-
vation period. We assume that this part may rupture in an 
earthquake of the same M7.8, as the 2015 Gorkha event. 
Its length is assumed to be L (west of Gorkha) = 100 km. 
The width of the seismically active underthrusting plane is 
about 90 km.

We further assume in two scenarios that this section may 
fail in separate complimentary down-dip and up-dip earth-
quakes, like other segments of the MHT. Each of these two 
ruptures are assigned half the entire width, that is, 45 km 
(Table 1). The magnitudes corresponding to each of these 
areas are calculated to be 7.8. Alternatively, the entire width 
of the thrust plane may rupture in a single earthquake from 
the deepest parts to the fault outcrop. In that case, the mag-
nitude calculates as M8.1 (Table 1).

The down-dip epicenter and rupture line for the west-
of-Gorkha hypothetical earthquake are at the same distance 
from the surface trace of the MHT as the Gorkha epicenter. 
The up-dip rupture line is assumed to be at the center of 
the upper half of the thrust plane. The all-dip rupture line 
is placed at the middle of the other two hypothetical lines. 

Table 1  Source parameters of the hypothetical earthquakes that may follow the M7.8 Gorkha earthquake of 2015

Xi and Yi are the assumed end points of the respective line rupture. M is calculated from the rupture area. The epicenter is placed at the center of 
the line rupture

Name Epi Lat
(deg)

Epi Lon
(deg)

Depth
(km)

Length
(km)

Width
(km)

M Y1
(deg)

X1
(deg)

Y2
(deg)

X2
(deg)

Kathmandu up-dip 27.44 85.19 15 182 63 8.1 27.75 84.30 27.13 86.07
West of Gorkha down-dip 28.51 84.03 20 100 45 7.8 28.71 83.58 28.31 84.48
West of Gorkha up-dip 28.01 83.78 15 100 45 7.8 28.13 83.27 27.88 84.29
West of Gorkha all-dip 28.28 83.88 15 100 90 8.1 28.41 83.40 28.15 84.35
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All lines are parallel to the seismicity trend and the surface 
rupture of the MHT. The endpoints of these hypothetical 
rupture lines are given in Table 1.

Additional parameters and properties 
of the scenarios

The assumed attenuation of seismic waves influences the 
estimated strong ground motions and therefore the losses. 
In the case of the 2015 Gorkha earthquake, the intensities 
observed were surprisingly low (e.g., Martin et al. 2015). 
This can be explained by strong attenuation, or by weak 
high-frequency radiation from the source. In QLARM, we 
cannot model the frequency content of the source; thus, 
we fold the two effects into a single parameter, the “virtual 
attenuation.”

Matching the Intensities observed in 2015, it was found 
(Wyss 2017) that the parameter C3 = 2.3 in the attenuation 
equation of Shebalin (1985) must be applied. We use Sheba-
lin’s equation because its parameters easily move the attenu-
ation curve as a function of distance from the source into the 
correct position (Wyss 2017). Based on this observation, we 
propose C3 = 2.3, a strong virtual attenuation, for the most 
likely models of earthquakes in the Kathmandu area. This 
leads to a minimum estimate of all the estimated losses.

The hypothetical depth of the source also strongly influ-
ences the loss estimates. With shallow earthquakes, the 
uncertainties of their depths tend to be equal in size to the 
depth itself. We assume 15 km for the up-dip Kathmandu 
scenario in comparison with other depth estimates in the 
Himalaya. The bulk of the energy radiated generally does 
not come from the shallowest part, but from deeper within 
the crust, as seen in countless cross sections of earthquake 
source inversions. Therefore, a hypothetical hypocentral 
depth of 15 km is appropriate. For the northernmost rupture 
model, a depth of 20 km is selected (Table 1).

Soil conditions affect the intensities locally. Because 
these are not known for the couple of thousand settlements 
affected by intensities V+ in envisioned future earthquakes, 
we trust only in the estimate of the sum of the casualties, 
not in the values returned by the computer for individual 
settlements.

The nature of the building stock is modeled in a very 
simple way in QLARM because detailed information is 
not available for the small settlements in the study area. 
Nevertheless, the fatalities calculated for the 2015 Gorkha 
earthquake, using the known source properties, agree with 
the observed ones (Wyss 1979). Therefore, QLARM with 
its data set for population and building stock is verified for 
Nepal and we use it.

The time of day when an earthquake strikes affects the 
losses. At 3AM the occupancy rate of building is the highest, 

thus casualties are most numerous. We selected 6AM as the 
time for scenario earthquakes because this means we assume 
average occupancy.

Loss estimate for the Kathmandu up‑dip 
scenario

The expected intensities for the Kathmandu up-dip scenario 
at the settlements in the data base of QLARM are shown in 
Fig. 1 (left), using the source parameters given in Table 1. 
The resulting mean damage in each settlement is shown on 
the right in Fig. 1. Using the influence of damaged and col-
lapsing buildings on occupants and the ratio of the distri-
bution into fatalities and injured (Wyss and Trendafiloski 
2011), the casualty numbers are calculated (Trendafiloski 
et al. 2011).

The ranges of fatalities and injured for the Kathmandu 
up-dip earthquake scenario using the unusually strong 
attenuation (C3 = 2.3) are listed in Table 2 using the for-
mal probability that 98% of possible results are captured, 
given the known uncertainties, but not those of the source 
and transmission properties. Alternatively, if we assume a 
virtual attenuation close to the world average, the estimated 
losses would be about three times larger than those given 
in Table 2.

The number of “strongly affected” people is defined 
here as those within the area of intensity VI+ (last column 
Table 2). Injuries and even fatalities are possible within the 
minimum intensity used for this estimate. People in areas 
with shaking less than Intensity VI are also “affected,” but 
less severely. For the purpose of estimating the extent of the 
disaster, our quantitative definition of “strongly affected” is 
proposed as a useful parameter.

The numbers of people in the areas shaken by intensi-
ties (VI plus VII) and those in areas with VII+ are further 
separated (Table 2) because there is a significant difference 
in the devastation in these two areas.

Loss estimate for the west‑of‑Gorkha 
scenarios

For the breaking of the west-of-Gorkha underthrusting seg-
ment, we model two separate earthquakes, a down-dip half 
and an up-dip half, as well as a single all-dip rupture of 
the entire width. We do this because this separation exists 
in historic earthquakes, including the Kathmandu segment 
as demonstrated by the earthquake in 2015. This bimodal 
rupturing of the Himalayan megathrust has been discussed 
recently by Dal Zilio et al. (2019).

For the west-of-Gorkha segment, we also calculate casu-
alties using the low virtual attenuation (C3 = 2.3) needed for 
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matching the 2015 intensities generated by the Gorkha M7.8 
earthquake. By “virtual attenuation,” we mean the combined 
effect of the seismic spectrum radiated by the source and the 
absorption along the path, factors that cannot be separated, 
unless PGA values are recorded on hard rock at more than 
one station along the wave paths. The casualties and the 
numbers of strongly affected people for the three models 
for the rupture of the west-of-Gorkha segment of the plate 
boundary are listed in Table 2. Alternatively, if we assumed 
a virtual attenuation close to world average (C3 = 3.5), the 
estimated losses would be about three times larger than those 
given in Table 2.

The maps of intensities calculated and the theoreti-
cally derived mean damage for the down-dip rupture of the 
west Gorkha seismic gap in an earthquake of M7.8, using 
C3 = 2.3, are shown in Fig. 2. The corresponding maps for a 

complementary earthquake rupturing the up-dip half of the 
west-of-Gorkha seismic gap are shown in Fig. 3.

The scenario for a possible all-dip rupture of the 100 km 
segment west of Gorka yields similar results with moderately 
higher casualties as the up-dip scenario (Table 2). Separate 
maps are not shown for the all-dip scenario because they 
are similar to those shown in Fig. 3 for the up-dip scenario.

The flip‑effect along the MHT fault trace

An augmentation of the surface displacements along out-
cropping thrust earthquakes has been proposed by Brune 
(1996) and confirmed by Gabuchian et al. (2017). The 
excess amplitudes are estimated to amount to 25–50%. 

Fig. 1  Intensities (left) and mean damage (right) in case of an up-
dip earthquake complimentary to the Gorkha earthquake of 2015, 
but with M8.1. Each dot represents a settlement in the QLARM 
data base. The assumed source parameters for the scenario rupture 

are given in Table 1, and the estimated results are given in Table 2. 
The calculation is limited to R = 200  km. The virtual attenuation of 
C3 = 2.3 is used. Epicenter: 28.23°N/84.73°E

Table 2  Ranges of fatalities and injured (formal minima and maxima) for the hypothetical scenario for the Kathmandu up-dip and the three 
west-of-Gorkha earthquake scenarios with source parameters in Table 1

The estimated population located in regions with three intensity ranges given by Roman numerals are listed in the last three columns. The 
models are calculated for an unusually strong attenuation C3 = 2.3. The population assumed present is extrapolated from 2013 (QLARM data) 
to 2017, assuming a growth of 5% for the 4 year period (http://cbs.gov.np/secto ral_stati stics /popul ation ). All results are rounded to the nearest 
thousand

Name M Imax Fatalities (calc) Injured (calc) Pop(VI + VII) Pop(VIII +) Pop(VI +)

Min Max Min Max

Kathmandu up-dip 8.1 9.0 47,000 269,000 177,000 911,000 14,023,000 5,091,000 19,114,000
West of Gorkha down-dip 7.8 8.0 2,000 21,000 8,000 80,000 3,711,000 248,000 3,958,000
West of Gorkha up-dip 7.8 9.0 17,000 106,000 66,000 357,000 5,898,000 2,056,000 7,954,000
West of Gorkha all-dip 8.1 9.0 27,000 116,000 96,000 374,000 5,754,000 2,144,000 7,899,000

http://cbs.gov.np/sectoral_statistics/population
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On the basis of locations of shattered rocks, Brune (2001) 
estimated that this effect occurs within about 7 km of the 
surface trace.

The additional casualties due to the flip-effect have not 
been added because they are much smaller than the uncer-
tainties in our loss estimates. Nevertheless, the several thou-
sand additional casualties close to and on the up-thrust side 
of the surface trace will be major tragedies for the affected 
population. Therefore, mitigating measures should concen-
trate on settlements located in the 7 km wide zone north of 
the trace of the MHT.

Discussion and conclusions

We emphasize that the loss estimates in the scenarios pre-
sented here contain important uncertainties because they 
are affected by many parameters not precisely known. 
They are order of magnitude estimates. Because of these 
uncertainties the numbers of casualties and affected people 
in Table 2 are rounded.

The influence of the virtual attenuation is an example 
of how a single parameter can influence the loss estimates. 

Fig. 2  Intensities (left) and mean damage (right) in case of a down-
dip earthquake of M7.8 west of and adjoining Gorkha. Each dot rep-
resents a settlement in the QLARM data base. The assumed source 

parameters for the scenario rupture are given in Table  1, and the 
estimated results are given in Table  2. The calculation is limited to 
R = 200 km. The virtual attenuation resulting from C3 = 2.3 is used

Fig. 3  Intensities (left) and mean damage (right) in case of an up-dip 
earthquake of M7.8 west of and adjoining Gorkha. Each dot repre-
sents a settlement in the QLARM data base. The assumed source 

parameters for the scenario rupture are given in Table  1 and the 
estimated results are given in Table  2. The calculation is limited to 
R = 200 km. A virtual attenuation resulting from C3 = 2.3 is used
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We present all four scenarios with a strong virtual attenua-
tion (Table 2) because this attenuation factor was required 
to match the observed intensities due to the 2015 Gorkha 
earthquake (Wyss 2017). However, the losses would be 
three times larger if a virtual attenuation closer to the 
world average were to be used for these estimates.

The losses expected for the up-dip Kathmandu scenario 
(Table 2) are significantly larger than those recorded after 
the Gorkha 2015 earthquake. The epicenters of the M7.8 
and M7.3 earthquakes in 2015 were in mountainous, thinly 
populated areas. The expected up-dip Kathmandu earth-
quake will rupture in a much more populated area, affecting 
parts of India as well as Nepal; therefore, higher casualties 
will result.

The calculated mean fatalities in the Kathmandu up-dip 
earthquake are 158,000, the mean number of injured is about 
half a million. With an additional 19 million people strongly 
affected, this will be a truly great disaster, according to our 
estimate.

The losses expected for the up-dip west-of-Gorkha 
scenario are significantly larger than those expected for 
the down-dip break of the west-of-Gorkha seismic gap 
(Table 2). The difference between the two earthquakes with 
the same assumed magnitude is that they rupture in areas 
with different population densities (Table 2, Figs. 2 and 3).

The calculated mean fatalities in the down-dip west-of-
Gorkha earthquake are 12,000, the mean number of injured 
are 44,000, with an additional 4 million people strongly 
affected. These results assume very strong virtual attenu-
ation and M7.8.

The calculated mean fatalities in the up-dip west Gorkha 
gap earthquake are 62,000, the mean number of injured 
are 212,000, with an additional 8 million people strongly 
affected. This is again a minimum estimate of losses due 
to a great earthquake west of Gorkha because the attenu-
ation could be less and the rupture length could be larger 
than assumed.

If the rupture should include the entire underthrusting 
width of this segment, the all-dip scenario, the numbers 
of mean fatalities and injured are estimated as 62,000 and 
209,000. The population strongly affected would exceed 8 
million.

Crude estimates of casualties in eight Himalayan sce-
narios were published in March 2005 (Wyss 2005). The 
then named scenarios Kashmir and Kathmandu, both with 
assumed M8.1, have actually happened in earthquakes kill-
ing numbers of people within a factor of 2.5 of the published 
estimates (Wyss 2006, 2017).

In addition, loss estimates using QLARM within 30 min 
of large Asian earthquakes are mostly correct within factors 
of about three for large events and a few hundred fatalities 
for medium sized earthquakes (Wyss 2014). These real-
time alerts are calculated based only on rapidly calculated 

epicenters, magnitudes and assumed depths. Given the 
good success rate with few errors, QLARM estimates can 
be trusted, understanding that significant uncertainties exist.

Therefore, the current estimates, performed with an 
improved program and dataset, should be taken seriously. 
Preparations for the predicted extent of the disasters should 
be made.
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Abstract
Given that more than 90% of earthquake fatalities occur in rural environments, one has to rethink how to protect the popula-
tion. With most rural buildings being one- and two-story dwellings, the earthquake closet (EC) offers an affordable solution 
as a protection unit. Two recent earthquakes with nearly 100,000 fatalities each are used for estimating the lives that could 
be saved and how much this would cost. The cost of constructing an EC in a single-family home is taken to be $500–$600 
in developing countries. For the “statistical value of life” $1 million is used, a minimum amount given in the literature. The 
cost of hospitalization is derived from reports after an earthquake. The number of fatalities and injured avoided is estimated 
for an example earthquake each in China and Pakistan. The estimated dollar savings resulting in large earthquakes reach 
$18.3 billion at a cost of $1.3 billion, and $10 billion at a cost of $0.5 billion, respectively, in the two examples.

Keywords Earthquake losses · Earthquake protection · Rural population

Properties, accessibility, and usefulness 
of an earthquake closet

An EC is assumed to be an earthquake protection unit 
installed in a single-family home as described by Wyss 
(2012). It is envisioned as a strong structure, with dimen-
sions of about 2 m by 2 m, in the structurally strongest cor-
ner of a home. This EC is similar to a tornado shelter: a 
small cubical in which a family could fit and be protected 
from heavy falling objects, such as a ceiling. Engineering 
advice would be desirable for building an EC, but a head 
of family could construct it from heavy beams and thus 
increase the chances of survival of a family by a factor of at 
least 1000 (Wyss 2012). The material used and the details 
of construction may vary, depending on available materi-
als and advice by professionals. Neither of these details is 
important for the argument in this paper, which is that small, 
affordable ECs represent a feasible and affordable way to 
protect occupants of single-family dwellings from heavy 
earthquake impacts. The average cost of an EC is assumed 
to be no more than $500–$600 in developing countries with 

earthquake problems. A tornado shelter in the USA costs at 
a minimum $1000.

This cost of ECs is understood to be significantly lower 
than retrofitting an entire building. Estimates of costs of ret-
rofitting vary. For some weak structures, it may be as high 
as 75% of the value of the dwelling (Yoshimura and Meguro 
2004). Other proposals exist that envision lower costs. In this 
paper, no judgment is passed on methods of retrofitting; the 
focus is solely on the cost/benefit ratio of ECs in two exam-
ples of earthquakes that have killed nearly 100,000 people. 
However, the proposed method can be used to estimate cost/
benefit ratio for other earthquake protection devices.

Assumptions and Facts.

1. The warning for inhabitants that a possibly dangerous 
earthquake is happening is assumed to be provided 
by the P-wave. When the ground shakes strongly, the 
trained inhabitants recognize the earthquake in progress, 
and have several seconds to dash into the EC before the 
larger and more destructive S-wave arrives. During the 
shaking by the P-wave, walking itself is not a problem 
because the frequencies are high and the amplitudes are 
low. False alarms are few or zero because strong shaking 
is clearly distinguishable from that in minor earthquakes. 
For example, during the rich aftershock sequence of the 
M7.8 Gorkha earthquake of 2015 only the Ms7.3 earth-
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quake located at a distance of 70 km from Kathmandu 
required action in that location.

2. The present thought experiment assumes that in affected 
villages all households have installed an EC, and all 
dwellings have one to two stories. In towns, taller build-
ings exist, where ECs are not effective, so only a fraction 
of families is assumed to have installed them.

3. Further, it is assumed that only a fraction of those with 
an EC is at home and able to get into it, when shaking 
starts. What these fractions are can be debated and the 
reader is invited to assume different values if those pro-
posed here seem not satisfactory.

4. It is assumed that two examples of population distribu-
tion and building properties around a recent great earth-
quake ruptures are useful for estimating the numbers of 
lives saved.

5. The occupancy rate of dwellings with ECs is assumed to 
be 60% at the time of the earthquake. This is an average 
between the maximum and minimum occupancy rates 
at night and in the middle of the day. Schools, hospitals, 
and offices have different occupancy rates, but are not 
considered here.

6. Values for loss of life given in the literature vary greatly. 
Here, values that seem reasonable are assumed, but other 
values can be substituted. However, we must not lose 
track of the most important fact, not assumption, in this 
thought experiment: For a head of household, the benefit 
of saving the life of a family member is infinite. This is 
also the attitude of first responders who mobilize and 
rush across continents to risk their own lives in saving 
injured earthquake victims.

The distribution of the affected population 
and assumed earthquake scenarios

The preoccupation with the population of large cities being 
the chief victims in great earthquakes is shown to be wrong 
by the facts (Wyss 2018). It is understandable that the imagi-
nation of most is caught by accounts of tens of thousands 
people perishing in earthquakes for example in Lisboa 
(1755, M8), Messina (1908, M7.1), Bam (2003, Mw6.6), 
and Kobe (1995, M6.9). In these cases, major earthquakes 
happened near large cities, but in most great earthquakes 
the affected population in villages is about 90%. In a rupture 
several 100 km long, villages are numerous and large cities 
are few, or do not exist, as clearly seen in the example of the 
Wenchuan earthquake (Mw8 2008) (Fig. 1). The percent-
ages of people who died in villages and towns were 98% 
and 99% in the two examples that are analyzed here, namely 
in the Wenchuan (M8, 2008) and Kashmir (M7.6, 2005) 
earthquakes, respectively. For this reason, the EC proposed 
here as a tool for protection against earthquakes is far more 

applicable than one thinks at first blush. This study therefore 
addresses the chances of survival of the vast majority of the 
population in most large earthquakes.

For both of the examples used here, the following param-
eters are known: magnitude, length and width of the rupture 
plane, the precise location, the strike of the rupture, and 
the name of the generating fault, as well as the intensity 
distribution. These parameters are based on source inver-
sions, aftershock distributions, geodetic measurements, and 
field surveys (e.g., Zhang et al. 2008; Chen and Booth 2011; 
Pathier et al. 2006; Thakur et al. 2006). (B) The number of 
fatalities and models for the distribution of buildings in vul-
nerability classes (Li et al. 2018; Wyss et al. 2018 and refer-
ences therein) has been applied to test cases successfully.

The two examples of specific earthquakes are: the earth-
quakes at Wenchuan with M8 of May 12, 2008, and the one 
in Kashmir with M7.6 of October 8, 2005. Both represent 
cases in densely populated areas. The rupture length of the 
Wenchuan earthquake was about 300 km (Fig. 1).

The effectiveness of an EC is highest at a range of dis-
tances determined by time separation of the two body waves 

Fig. 1  Map of the mean damage (calculated by QLARM, Li et  al. 
2018) of the Wenchuan M8 earthquake with the model for the rup-
ture shown as a white line. The star marks the epicenter (https ://earth 
quake .usgs.gov/earth quake s/event page/usp00 0g650 /execu tive). Each 
dot is a settlement within 46  km of the rupture, experiencing theo-
retically calculated mean damage (scale from 0 to 5), according to the 
color shown in the legend. Settlements outside this zone are assumed 
not to need an EC. Cities larger than 60 K inhabitants are not plot-
ted because they are assumed not to be amenable to constructions of 
simple ECs. The transparent circle marks the “dead zone” where the 
travel time (S–P) is too short for owners of ECs to reach safety. The 
two size classes recognized (villages and towns) are marked by differ-
ent size dots

https://earthquake.usgs.gov/earthquakes/eventpage/usp000g650/executive
https://earthquake.usgs.gov/earthquakes/eventpage/usp000g650/executive
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dt = tS − tP (tS and tP are the travel times from the epicenter to 
the EC, for the S- and P-waves, respectively). The time delay 
by which the S-wave follows the P-wave depends on the 
distance of travel, because the slower wave falls more and 
more behind the faster one with distance from the epicenter. 
In all strong earthquakes that cause serious damage, there 
are three groups of people with respect to earthquake dan-
ger. (A) Those who live so close to the earthquake initiation 
that they have no time to get to safety. These people cannot 
be helped by the availability of an EC. (B) That part of the 
population that lives far enough from the earthquake source 
that they do not need an EC because the likely damage to 
their dwellings is not life threatening. (C) The segment of 
the population that can be helped by having an EC lives in 
a range of dt between groups (A) and (B). In this case, the 
shaking is strong enough to be life threatening, and dt is long 
enough so inhabitants may move to safety.

The minimum time needed to get into an EC in a sin-
gle-family home is assumed to be 5 s. This corresponds to 
a distance of 37.5 km from the epicenter (Fig. 1), based 
on velocities of the P- and S-waves of 5 km/s and 3 km/s, 
respectively. Thus, settlements where an EC helps, have to be 
farther from the epicenter than 37.5 km. Settlements that are 
beyond serious damage do not need an EC. In the case of the 
Wenchuan M8 earthquake, a cutoff distance of 46 km from 
the nearest point of the rupture line is used, corresponding 
to the extent of intensity I = 8, which corresponds to a mean 
damage in a settlement of 2.5 on a scale of 0–5 (1 denotes 
negligible to slight damage, 5 means destruction; Gruenthal 
1998). At this intensity of shaking the damage is life threat-
ening, beyond less so. The same distance is also applied to 
the M7.6 Kashmir earthquake where it corresponds to I = 7.4 
and a mean damage to 2.25. This is so because the magni-
tude in Kashmir was lower than in China, but the strength of 
dwellings in the area of the Kashmir earthquake is inferior to 
those in the Wenchuan area (Table 1). These damage levels, 
and therefore, the probability of loss of life is comparable in 
the two examples; thus, the same distance from the rupture is 
assumed as a cutoff. For different cases of dwelling strengths 
and magnitudes, other levels of mean damage, and hence 
cutoff distances, can be assumed.

The population for whom an EC is useful follows from 
the aforementioned assumptions, as all the people living 

within 46 km from the rupture line, minus those living 
within a radius of 37.5 km from the epicenter (Fig. 1). In 
both earthquake scenarios, small settlements are separately 
analyzed from medium sized ones. They will henceforth 
be called “villages” and “towns,” respectively.

Occupancy rate and total cost for ECs

The occupancy rate of dwellings in most countries is a 
maximum of approximately 95% at night and a mini-
mum of 25% during the day. For the current exercise, it 
is assumed that the occupancy rate is the average, namely 
60%, but any other number may be used to calculate dif-
ferent results.

The type of dwelling in which an EC is effective is a one- 
to two-story single-family home. It is assumed that these 
types of homes constitute 100% in villages. For the next 
larger class of settlements, the towns, it is assumed that only 
40% of dwellings are amenable to an EC because some are 
multistory constructions. For cities larger than those listed in 
Table 1, it is assumed that no buildings exist in which a sim-
ple EC can be useful; thus, it is assumed that in larger cities 
no fatalities can be saved by ECs. However, in more detailed 
analyses the percentage of dwellings in large cities in which 
ECs are effective could be added and their contribution to 
saving lives may not be zero as assumed here.

The number of settlements within the radius of the S–P 
time of 5 s is listed in Table 2, along with the number in 
the useful range. ECs constructed in both of these areas 
are contributing to the cost, although those close to the 
epicenter turn out not to be useful. The size of an average 
family in China is three (https ://www.stati sta.com/stati 
stics /27869 7/avera ge-size-of-house holds -in-china /) and 
in Pakistan it is eight (Nayab and Arif 2012) (Table 2). 
The number of families that are assumed to live separately 
is derived by dividing the sum of the population in all set-
tlements considered by three and eight, respectively, for 
China and Pakistan. The cost to install an EC is assumed to 
be $500 in China, half the least expensive tornado shelter 
in the USA. For Pakistan, the cost of an EC is assumed to 
be $600 because it has to accommodate larger families.

Table 1  Model for the distribution of the building stock in villages of 
China and Pakistan/India using the vulnerability classes of the EMS-
98 scale, with class A being the least resistant to shaking. This model 

is approximate, but has been used successfully in validation tests for 
both of these areas (Li et al. 2018; Wyss et al. 2018)

Country Villages Towns

A B C A B C D

China 50 35 15 5 10 70 15
Pakistan/India 71 27 2 42 45 13 0

https://www.statista.com/statistics/278697/average-size-of-households-in-china/
https://www.statista.com/statistics/278697/average-size-of-households-in-china/
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Estimates of fatalities and injured in the area 
of ECs

The likely numbers of fatalities and injured is a function 
of the people present and of the construction quality of the 
houses (Tables 1, 2). These two parameters are contained 
in QLARM, the computer code and data set used for calcu-
lating the damage field and casualties (Trendafiloski et al. 
2011; Wyss et al. 2018). For China and India, QLARM has 
been verified to calculate correct numbers of casualties 
(fatalities plus injured) within a factor of about 2.5 in general 
(Li et al. 2018; Wyss et al. 2018). In the case of the Wen-
chuan and the Kashmir earthquakes, the average numbers 
of fatalities calculated were within factors of 1.1 and 1.2 of 
the reported values, respectively (Li et al. 2018; Wyss et al. 
2018). Therefore, the casualties calculated by QLARM for 
the population segment of interest can be accepted as close 
to reality. The theoretical values for fatalities and injured in 
the regions of EC usefulness in the two test earthquakes are 
given in Table 3, separately for villages and towns.

The numbers of casualties saved, by people seeking 
refuge in ECs, must be assumed to be a fraction of those 

living in dwellings with ECs. Some are likely not at home 
at the time of the earthquakes, and additional people are 
assumed to have been unable to reach the EC for some rea-
son. Therefore, it is proposed that in this thought experi-
ment only 25% of EC owners reached safety in their ECs 
in villages (Table 3) and have survived the earthquake. For 
inhabitants of towns in China, it is assumed that only 40% 
of the buildings are amenable for ECs; thus, only 10% of 
the population would reach safety (Table 3). In Pakistan/
India where less advanced buildings prevail (Table 1), it 
is likely that a higher fraction of buildings in towns can 
benefit from an EC; thus, we assume that 15% of the popu-
lation can reach safety in that case (Table 3).

Estimates of the value of life and cost 
of injured

The standard estimation of the value attached to life is 
called SVL (e.g., Environmental Protection Agency, 
definition in https ://www.epa.gov/envir onmen tal-econo 
mics/morta lity-risk-valua tion). Different agencies and 

Table 2  Estimated total cost of ECs constructed within the area 
of distance 46  km from the rupture, including settlements within 
37.5  km of the epicenter. It is assumed that each family builds an 

EC, and that there are three and eight people per family in China and 
Pakistan/India, respectively

Settlement size popula-
tion thousands

Number of settlements in 
dead zone (S–P) < 5 s

Number of settlements in 
useful range

Number of families 
useful range

Cost per closet 
US $

Total cost ECs 
millions US $

Wenchuan earthquake M8
< 6 146 1244 2,073,333 500 1158
6–40 1 18 240,000 500 121
Kashmir earthquake M7.6
< 10 1657 3075 544,275 600 503
10–20 108 123 152,739 600 183

Table 3  Potential numbers of fatalities and injured avoided by the use of ECs, and cost/benefit ratios. Numbers of fatalities calculated by the 
verified tool and data set QLARM (Wyss et al. 2018; Li et al. 2018)

The percentages of fatalities and injured that are assumed to be saved are listed in the bold font

Settlement size 
in population

Fatalities 
calculated

Injured calculated SVL mil-
lion US $

Benefit (fat) 
million US $

Benefit (inj) 
million US $

Cost/benefit

Wenchuan earthquake M8
25% Fat 25% Inj

< 6 K 72,500 185,475 18,125 46,369 1 18,125 185 0.063
10% Fat 10% Inj

6–40 K 1721 4518 172 452 1 172 2 0.696
Kashmir earthquake M7.6

25% Fat 25% Inj
< 10 K 39,964 106,593 9991 26,648 1 9991 107 0.050

15% Fat 15% Inj
10–20 K 4453 12,999 688 1950 1 668 8 0.271

https://www.epa.gov/environmental-economics/mortality-risk-valuation
https://www.epa.gov/environmental-economics/mortality-risk-valuation
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authors use various data sources and methods to arrive 
at SVLs in a number of contexts. Comparisons including 
SVLs in several countries have been published (Miller 
2000; Viscusi and Aldy 2003). Based on data from 1995, 
Miller gives as a maximum for both India and China SVL 
(1995) = $ 0.7 million. Viscusi states that SVL (India, 
year 2000) ranges from $1.0 to $4.1 million. In developed 
countries, the SVL ranges currently from $2 to $9.4 mil-
lion (e.g., https ://www.trans porta tion.gov/sites /dot.gov/
files /docs/VSL_Guida nce_2014.pdf, https ://www.trans 
port.govt.nz/asset s/Uploa ds/Resea rch/Docum ents/Socia 
l-cost-of-road-crash es-and-injur ies-2016-updat e-final 
.pdf, https ://www.pmc.gov.au/sites /defau lt/files /publi 
catio ns/Value _of_Stati stica l_Life_guida nce_note.pdf.

In specific cases, governments may decide on recom-
pense to families that lost a member in an earthquake. 
These payments are not based on SVL estimates. Such 
decisions may be based in part on the argument that the 
government has not committed any negligence and is not 
at fault for earthquake fatalities. Thus, to pay any sum 
to help surviving family members may be viewed as a 
voluntary act by a government and is not to be taken as 
the value of a life, instead it is intended simply to get 
the survivors back on their feet. For example the Chi-
nese government paid the equivalent of $720 per person 
killed by the Wenchuan earthquake (http://epape r.xxcb.
cn/xxcba /html/2013-04/28/conte nt_27037 83.htm. Last 
access: June 1, 2018; http://mzzt.mca.gov.cn/artic le/yqwlr 
m/xgzcw j/20080 7/20080 72001 8613.shtml . Last access: 
June 1, 2018).

In this study, a generic value of SVL (generic) = $1 
million is used, with the intention that the present results 
can be applied to earthquakes in any country, by varying 
the SVL appropriately. In the two countries in which the 
example earthquakes took place, SVL(generic) is on the 
high side, but for developed countries, it is low.

A person is counted as injured if a hospital stay is 
required. The cost of such can vary from moderate to 
extremely high, including rescue and transport charges 
to the hospital. An average of $4000 per injured person 
is assumed for the test cases. This value is at the upper 
end of numbers reported by several hospitals in Sichuan 
province where the Wenchuan earthquake occurred (Li 
et al. 2008; Zhang et al. 2008).

Cost/benefit estimate

From the point of view of a head of family, the benefit of 
a single saved life of the family is infinite. Also, a head of 
family thinks not only of the present, but also of future gen-
erations, caring about the fate of great grandchildren. In this 
view, a large earthquake on an active fault nearby that has 

not ruptured for a couple of 100 years is highly likely to 
occur during the integrated time of the family living there. 
Therefore, lives are almost certainly saved in the family and 
their descendants. Thus, the benefit is infinite at a cost of 
$500 and the cost/benefit ratio is 0 from this point of view.

For a government, the cost/benefit ratio is tangible where 
rescue, transport, and hospital costs are incurred for the 
injured. If it is assumed that hospitalization of an injured 
person costs on average $4000, then the benefits for injured 
alone amounts to between $100 million and $200 million in 
the scenario earthquakes assumed (Table 3). Combining this 
with the benefits of saved lives, assuming an SLV of $1 mil-
lion, the cost/benefit ratio is estimated as 0.063 and 0.05, for 
villages in the two test earthquakes, respectively (Table 3). 
For towns, where more resistant structures exist (Table 1), 
the cost/benefit ratios are 0.696 and 0.271, respectively, in 
the two test cases (Table 3).

Discussion and conclusions

For a head of family living near a large active fault, this 
whole discussion is unnecessary. He/she simply spends the 
few hundred dollars it costs to increase the survival prob-
ability of family members by more than 1000 (Wyss 2012) 
for generations to come. For governments and organiza-
tions attempting to reduce earthquake risk, the two exam-
ples outlined here may be useful. The various parameters 
are specified and can be changed by interested parties to 
model different scenarios, resulting in different cost/benefit 
ratios that may apply elsewhere and for different earthquake 
magnitudes.

The two examples of large, devastating earthquakes sim-
plify the problem of earthquake risk reduction to the retro-
spective analysis of ruptures that have happened and caused 
known numbers of fatalities. The present analysis does not 
offer a solution to what might be the ultimate question facing 
a government: “What should it do to protect all its citizens 
from earthquakes of all sizes possible on all active faults 
with different probabilities to occur?” Instead, I propose that 
protection from earthquakes should start with the simplest 
step: identify the most well-defined, active faults, define 
the region with high probabilities of substantial numbers of 
fatalities, and install earthquake closets in that area. In such 
a first step to prepare for future devastating earthquakes, all 
input parameters have to be estimated, based on models.

In the test cases, the input parameters for the earth-
quake sources, the population present, and the approximate 
building stock model are known relatively well. The casu-
alty calculations are reliable because the method and data 
set to calculate them has been found to be correct in both 
areas (Li et al. 2018; Wyss et al. 2018). In addition, the 
total numbers of fatalities and injured are known in both 

https://www.transportation.gov/sites/dot.gov/files/docs/VSL_Guidance_2014.pdf
https://www.transportation.gov/sites/dot.gov/files/docs/VSL_Guidance_2014.pdf
https://www.transport.govt.nz/assets/Uploads/Research/Documents/Social-cost-of-road-crashes-and-injuries-2016-update-final.pdf
https://www.transport.govt.nz/assets/Uploads/Research/Documents/Social-cost-of-road-crashes-and-injuries-2016-update-final.pdf
https://www.transport.govt.nz/assets/Uploads/Research/Documents/Social-cost-of-road-crashes-and-injuries-2016-update-final.pdf
https://www.transport.govt.nz/assets/Uploads/Research/Documents/Social-cost-of-road-crashes-and-injuries-2016-update-final.pdf
https://www.pmc.gov.au/sites/default/files/publications/Value_of_Statistical_Life_guidance_note.pdf
https://www.pmc.gov.au/sites/default/files/publications/Value_of_Statistical_Life_guidance_note.pdf
http://epaper.xxcb.cn/xxcba/html/2013-04/28/content_2703783.htm
http://epaper.xxcb.cn/xxcba/html/2013-04/28/content_2703783.htm
http://mzzt.mca.gov.cn/article/yqwlrm/xgzcwj/200807/20080720018613.shtml
http://mzzt.mca.gov.cn/article/yqwlrm/xgzcwj/200807/20080720018613.shtml
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examples. The occupancy rates and the prices of unit costs 
have been assumed and may be changed if information exists 
that suggests different values. The present thought experi-
ment is intended to stimulate similar applications in differ-
ent circumstances and with different assumptions, but it is 
proposed to focus on well-defined faults, capable of large 
ruptures.

Earthquake protection units can have different designs 
and different costs. Various proposals address needs of dif-
ferent parts of society. An important situation that is not 
addressed in the present discussion is children in school. 
At the time when school is in, specially constructed heavy 
combined desks may help in reducing casualties. A very 
strong construction of desks is a necessary condition for 
the slogan “drop-cover-and-hold” to work. In the countries 
under discussion here, stone buildings collapse. At home, 
no one has a table strong enough to protect themselves from 
a falling ceiling. In this case, the slogan “drop-cover-and-
hold” is misleading in the worst way. Children do benefit 
from ECs for about half of their weekday lives, and for full 
days during weekends and holidays, namely when they are 
in their homes. Likewise, ECs do not benefit factory and 
office workers during their time at work. However, the small 
settlements where most of the benefits calculated result in 
the scenarios presented here have neither factories nor office 
buildings.

The cost/benefit values calculated in the two scenarios 
presented are subject to several assumed values. These are 
clearly defined, and the reader can choose different values 
to experiment with. With the assumptions used however, the 
order of magnitude estimate shows that about $15–$20 are 
saved for every $1 spent (Table 3). Such amounts are cal-
culated for developing countries with buildings vulnerable 
to shaking and an SVL = $1 million. The results are solid 
because they are based on specific, tested cases.

The method of protection against earthquakes proposed 
here would have been applicable to 98% and 99% of the pop-
ulation that died in the Wenchuan and Kashmir earthquakes, 
respectively. Although great cities located near active faults, 
like Istanbul and Tehran, are definitely of great concern with 
respect to earthquake losses, 90% of fatalities in most great 
earthquakes are found among the rural population (Wyss 
2018). The focus on villages proposed here is truly what 
matters in large earthquakes.

Retrofitting existing dwellings in earthquake zones 
would be desirable, but most sources view this as pro-
hibitively expensive. It is therefore strongly suggested that 
home owners, governments, and non-profit helpers con-
sider installing ECs within 46 km of active faults, where 
large earthquakes have occurred in the relatively distant 
past, but will strike again at some unpredicted time.
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Abstract
On 5 April 2017, an Mw6.1 earthquake occurred about 50 km NE of the city of Fariman, northeast Iran. Several hundreds 
of aftershocks including two M > 5 events followed the main shock. The quake struck numerous towns and villages across 
the region, killed one person, and injured tens of people. Many schools and universities were evacuated around the epi-
central area, and a lot of people left their residences for a few days. The northeastward motion of the central Iran toward 
Eurasia influences the epicentral region. Regional movements occur by shortening on the northwest-trending reverse faults. 
We studied teleseismic source parameters of this earthquake by applying different moment tensor decomposition methods 
including grid search for the nodal planes of the best double couple; linear inversion for a deviatoric moment tensor; grid 
search for the best double-couple moment tensor; grid search for the best deviatoric moment tensor; and grid search for the 
best full moment. Based on the moment tensors, the event occurred on a reverse fault following the regional compressional 
motion. The results of this study will provide useful information for future regional seismotectonic investigations and are of 
significant use for applications such as regional seismic hazard evaluations.

Keywords Nodal planes · Moment tensor inversion · Double couple · Deviatoric moment tensor · Full moment tensor

Introduction

On 5 April 2017, an Mw6.1 earthquake happened about 
50 km northeast of Fariman in northeastern Iran (Table 1) 
that was felt through many surrounding districts. As reported 
by local media, the event left one dead and tens of injuries. 
There are reports of landslides, rock slides, fractures on the 
Earth’s surface, and collapse of roofs and fractures in the 
walls of the human-made structures. The constructions in 
this area may be divided into two different groups: (a) built 
by brick, mud, and stone and (b) constructed considering 
engineering regulations. Buildings from both groups may 
damage during the earthquakes indicating that low adher-
ence to seismic engineering construction regulations can 

increase damages caused by medium-sized earthquakes in 
Iran (Ashtari Jafari 2008, 2016).

In this paper, we have studied teleseismic source param-
eters of the Fariman earthquake by employing different 
methods that take advantage of grid search and linear inver-
sion methods. We applied grid search method to estimate 
the best (i) nodal planes, (ii) double-couple moment tensor, 
(iii) deviatoric moment tensor, (iv) full moment tensor, and 
(v) linear inversion for deriving the parameters of the devia-
toric moment tensor. The moment tensor solutions provide 
important information, such as source process, source type 
(faulting type), seismic moment and moment magnitude of 
an earthquake. As the area under consideration suffers lack 
of instrumental source studies, the results of this study can 
not only help to better understand the regional sources (so 
the regional seismotectonics) but also be useful for other 
applications such as regional seismic hazard evaluations.Electronic supplementary material The online version of this 

article (https ://doi.org/10.1007/s1160 0-019-00256 -8) contains 
supplementary material, which is available to authorized users.
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Seismicity and seismotectonics

Tectonic deformations in Iran are the consequence of the 
northward motion between the Persia and Eurasia that is 
represented by crustal shortening and strike-slip faulting. 
Based on Shabanian et al. (2009), the northward motion is 
accommodated in northeast Iran at a rate ranging from 4 
to 11 mm per year. Around the Binalud Mountains, there 
is 2–4 mm per year of the right-lateral strike-slip displace-
ment on both sides of the mountains. They suggested that 
northward movement of the central Iran and the Lut Block 
with respect to Afghanistan has to be taken up between 
the Doruneh fault and the Kopeh Dagh ranges with trivial 
absorption across the northern part of central Iran. Some 
piece of this rearrangement must be transferred between 
the Kopeh Dagh and the Binalud ranges in the form of 
strike-slip motion along localized major fault systems or 
as distributed deformation (Shabanian et al. 2009, and 
references therein). On the other hand, the northeast Iran 
seismotectonic regime is locally under the influence of 
the Kopeh Dagh Mountains that spread for several hun-
dreds of kilometers. This range is separated in the south 
from the eastern Alborz Mountains by various reverse 
faults. Its west-central part extends to the Caspian Sea by 
the Atrak River, and its southeastern segment drains to 
the Kashaf-Rud depression (Berberian et al. 2000). The 
regional tectonics confirms the existence of compressional 
motion represented by the reverse faults such as the Tor-
bat-e-Jam, Kashaf-Rud and North Neyshabur faults. Based 
on the non-instrumental data, the region has experienced 
three historical events occurred in 840 A.D., 1673 A.D. 
and 1678 A.D. The 1673 and 1678 events have caused 
severe destructions in Mashhad and Neyshabour and their 
surroundings (Berberian et al. 2000). According to instru-
mental data (1925–2005), the epicentral area has not suf-
fered medium–strong quakes during this period (www.isc.
ac.uk, last accessed 1 June, 2017). The instrumental data 
after 2006 from Iranian Seismological Center (IRSC) show 
diffused seismic activity across the same region (irsc.ut.ac.
ir, last accessed 1 June, 2017). After the seismicity param-
eter maps of Iran compiled by Ashtari Jafari (2013), the 

regional “a” and “b” values have been estimated to be 
around 4–4.5 and below one, respectively. The existing 
CMT solutions (www.globa lcmt.org, last accessed 1 June, 
2017) confirm the compressional motion along the reverse 
faults (Fig. 1a).

Data and methods

The seismic moment tensor produces an appropriate pres-
entation for any arbitrarily oriented earthquake source by 
involving isotropic part (ISO), a double couple (DC), and 
compensated linear vector dipole (CLVD) components. The 
moment tensor may be decomposed in several ways, e.g., 
ISO plus DC and CLVD parts or ISO plus major and minor 
parts. For a review of the theory and applications of moment 
tensors, the reader can refer to Jost and Herrmann (1989) or 
Julian et al. (1998).

Grid search for double‑couple source parameters

In this section, we estimated the depth, moment magnitude, 
strike, dip, and rake angles assuming a double-couple focal 
mechanism. For this purpose, we have replaced a direct 
moment tensor inversion by estimating the best earthquake 
mechanism parameters by grid search over the DC nodal 
plane orientations with depth. For each depth, observed 
traces are associated with pre-prepared Green’s functions 
(based on the AK135 velocity model) for that depth and 
for the source–receiver distances. The method consistently 
examines the entire span of the source variables (strike 
angles [0, 355], dip angles [0, 90], and rake angles [− 90, 
90]) by fitting the P, SV, and SH synthetic and recorded seis-
mograms at each station. At every grid point, the approxi-
mated synthetic velocity ground motions were checked with 
the recorded data by assessing a suitable norm  (L2 norm) of 
the misfit between them. For any considered source depth, 
the change of the strike, dip, and rake was considered to be 
in ten degree steps while the source depth was changed in 
1 km increments to get an idea of the resolution. Then, the 
error function was evaluated for the recorded and estimated 
seismograms (P, SV, and SH) for each estimate of the strike, 
dip, and rake. After computing error for all the considered 
values of the strike, dip, and rake and deriving the first best 
model, we made a new search within a new interval ± 20° 
around the first best model but in five-degree increments 
(Herrmann et al. 2011). The final evaluated minimum misfit 
is the best DC with depth.

Linear deviatoric moment tensor inversion

If all the moment tensor elements have the same source time 
histories, then the seismogram at location “x” and time “t” 
can be written as:

Table 1  Fariman earthquake location parameters based on local and 
international Agencies

IRSC Iranian seismological center, GCMT global centroid moment 
tensor, USGS US geological survey

Agency Origin time—UTC Latitude Longitude Magnitude

IRSC 2017-04-05-06:09:08 35.85°N 60.34°E 6.0 MN
GCMT 2017-04-05-06:09:12.55 35.81°N 60.37°E 6.0 Mw
USGS 2017-04-05 06:09:12.20 35.78°N 60.44°E 6.1 Mww

http://www.isc.ac.uk
http://www.isc.ac.uk
http://www.globalcmt.org
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where Si is the ith component of the seismogram; Mjk are 
the elements of the moment tensor; Gij,k are the derivatives 
of the Green’s functions; H(t) is the time history of the 
source; xr is the position vector of the receivers; and xs is 
the position vector of the source. It is possible to rewrite the 
observed seismograms in the linear matrix form as:

One of the solutions to the above-mentioned overdeter-
mined system of equations is the singular value decomposi-
tion. In order to apply the singular value decomposition, we 
decompose the matrix G into UWVT, where W is a diagonal 
matrix and U and V are orthogonal matrices. Finally, the solu-
tion vector (components of the moment tensor) is written as 
(Jost and Herrmann 1989):

(1)Si
(
�r, t

)
= Mjk

[
Gij,k

(
�r, �s, t

)
∗ H(t)

]

(2)� = ��

(3)� = ��
−�
�

�
�

Grid search for teleseismic moment tensors

The physical processes producing the non-DC components 
are not well understood. One of the key concepts in moment 
tensor computations is the seismogram inversion. In rou-
tine applications, we map the propagation and the source 
effects to generate the synthetic seismograms, in order to 
verify them with the corresponding recorded traces. Then, 
the best solution may be acquired by minimizing the differ-
ence between the synthetic and recorded data. In this sec-
tion, we have estimated teleseismic moment tensors based 
on the procedure that has been developed by Zhu and Ben-
Zion (2013) and implemented into the computer programs in 
seismology by Herrmann (2013). Zhu and Ben-Zion (2013) 
decomposed a general seismic potency tensor into isotropic, 
double-couple, and CLVD employing the eigenvalues and 
eigenvectors of the full tensor. Then, they have decomposed 
and parameterized the potency tensor to derive a general 
seismic moment tensor. They also have derived relations 
between different parameters of the potency and moment 
tensors in isotropic media. As the number of variables of 
this decomposition method is not high, we can utilize grid 

Fig. 1  a Regional seismicity and seismotectonics. Diamonds: histori-
cal seismicity; squares: instrumental seismicity (ISC: 1925–2005); 
circles: instrumental seismicity (IRSC: 2006–2017), stars: cities, 
beach balls: GCMT mechanisms. b Comparing the results of this 
study with GCMT and USGS. (1) GCMT moment tensor, (2) GCMT 

nodal planes, (3) USGS W-phase nodal planes, (4) USGS body wave 
nodal planes, (5) best full-MT, (6) best DEV-MT, (7) best DC-MT, 
(8) best linear DEV-MT, SE standard error, and (9) best grid-searched 
nodal planes
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search for implementing this method. The deviatoric grid 
search in this section is a particular instance when ISO = 0.

Source‑type plot

The well-known beach balls display the fault plane orienta-
tions and the slip vector defining the shear dislocation across 
the faults. Another method for representing different kinds 
of seismic sources is the so-called source-type plot. This 
plot helps to visualize and to better understand the physi-
cal processes responsible for earthquakes. Several graphical 
methods based on different projections have been suggested 
for this kind of representation (Aso et al. 2016). We applied 
the diamond source-type plot that models the position of 
the source on a CLVD-ISO coordinate system (Vavrycuk 
2015a, b). In this system, the DC components of the source 
are represented by color intensity. The sum of the absolute 
values of the CLVD and ISO is not larger than one, so the 
moment tensors lie inside the diamond. Shear sources are 
located around the origin and explosion/implosion sources 
at the top or bottom vertices of the diamond, and pure tensile 
or compressive cracks are plotted around the margins of the 
diamond (points in the first and third quadrants of the dia-
mond correspond to tensile and shear sources, respectively). 
The points along the CLVD axis correspond to faulting on 
a non-planar fault. The elastic properties of the medium not 
only can control the angle of separation (Dufumier and Riv-
erra 1997) but also have an effect on the ISO/CLVD ratio 
of the pure tensile and shear–tensile sources. In isotropic 
media, this ratio is:

Scale factors CISO, CDC, CCLVD fulfill the following relation 
(Vavrycuk 2015a, b):

Data

We used well-recorded broadband GSN (Global Seismo-
graphic Network) and FDSN (Federation of Digital Seis-
mograph Networks) waveforms of this earthquake, down-
loaded from IRIS DMC (Incorporated Research Institutions 
for Seismology: ds.iris.edu/wilber3, last accessed 1 May, 
2017). We choose stations in the range of 30°–90° from the 
epicenter to avoid waveform complexities caused by trave-
ling in the upper mantle and core. The recorded traces were 
corrected for the instrument response, converted to ground 
velocity (m/s) between 0.004–5 Hz, low-pass filtered at 
0.25 Hz, and interpolated to the sampling rate of 1 Hz. We 
selected the suitable traces after visual examination of the 
fitted seismograms to preserve the estimations against unsta-
ble solutions. Synthetic traces were calculated by employing 

(4)CISO∕CCLVD = (4∕3)
(
Vp∕Vs

)2
− 1

(5)||CISO
|| + ||CCLVD

|| + DC = 1

the AK135 Earth seismic velocity model (Montagner and 
Kennett 1996). We used a wide band of source depths, from 
1 km to 20 km (in one-kilometer increments; for the first 
three methods) and from 1 to 10 km (in one-kilometer incre-
ments for the last two methods).

Results

We applied a grid search to find not only the best-fitting 
nodal planes of the 5 April 2017, Fariman, Iran, earthquake 
but also its teleseismic moment tensors (Fig. 1b). The details 
of the computations and results have been provided as a 
separate electronic supplement to this paper. By the grid 
search (Table 2), we systematically checked the entire range 
of source parameters (nodal planes and moment magnitude 
by depth) for their adaptability with the recordings (Fig. 2). 
We have checked the best nodal planes by the grid search 
over DC mechanisms with depth. For every grid point, we 
modeled the synthetic ground velocities and generated the 
 L2 norm of the misfit between the recorded and the estimated 
waveforms. The obtained minimum misfit provides the nodal 
planes of the best double couple with depth combination 
(Fig. 3a).

In order to estimate teleseismic moment tensors, we 
used different decomposition methods. The linear devia-
toric moment tensor inversion found (Fig. 3b) the best-fitted 
deviatoric moment tensor (in terms of DC and CLVD per-
centages) and estimated 92.24% DC, 7.76% CLVD at a depth 
of 6 km. The grid search for the best double-couple moment 
tensor estimated 99.9% DC, 0.1% CLVD at a depth of 6 km 
(Fig. 3c). The grid search for the best deviatoric moment 
tensor computed 69.75% DC, 30.25% CLVD at a depth of 
7 km (Fig. 3d). The grid search for the best full moment ten-
sor calculated 68.07% DC, 29.37% CLVD and 2.56% ISO 
at a depth of 7 km (Fig. 3e). For direct inversion results, 
we made uncertainty analysis based on the standard error 
(Fig. 1b). Figure 5a–c shows the misfits and applied weights 
to each station component for direct inversion in this study. 
For grid search results, as the velocity model uncertainty 
biases the source parameter determination in an unknown 
way, we do not calculate uncertainty (Herrmann et al. 2011). 
Figure 4a–c illustrates the best fitted traces computed based 
on the grid search for the best double-couple nodal planes. 
Our estimated depths are near IRSC and less than GCMT 
and USGS W-phase depth estimations (Table 2). All the esti-
mations predicted shallow depths for the main shock (below 
10 km) and display the existence of regional compression.

The Kagan angle presents the 3D rotations by which one 
DC source can be rotated into another arbitrary DC source. 
Because of the symmetry of the DC sources, there will be 
four such rotations. For most practical purposes, if one of 
the rotations is small, we may pass over the other three 
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rotations (Kagan 1991). The complete agreement starts from 
0 degrees to complete disagreement near 120 degrees. The 
values below 60 degrees may present acceptable agreement 
and above 60 degree a considerable mismatch (D’Amico 
et al. 2014). The minimum Kagan angle between the best-
fitted nodal planes of the main shock derived from this study 
and the nodal planes of the GCMT is about 9.5 degrees. The 
minimum Kagan angle between this study’s best-fitted nodal 
planes and the USGS W-phase is near 37 degrees.

Discussion

Shear faulting, represented by double-couple components, 
is usually considered as the most common mechanism for 
earthquakes. Physical processes responsible for the non-
double-couple components are not well understood, yet 

they have already been observed in landslides, volcanic and 
geothermal events, and mines (Miller et al. 1998). Non-DC 
earthquakes are valuable for enhancing our perception of 
how seismic events (natural or induced) work. Foulger and 
Julian (2015) gave a comprehensive review of the theory of 
non-DC events and several observed examples. The moment 
tensor inversions are routinely applied by the zero trace con-
dition in order to stabilize the inversions and to justify shear 
earthquakes in isotropic media. Although, if the source is not 
shear or the focal area is anisotropic such inversions yield 
distorted results. The non-DC components can include both 
the ISO and CLVD components. The amount of the ISO and 
CLVD mechanisms depends on the strength and the symme-
try of anisotropy and on the orientation of faulting (Vavry-
cuk 2005). Amount of CLVD estimated by linear DEV-MT 
in this study is comparable with GCMT result (Table 2).

Table 2  Comparing teleseismic source parameters calculated from different methods employed in this study with other studies

DC double-couple moment tensor, DEV deviatoric moment tensor, FULL full moment tensor, ISO isotropic, deg degree, mag magnitude, M0 
scalar moment, GCMT global centroid moment tensor, USGS US geological survey, IRSC Iranian Seismological Center

Agency—Method Strike (deg.) Dip (deg.) Rake (deg.) Mag—M0 
(dyne × cm)

%ISO—%DC—%CLVD Depth (km)

IRSC 329 45 127 5.9 Mw 0 6
98.6101 56 58 9.81e+24
1.4

USGS body wave 317 48 123 6 Mw 0 4
83.393 51 95 1.22e+25
16.7

USGS W-phase 316 20 120 6.1 Mww 0 11.5
87.93105 73 80 2.08e+25
12.07

GCMT 312 53 117 6 Mw 0.04 12
91.4491 44 59 1.42e+25
8.52

This study—grid-searched 
nodal planes

320 57 123 5.96 Mw 0 6
10090 45 50 1.01e+25

0
This study—linear DEV-MT 314 55 117 5.96 Mw ~ 0.001 6

92.2493 43 57 1.09e+25
7.76

This study—grid-searched 
DC-MT

320 55 120 5.94 Mw 0 6
99.9795 45 54 1.01e+25
0.03

This study—grid-searched 
DEV-MT

311 46 117 5.931 Mw ~ 0.003 7
69.7595 50 65 1.06e+025
30.25

This study—grid-searched 
FULL-MT

311 46 117 5.929 Mw 2.56 7
68.0795 50 65 1.05e+025
29.37
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The teleseismic GCMT calculates the deviatoric moment 
tensor, the centroid location, and the time of an earthquake 
by minimizing the difference between the synthetic and 
observed waveforms in two steps. In the first step, the loca-
tion is fixed to predetermined data (e.g., from PDE: Prelimi-
nary Determination of Epicenters) and then for the centroid 
location and time of the event. GCMT inverts three types of 
waves in different time windows and frequency bands: (1) 
body waveforms (40–150 s) which sample the focal sphere 
of the event in a relatively uniform manner, (2) large-ampli-
tude medium-period surface waves (50–150 s) that can pro-
vide helpful information for relatively smaller earthquakes 
as they are less affected by noise, and (3) very long-period 
surface waves (125–350 s) known as mantle waves that are 
less sensitive to the spatial extent and temporal history of the 
source (Dziewonski et al. 1992; Ekström et al. 2012). Hjör-
leifsdottir and Ekström (2010) showed that GCMT under-
estimated the seismic moment in areas of crustal thinning 
(10–20%), overestimated in areas of thick crust (15–20%) 
and overestimated in areas of low-angle thrust faulting asso-
ciated with subduction zones (up to 54%). The results of 

Konstantinou and Rontogianni (2011) agree in general with 
Hjörleifsdottir and Ekström (2010) results.

The W-phase waves are very long-period interference of 
body waves that travel in the upper mantle and arrive after 
primary waves and before surface waves. The synthetic seis-
mograms of the W-phase waves are estimated by the super-
position of the normal modes. In practice, the time-domain 
deconvolution is used to derive W-phases from broadband 
seismograms. Its frequency band is around 100–1000 s. This 
phase is extracted from the vertical component instruments. 
The method applies linear inversion for a point source to cal-
culate seismic moment and moment magnitude (Kanamori 
and Rivera 2008).

The epicentral area of this event is not well studied by 
seismicity and seismotectonic data, but based on the present 
information, the region is under the influence of the global 
compressional forces resulted from the convergence between 
the Africa and Eurasia. The area is locally predominated by 
the northeastward motion of the central Iran toward Eura-
sia. Regional tectonic and seismotectonic (Berberian et al. 
2000) and instrumental source mechanisms confirm the 
existence of the mentioned compressional forces displayed 

Fig. 2  Global distribution of 
stations from 30 to 90 degrees 
around the epicenter: The solid 
red triangles show the P and a 
solid white triangle within them 
shows the SH and SV compo-
nents used in this analysis
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Fig. 3  Best-fitted teleseismic source mechanisms versus depth. 
a Grid-searched best-fitted nodal planes, b best linear deviatoric 
moment tensor, c grid-searched best-fitted DC-MT, d grid-searched 

best-fitted DEV-MT, and e grid-searched best-fitted full-MT. Green 
circles show the numerical value of each result
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Fig. 4  Best-fitted traces based on the grid search for: a P wave, b SH 
wave, and c SV wave components. The trace pairs are plotted by the 
station name, epicentral distance, and source to station azimuth in 

degrees. The traces are drawn with the same scale, and name of the 
stations is written on the upper right side
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by reverse components (Fig. 1a). The focal mechanism for 
this earthquake is a combination of compression, with some 
right-lateral strike-slip motion that can be taken as an indi-
cation of a transpressional regime in this area. According 
to the teleseismic source parameters derived in this study 
(Fig. 1b, Table 2), the best-fitted nodal planes, deviatoric 

moment tensors based on linear inversion, and the grid-
searched moment tensors all show reverse components. 
Various factors including different selected stations so dif-
ferent azimuthal coverages, different frequency bands, the 
use of ground displacement versus ground velocity and dif-
ferent velocity models to compute Green’s functions may 

Fig. 4  (continued)
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Fig. 5  Misfits and weights for each station components a P, b SV, and c SH as applied in this analysis



447Acta Geophysica (2019) 67:437–448 

1 3

be considered to be responsible for the differences in the 
results.

As mentioned earlier on the diamond source-type plot 
(that is based on hexagonal bipyramid projection), elements 
of the mechanism (DC, ± CLVD, and ± ISO) are displayed 
by points. We draw our calculated moment tensors based on 
the linear inversion and grid search (DEV-MT and full-MT) 
on this CLVD-ISO source-type plot. The linear deviatoric 
moment tensor inversion (Fig. 6a), the best grid-searched 
deviatoric MT (Fig. 6b), and the best full grid-searched MT 
(Fig. 6c) all plotted the moment tensor near the CLVD axis 
in the third quadrant. The plotted points on Fig. 6a–c are 
based on the moment tensors computed by applying the lin-
ear deviatoric inversion, the grid-searched deviatoric MT, 
and the full grid-searched MT correspondingly (for more 
information, please look at the electronic supplement).

Non-DC components of the point source mechanisms are 
considered to be indications of the unmodeled complexity 
of the source. Several phenomena like shear faulting in a 
heterogeneous or anisotropic medium and multiple shear 
faulting or shear faulting on a non-planar fault are among 
the reasons for obtaining considerable CLVD component 
from moment tensor inversions (Vavrycuk 2002). Source-
type plot analysis (Fig. 6a–c) shows that the plotted moment 
tensors are along the CLVD axis. For tectonic sources where 
slip occurs entirely at the fault surface, the components are 
reducible to five (Ortega et al. 2014). The double-couple 
assumption of a slip direction purely parallel to the fault 
plane may be approximative. The common tectonic models 
proposed to explain the earthquake moment tensors may 
imply rheological constraints that are not always realistic. 
Dufumier and Riverra (1997) suggested a physical model 
that includes non-tectonic and tectonic volumetric changes. 

They explained that the trace of the observed moment ten-
sor as the term of a unique volumetric change at the source 
is misleading so that the decomposition in non-tectonic 
and tectonic isotropic components is more reliable and 
informative.
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Abstract
Soft and hard interbedded rocks show obvious time-dependent deformation after deep tunnel excavations, and it is therefore 
necessary to research the mechanical behavior of the layered rock. However, it is hard to obtain ideal transversely isotropic 
rocks in fields, so rock-like specimens were poured by using artificial materials. Cyclic loading–unloading creep experiments 
were performed on the artificial layered cemented specimens with various layer angles (0°, 30°, 60° and 90°) at a 20 MPa 
confinement. Time-independent deformations and time-dependent deformations of the rock-like specimens were distinguished 
to investigate the visco-elasto-plastic deformation characteristics. Instantaneous elastic strain and instantaneous plastic strain 
had linear correlations with stress ratio, whereas creep strain, including visco-elastic strain and visco-plastic strain, increased 
nonlinearly with an increasing stress ratio. The specimens with a small layer angle had more noticeable time-independent 
and time-dependent deformations and larger steady-state creep rates than those of the specimens with a large layer angle. 
Attenuation creep and secondary creep could be observed at relative low stress levels, whereas accelerating creep until fail-
ure occurred at the creep failure stress level. The time for creep failure can be predicated according to the axial steady-state 
creep rate or volumetric creep curve. Damage in the rock-like specimens showed linear correlation with the stress ratio. Dip 
angle has a significant effect on the creep failure mode under cyclic loading–unloading conditions.

Keywords Rock-like material · Anisotropy · Creep tests · Visco-elasto-plastic deformation · Creep failure

Introduction

In recent years, to meet the requirements of economic devel-
opment, an increasing number of deep engineering projects 
have been planned and constructed. At the same time, the 
strength and deformational behaviors of surrounding rocks 
become more complicated (Ramamurthy 1993; Malan and 
Spottiswoode 1997; Vogel and Andrast 2000; He et al. 2005; 

Cho et al. 2012; Liu et al. 2013; Xie et al. 2015; Yang et al. 
2017, 2018). Anisotropy has been a long-standing issue 
in rock engineering (Amadei et al. 1983; Amadei 1996; 
Barla 1974), particularly when actual excavation engineer-
ing frequently encounters weak hard uneven strata, show-
ing distinct anisotropic characteristics and causing great 
engineering difficulty (e.g., tunnel boring machine (TBM) 
entrapment) (Sanio 1985; Babendererde et al. 2004; Gong 
et al. 2006; Shang et al. 2007; Stille and Palmström 2008; 
Barla 2016). The anisotropic characteristics of most sedi-
mentary rock and metamorphic rock (e.g., mudstone, sand-
stone, shale, slate, phyllite, schist and gneiss) are distinct, 
and some of them are generally considered transversely 
isotropic characteristics (Colak and Unlu 2004). Moreover, 
Tien et al. (2006) reported the idea of tunnel excavation in 
a foliated rock mass, which can be approximately regarded 
as transversely anisotropic rock. For a better understanding 
of the influence of the anisotropy of a layered rock mass on 
the deformation and failure behaviors of composite rocks, 
numerous experimental tests have been conducted. Donath 
(1964) did a groundbreaking investigation on the strength 
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and deformational and failure behaviors of stratified rocks 
(e.g., the Martinsburg slate) under complex stress condi-
tions. The test results showed that the specimens with dip 
angles of 0° and 60° (direction perpendicular to the dis-
continuities) have the highest and the lowest strengths, 
respectively. Nasseri et al. (1997) investigated the strength 
and failure mechanism of four intact schistose rocks and 
analyzed the anisotropic behaviors and failure patterns of 
the specimens in macro- and microscales at varying orien-
tations. Niandou et al. (1997) investigated the mechanical 
behaviors of Tournemire shale under hydrostatic and triaxial 
compressive conditions. The results showed that confining 
pressure and loading orientation greatly affected the failure 
behavior of the specimen. To calculate the elastic param-
eters for transverse isotropic rocks, Nunes (2002) developed 
a new method to determine the orientation and deformation 
parameters of transversely isotropic cylinders of rock under 
isotropic biaxial loading. Gonzaga et al. (2008) presented 
a new methodology to determine the elastic parameters for 
transverse isotropic rocks from a single standard cylindrical 
specimen. Cho et al. (2012) investigated the deformation 
and strength properties of anisotropy rocks and presented 
the method to determine the independent elastic constants. 
Gong et al. (2015) developed a new algorithm to improve 
understanding about nonlinear behavior of a simulated road-
way tunnel in horizontally stratified rock masses.

However, ideal composite rock specimens (with uniform 
thickness and various specified dip angles) are extremely dif-
ficult to obtain from the field. Artificial materials are widely 
used to establish rock-like specimens with a wide range of 
mechanical properties and different specified dip angles in 
laboratory testing. Tien and Tsao (2000) used dried pow-
der materials (e.g., cement, sand, microsilica and kaolinite) 
and water in various ratios to prepare stratified rock and 
drilled composite rock specimens with various dip angles. 
Then, Tien and Kuo (2001) presented a new failure crite-
rion for transversely isotropic rocks based on sliding mode 
and nonsliding mode. Tien et al. (2006) reported the failure 
mechanism of artificial transversely isotropic rock speci-
mens with different dip angles during uniaxial compressive 
experiments. Moreover, the failure modes of the composite 
specimens under triaxial compressive conditions were also 
classified systematically. For large-scale model experiments, 
He et al. (2009) used gypsum and water in various ratios as 
similar materials to investigate the mechanism of roadway 
instability in deep mines. He et al. (2010) simulated roadway 
excavation in geologically horizontal strata at great depth 
using a physical modeling experiment. He (2011) also used 
a physical modeling approach and infrared thermography 
to study roadway excavation in geologically 45° inclined 
rock strata. Numerical test results showed that the weak 
plane (transverse isotropic plane) significantly affects the 
deformation, strength and permeability of anisotropy rocks 

(McLamore and Gray 1967; Barla 1974; Nova 1980; Colak 
and Unlu 2004; Naumann et al. 2007; Gonzaga et al. 2008; 
Khanlari et al. 2015). Moreover, the creep deformation of 
composite rock strata cannot be ignored for long-term sta-
bility in tunnel engineering. Han et al. (2007) studied the 
effect of stress and loading path on the rheological behaviors 
of interbedded strata of soft and hard rock under uniaxial 
and triaxial tests and simulated experimental results using 
 FLAC3D (ITASCA Consulting China Ltd., Wuhan, China). 
Wang et al. (2010) studied the mechanics interaction and 
creep deformation behavior of bedded salt rock under uni-
axial and low confinement conditions.

However, in the past, fewer researches are rarely related to 
the time-dependent deformation of composite rocks, which 
is very important for predicting the long-term stability and 
safety of rock engineering (Yang and Hu 2018). Moreo-
ver, the visco-elasto-plastic deformation behaviors consid-
ering the timescale of the composite rocks with different 
dip angles have rarely been reported. Therefore, to better 
understand the effects of dip angle on the time-independent 
and time-dependent deformation and failure behaviors of 
the composite strata rock, triaxial cyclic loading–unloading 
creep experiments were conducted on artificial composite 
rock specimens.

Experiments

Preparation of rock‑like specimens

The rock-like specimens (also be termed as artificial trans-
versely isotropic rocks or composite rocks) are made up of 
‘hard’ rock and ‘weak’ rock with two different strengths and 
stiffnesses. Following the research by Cheng et al. (2017), 
the composite rock specimens were composed of ordinary 
Portland cement, gypsum, kaolinite powder and fine quartz 
sand, proportions for which are listed in Table 1.

As Cheng et al. (2017) reported, the rock-like speci-
men blocks were formed in a rectangular stiff plastic mold 
with 150 mm width, 150 mm height and 550 mm length. 
The thickness of the two kinds of rock was designed to be 
10 mm. Furthermore, 80 g black ink was put into the ‘weak’ 
rock to distinguish the two rocks. The mixture slurry of 
‘hard’ rock with designed quality was poured into the mold 
and vibrated 2 min before being allowed to set 10 min to 
achieve its initial strength. Subsequently, the mixture slurry 
of ‘weak’ rock with designed quality was poured on the ini-
tially hardened ‘hard’ rock and vibrated for same amount 
of time; then, the specimens were allowed to set for 50 min 
to attain the initial specified strength. The next layers of 
mixture slurry were laid repeating the above procedures. 
The cast-in-place composite rock block was hardened for 4 h 
and then placed in water with the mold at room temperature 
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for 7 days. It is worth noting that the pouring time for the 
materials in the preparation stage was strictly controlled to 
decrease the discrete error.

Basic mechanics tests were performed after 28 days of 
curing at room temperature. The molded test piece was 
drilled with a 50-mm-diameter drill perpendicular to the 
horizontal or vertical bedding plane to obtain specimens 
with an inclination angle of θ = 0, 30, 60 and 90°. Then, 
the specimens were cut and polished to form cylinders with 
diameters of 50 mm and heights of 100 mm. The tested 
specimens are shown in Fig. 1. The relevant physical and 
mechanical parameters of the two materials are given in 
Table 2. 

Testing procedure

Cyclic loading and unloading creep experiments were 
conducted on servo-controlled rock triaxial testing equip-
ment. To obtain the elastic strain, viscosity strain and plas-
tic strain of the composite rock, multi-step loading and 
unloading cycles were used. First, the rock-like specimens 

sealed within a nitrile rubber sleeve were subjected to a 
hydrostatic pressure of 20 MPa at rate of 5 MPa/min. Then, 
deviatoric stresses were applied to the configured levels by 
stress-controlled mode at a rate of 7.37 MPa/min for 2 days. 
Subsequently, deviatoric stresses were removed. After 1 day, 
the next deviatoric stress was applied until failure of the 
rock-like specimens. The loading and unloading procedure 
is shown in Fig. 2. Tables 3, 4 list the basic experimental 
information of the two types of rock material. 

During creep experiments, the recoverable strains and 
irrecoverable strains can be separated by cyclic loading 
and unloading methods. Recoverable strain is composed of 
instantaneous elastic strain (εme) and visco-elastic strain (εce), 
whereas irrecoverable strain is composed of instantaneous 
plastic strain (εmp) and visco-plastic strain (εcp). After one 
loading–unloading cycle, the stress–strain curve is as shown 
in Fig. 3a (segment OABDE), and the strain–time curve is 

Table 1  Two material ratios for the preparation of the rock-like specimen (Cheng et al. 2017)

Material Portland cement Water Gypsum Kaolinite Quartz sand

‘Weak’ rock
Ratio 1 0.75 0.15 0.3 1.2

Material Sulfate aluminum cement Water Quartz sand Iron powder

‘Hard’ rock
Ratio 1 0.355 0.9 0.1

θ=0° θ=30° θ=60° θ=90°

‘hard’ rock
‘weak’ rock

Fig. 1  Formed specimens of artificial transversely isotropic rocks

Table 2  Physical and 
mechanical parameters of the 
two materials (Cheng et al. 
2017)

UCS uniaxial compressive strength, E Young’s modulus, υ Poisson’s ratio, C cohesion, φ, friction angle, ρ 
density

UCS (MPa) E (GPa) υ C (MPa) φ (°) ρ (kg m−3)

‘Weak’ rock 16.44 3.60 0.23 5.21 24 1627
‘Hard’ rock 68.43 23.69 0.34 18.17 40 1912

A (σ1=σ2=σ3=20MPa)

Time

σ1

0

S1 2day

S2
S3

2day

1day 1day

···

Fig. 2  Loading and unloading procedure for tests
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plotted in Fig. 3b. In Fig. 3a, segments OA and BD represent 
loading and unloading curves, respectively, and segment AB 
represents time-dependent deformation under the creep stress 
condition. When creep stress is removed (0 MPa), the axial 
strain curve first decreases from B to D and then recovers to E 
with time. Therefore, instantaneous elastic strain εme (segment 
CD), visco-elastic strain εce (segment DE), visco-plastic strain 
εcp (segment EF) and instantaneous plastic strain εmp (segment 
OF) can be determined. Specifically, total strain (ε) can be 
divided into time-independent strain (εm) and time-dependent 
strain (εc) (Xia and Zhong 1989; Zhao et al. 2017), which can 
be expressed as Eqs. (1) and (2) 

(1)�m = �me + �mp

(2)�c = �ce + �cp.

Results and discussion

Rheological deformation behavior

Multi-step cyclic loading and unloading tests were per-
formed on the composite rocks with four dip angles (0°, 
30°, 60° and 90°). The axial stress–strain curves and 
strain–time curves of the rock-like specimens are plotted in 
Figs. 4 and 5, respectively. It is clear that the axial strains 
of the 0° and 30° dip angle composite rock specimens 
were larger than those of the 60° and 90° specimens. When 
the first stress level was applied, the specimens with 0° 
and 30° dip angle showed longer yield phase, whereas the 
specimens with 60°–90° dip angle showed less distinct 
yield phase. The irreversible deformations also showed 
similar variations, which were increasing with increasing 
loading–unloading cycles. Axial deformation increased 
with loading stress linearly besides in the first loading 
stage. The rock-like specimens deformed gradually over 

Table 3  Basic physical 
parameters of the tested 
composite rock specimens in 
this research

L length, D diameter, M mass, ρ density, vp P-wave velocity, vs S-wave velocity

No. Dip (°) L (mm) D (mm) M (g) ρ (kg m−3) vp (m s−1) vs (m s−1)

F-0-2 0 100.85 50.03 391.97 1.98 2857 1923
F-30-2 30 100.85 50.02 382.11 1.93 2837 1815
F-60-2 60 99.41 49.89 386.75 1.99 2950 1851
F-90-2 90 99.09 50.01 388.61 2.00 3030 2222

Table 4  Cyclic loading–
unloading creep experiment 
conditions

σp peak strength (peak deviatoric stress), SD standard deviation

No. Dip (°) σ3 (MPa) σp (MPa) SD Creep stress levels (MPa)

S1 S2 S3 S4 S5 S6

F-0-2 0 20 115.74 6.95 73.46 85.74 97.91 110.05 122.16 134.43
F-30-2 30 20 101.84 3.65 63.48 74.12 84.62 95.26 – –
F-60-2 60 20 70.50 9.08 40.85 47.63 54.34 61.14 68.03 73.24
F-90-2 90 20 125.35 2.36 73.86 86.05 98.38 108.81 122.93 135.32

Fig. 3  A typical deformation 
curve of rock under 1 cycle 
loading and unloading. a 
Stress–strain curve; b strain–
time curve (Xu and Yang 2015)
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time for approximately 2 days after the deviatoric stress 
was applied to the configure levels. When the deviatoric 
stresses were removed, axial deformations gradually 
decreased to some values (residual strain) during the 
unloading stage. It is worth noting that the specimen with 
a 30° dip angle did not incur creep failure because the 

axial deformation was large and might be beyond the sen-
sor range; therefore, the final loading–unloading cycle was 
unable to be performed. 

The axial strain–time curves of the composite rock 
specimens at a confining pressure of 20 MPa under cyclic 
loading–unloading condition in relation to dip angle are 

Fig. 4  Axial stress–strain curves 
of rock-like specimens under 
cyclic loading–unloading path
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Fig. 5  Axial strain–time curves 
of rock-like specimens under 
cyclic loading–unloading path
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plotted in Fig. 5. It can be seen that the axial strain of the 
30° dip angle specimen was nearly two times that of the 
0° dip angle specimen and approximately 4–6 times that 
of the 60° and 90° dip angle composite rock specimens. 
Under loading conditions, axial strain curves showed not 
only noticeable primary but also a steady-state creep stage, 
as well as tertiary creep at the final stress levels. Accelerat-
ing creep failure over short times at the onset of accelerated 
creep stage occurred rapidly. When the constant stresses 
were removed, the deformations of the rock-like specimens 
recovered over time, and finally, residual strains were unable 
to be reversed. Moreover, the 0° and 30° dip angle speci-
mens yielded a longer primary creep stage than those of 
the two high-dip-angle specimens. Therefore, the cyclic 

loading and unloading creep tests illustrated the influence 
of loading history on deformations. Commonly, the axial 
strain under loading conditions increased with increasing 
deviatoric stress, and the residual strain also increased with 
increased loading history.

The curves of the axial, lateral and volumetric strains 
of the transversely isotropic synthetic rocks in relation to 
deviatoric stress and time are shown in Fig. 6. In Fig. 6, 
the axial strains increased with increasing deviatoric 
stress and time at the loading stage. The irrecoverable 
strains increased with the number of loading–unloading 
cycles. The variations in axial creep strain and volumetric 
creep strain were pronounced, whereas the lateral creep 
strains varied indistinctively. Specifically, for the 0° dip 
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angle specimen, the axial and volumetric strains increased 
with increasing deviatoric stress and time under stress 
levels below creep failure stress, whereas the volumetric 
strain transformed from increasing to decreasing when 
the stress level reached 134.43 MPa. This means that the 
specimen transitioned from having a compaction-dom-
inated deformation to a dilatancy-dominated deforma-
tion. For the 30° dip angle specimen, the lateral strain 
increased with increasing deviatoric stress and time, 
which was larger than the effective range of the sensor 
under a stress level of 95.26 MPa. Hence, the lateral 
strain and volumetric stain values were invalid. Moreo-
ver, the axial deformation was so large under this stress 
level causing it to possibly exceed the range of the sensor, 
so the last loading–unloading cycle was not completed. 
For the 60° dip angle specimen, the axial and lateral 
strains had a sudden rise under the failure stress level. 
The volumetric strain began to decrease. After unloading 
for 1 day and then continued application of a stress level 
of 73.24 MPa, tertiary creep occurred in a short time. 
For the 90° dip angle specimen, variations in the axial 
strain, lateral strain and volumetric strain were similar to 
the results of the 0° dip angle rock-like specimen. Three-
stage creep occurred in a short time, and volumetric strain 
decreased gradually over time at 135.32 MPa, as shown 
in Fig. 6a, b. The reason the creep failure stresses were 
larger than the peak stresses will be discussed in Discus-
sion section of this paper.

Instantaneous elasto‑plastic deformations

Under compressive creep loading, rock specimens yield revers-
ible deformation and irreversible deformation. When the load-
ing is removed, a partial of deformation will recover with time, 
but another part of deformation is unrecoverable. By using a 
loading–unloading method, the elastic deformation, viscosity 
deformation and plastic deformation of the rock specimen can 
be divided. This has important practical value for reasonably 
predicting the rheological deformation and rupture stress of 
transversely isotropic rocks. The strain separation results are 
listed in Table 5.

Figure 7 illustrates the relationships between the axial 
instantaneous strain, instantaneous elastic strain and instanta-
neous plastic and stress ratio of the specimens with dip angle 
ranging from 0° to 90°. It is clear that axial deformation had 
a linear correlation with the stress ratio. In Fig. 7, the dotted 
straight lines represent the fitting results of the experimental 
data. The fitting equation can be expressed as Eq. 3, and the 
fitting parameters are listed in Table 6. The slopes of the fitting 
lines in relation to dip angle are plotted in Fig. 7d. The slope of 
the fitting line of instantaneous elastic strain first increased as 
dip angle increased from 0° to 60° and then decreased as the 
dip angle increased to 90°. However, the slopes of the fitting 
lines of instantaneous strain and instantaneous plastic strain 
first decreased as the dip angle increased from 0° to 30° and 
then increased with increasing dip angle

(3)(�1 − �3)∕�p = A ⋅ � + B.

Table 5  Axial visco-elasto-plastic strain separation results for the rock-like specimens

No. σ1−σ3 (MPa) εm  (10−3) εc  (10−3) εe  (10−3) εp  (10−3) εme  (10−3) εmp  (10−3) εce  (10−3) εcp  (10−3)

F-0-2 73.46 11.44 5.37 4.18 12.63 3.65 7.79 0.53 4.84
85.74 17.27 3.78 4.88 16.17 4.21 13.06 0.68 3.10
97.91 21.40 5.25 5.70 20.96 4.88 16.52 0.82 4.43

110.05 26.63 7.28 6.49 27.43 5.58 21.06 0.91 6.37
122.16 33.42 8.19 7.36 34.25 6.45 26.97 0.91 7.28

F-30-2 63.48 24.24 8.94 4.08 29.10 3.39 20.85 0.69 8.25
74.12 33.30 8.36 4.95 36.71 4.06 29.24 0.90 7.46
84.62 42.29 12.62 5.31 49.59 4.54 37.75 0.77 11.85
95.26 55.10 14.44 6.48 63.06 5.16 49.94 1.33 13.11

F-60-2 40.85 2.98 0.95 2.18 1.75 1.98 1.00 0.21 0.75
47.63 4.21 0.90 2.62 2.50 2.40 1.82 0.22 0.68
54.34 5.33 1.28 3.07 3.54 2.75 2.58 0.32 0.96
61.14 6.87 2.09 3.57 5.39 3.20 3.66 0.36 1.73
68.03 9.53 10.33 4.07 15.80 3.50 6.03 0.57 9.76

F-90-2 73.86 4.58 1.36 3.55 1.03 0.34 1.02 3.89 2.05
86.05 6.41 1.39 4.20 2.21 0.47 0.92 4.67 3.12
98.38 8.12 1.77 4.90 3.22 0.55 1.22 5.46 4.44

108.81 10.08 2.58 5.67 4.41 0.70 1.88 6.37 6.29
122.93 12.54 4.55 6.55 5.99 0.85 3.70 7.40 9.69
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Visco‑elastic and visco‑plastic deformations

Figure 8 illustrates the relationships between the time-
dependent strains and the stress ratio of the rock-like spec-
imens with four different dip angles. Figure 8a shows that 
axial creep strain first increased as the dip angle increased 
from 0° to 30° and then decreased when the dip angle 
increased to 60°. When the dip angle augmented to 90°, 
it had a slight increase in creep strain. The visco-plas-
tic strain showed similar variation to the creep strain, as 
shown in Fig. 8b. The visco-elastic strain first increased as 
the dip angle increased to 30°, then decreased as the angle 
increased to 60° and finally increased as the dip angle 
increased to 90°. Moreover, the time-dependent strains of 
the 0° and 30° dip angle specimens were larger than those 
of the 60° and 90° dip angle specimens. There were no 
noticeable variations in the creep strain and visco-plastic 

strain for the 60° and 90° dip angle composite rock speci-
mens when the stress ratio increased from near 0.6 to 0.8. 
However, for the 0° and 30° dip angle specimens, the creep 
strains and visco-plastic strains reduced apparently. Sub-
sequently, they increased with increasing stress ratio, as 
shown in Fig. 8c. The reason for these results may be that 
axial compressible deformations for low-dip-angle speci-
mens were larger than those of the high-dip-angle speci-
mens. At the first stress levels, rock-like specimens were 
commonly compacted at first. However, the maximum 
compressible deformation of the low dip angles was still 
not achieved. The large deformation of the ‘weak’ rock 
was dominant. In contrast, when the second stress levels 
were applied, the compressible deformations of the low-
dip-angle specimens were relatively smaller than those at 
the former stress levels. Therefore, the time-dependent 
deformations of the low-dip-angle specimens were much 
smaller. After that, specimens began lateral expansion as 
the stress level increased.

Fig. 7  Relationships between 
stress ratio and time-independ-
ent deformations of rock-like 
specimens

0.5

0.6

0.7

0.8

0.9

1

1.1

0 20 40 60

εm (10-3)
(σ

1-
σ 3

) /
σ p

0°

30°

60° 90°
(a)

0.5

0.6

0.7

0.8

0.9

1

1.1

1 2 3 4 5 6 7

εme (10-3)

(σ
1-

σ 3
) /

σ p

0°
30°
60°
90°

(b)

0.5

0.6

0.7

0.8

0.9

1

1.1

0 20 40 60
εmp (10-3)

(σ
1-

σ 3
) /

σ p

0°
30°
60°
90°

(c)

0

0.1

0.2

0.3

0 30 60 90

Dip angle (°)

Sl
op

e 
of

 th
e 

fit
tin

g 
lin

e 
(A

)

εmp

εm

εme

(d)

Table 6  Fitting results of Eq. 3 Dip angle (°) εm εme εmp

A B R2 A B R2 A B R2

0 0.019 0.414 0.99 0.149 0.105 0.99 0.023 0.461 0.99
30 0.010 0.386 0.99 0.179 0.121 0.99 0.011 0.409 0.99
60 0.051 0.372 0.99 0.249 0.085 0.99 0.076 0.543 0.93
90 0.061 0.430 0.96 0.129 0.141 0.99 0.082 0.524 0.99
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Creep rate

Creep rate reflects the relationship between rock deforma-
tion and time. When the applied stress level is low, rocks 
only yield primary and steady-state creep deformation, 
whereas it occurs tertiary creep as stress level reaches creep 
failure stress. Hence, it is significant to study the evolution 
in steady-state creep rate to predict rock creep deformation 
under compression conditions and its long-term strength.

The relationships between deviatoric stress and steady-
state creep rate of the composite rock specimens are shown 
in Fig. 9. Figure 9a clearly shows that steady-state creep rate 
increased slightly with increasing deviatoric stress when the 
stress level was less than some value, whereas it augmented 
obviously as deviatoric stress was larger than that value, 
which can be termed as long-term strength. The steady-state 

creep rate had an approximate exponential function relation-
ship with deviatoric stress. Figure 9b plots the relationships 
between the stress ratio and the steady-state creep rate for 
the tested specimens. It can be seen that the steady-state 
creep rate had an approximate linear correlation with the 
stress ratio as the ratio was less than approximately 0.9. In 
contrast, the axial steady-state creep rate of the specimen 
with dip angle of 30° was the largest.

Figure 10 illustrates the variations in axial and volumetric 
strains and their evolution rates of the 0° dip angle rock-like 
specimen. It is clear that the axial strain rate and volumet-
ric strain rate decreased with increasing creep time, which 
means that volumetric compression continued with creep 
time, while the volumetric strain rate decreased over time. 
When the stress levels increased to creep failure stresses, the 
axial and volumetric strain curves and corresponding strain 

Fig. 8  Relationships between 
the time-dependent strains 
and stress ratio of rock-like 
specimens

0.5

0.6

0.7

0.8

0.9

1

1.1

0 5 10 15 20

εc (10-3)
(σ

1-
σ 3

) /
σ p

0°

30°

60°90° (a)

0.5

0.6

0.7

0.8

0.9

1

1.1

0 0.5 1 1.5

εce (10-3)

(σ
1-

σ 3
) /

σ p

0°

30°

60° 90°
(b)

0.5

0.6

0.7

0.8

0.9

1

1.1

0 5 10 15
εcp (10-3)

(σ
1-

σ 3
) /

σ p

0°

30°

60°90°
(c)

Fig. 9  Relationships between 
steady-state creep rate and stress 
level for rock-like specimens
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rate curves of the rock-like specimens with dip angles of 0° 
and 90° are as shown in Fig. 11. From Fig. 11a, b, the axial 
strain showed primary creep, steady-state creep and tertiary 
creep stages, whereas the volumetric strain first increased 
and then decreased at creep failure stress. During the three-
stage creep, the axial strain rate first decreased to the mini-
mum value at t = 2.71 h and then increased nonlinearly until 
accelerating creep occurred. Correspondingly, as creep time 
increased to 2.71 h, the volumetric strain rate decreased to 
0 × 10−3 h−1; after that, it became a negative value. These 
results indicate that the specimen’s deformation was mainly 
dominated by volumetric compression before t = 2.71 h and 
then was mainly dominated by shear dilatancy after t = 2.71 
until creep failure. Therefore, the turning point of the axial 
strain rate can be used as a critical point for the unstable 
deformation of rock-like specimens. Figures 11c, d illustrate 

the axial and volumetric strain curves and corresponding 
strain rate curves of the specimen with a dip angle of 90° at 
creep failure stress. They were similar to the results of the 0° 
specimen, whereas the critical time point of the axial strain 
rate curve was different than that of the volumetric strain 
rate curve. It is sometimes difficult to predicate the turning 
point of the axial strain curve; hence, the critical point of 
the volumetric strain curve can also be used to predicate 
creep failure. 

When the volumetric strain rate equals 0, compressive 
volumetric deformation reaches its maximum value, which 
is termed as damage strength (σcd) in the stress–strain curve 
(Martin and Chandler 1994), as shown in Fig. 12a. The rock 
specimen deforms stably when the deviatoric stress is less 
than σcd, whereas cracks occur due to unstable expansion 
as the deviatoric stress exceeds σcd. Therefore, σcd can be 

Fig. 10  Variations in axial and 
volumetric creep rates over 
time of 0° dip angle rock-like 
specimen
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regarded as a strength parameter for the instability failure of 
the specimen. However, creep deformation of the composite 
rock specimen is dependent on time when the constant stress 
is applied to σcd. It is necessary to determine the critical 
point of creep failure according to the volumetric strain rate 
curve. In a creep test, the corresponding time point at which 
the volumetric strain rate equals 0 can be regarded as the 
creep instability point, as shown in Fig. 12b.

Damage evolution and creep failure behavior

Damage evolution

To describe the deterioration of material, Kachanov (1958) 
initially introduced the damage concept, and the damage 
model of Kachanov was extended to anisotropic damage by 
Murakami (1983). This concept was applied to rock mass 
by Kyoya (1985) and was called damage tensor. Damage 
variable (D) can quantitatively characterize the deteriora-
tion degree of rock during the deformation process, which 
is difficult to measure directly. Therefore, D is calculated 
using other physical or mechanical parameters of materials, 
such as elastic modulus, ultrasonic wave velocity, density 
and severity, energy, strain and acoustic emission cumulants 
(Jin et al. 2011). However, one vital principle to definite the 
damage variable is that it should be easy measured to build 
a relationship with the macroscopic mechanics. Hence, the 
damage variable of the composite rock under the cyclic load-
ing–unloading condition can be calculated using the elastic 
strain and the plastic strain, as shown in Eq. 4

where εe and ε represent the elastic strain and total strain 
of the rock-like specimen, respectively. Due to the uneven 
lateral deformations of the ‘hard’ rock and ‘weak’ rock, D is 
calculated using the axial strain of the specimen.

(4)D = 1 −
�
e

�

,

The results of D under different deviatoric stresses are 
plotted in Fig. 13. From Fig. 13, D increased with a linearly 
increasing axial stress ratio. At an identical stress ratio, the 
damage degree of the rock-like specimen first increased as 
the dip angle increased from 0° to 30°, and then, the damage 
degree decreased with an increasing dip angle. As a result, 
the damage of the composite rock specimen with a dip angle 
of 30° was the largest.

Creep failure behavior

As shown in Fig. 14, under cyclic loading–unloading at a 
confining pressure of 20 MPa, a macroscopic shear crack 
crossed the bedding planes for the 0° dip angle specimen. 
Expansion failure took place due to ‘weak’ rocks that were 
squeezing under a lateral constraint. Hence, shear–expan-
sion deformation in the ‘weak’ rock layer near loading 
was relatively obvious compared to the other layers. In 
Fig. 14a, a straight shear crack crossed the second ‘hard’ 
rock layer and the second ‘weak’ rock layer, whereas 
this crack did not propagate along the original straight 
line but stopped in shear–expansion failure, as shown in 

Fig. 12  Volumetric strain curve 
and critical creep failure point
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Fig. 14  Failure mode after 
cyclic creep loading and 
unloading
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Fig. 14b. This may be due to the strain localization in the 
‘weak’ rock material and failure in the material leading 
to stress transfer. New crack initiation and propagation 
were induced by the former stress transfer. The ‘hard’ rock 
had higher strength than the ‘weak’ rock; hence, the crack 
was much easy to propagate in the ‘weak’ rock material. 
Finally, the crack crossed the ‘hard’ rock and ‘weak’ rock 
as a straight line. In other words, this failure is not influ-
enced by the rock discontinuities.

For the 30° dip angle rock-like specimen, there were no 
noticeable macro-cracks that appeared on the specimen 
under cyclic loading–unloading. However, the axial compac-
tion and lateral expansion deformations within the ‘weak’ 
rocks were obvious as shown in Fig. 14. Microtensile cracks 
parallel to the direction of deviatoric stress within the ‘hard’ 
rock layers, which were adjacent to the ‘weak’ rock lay-
ers, appear under lateral 20 MPa confinement, as shown in 
Fig. 14c. Due to the axial cyclic compaction induced by 
cyclic loading and unloading, the deformation of the rock-
like specimen was mainly generated in ‘weak’ rock material, 
and the cumulative shear displacement around discontinuity 
was smaller than its limit displacement. Therefore, there was 
no sliding crack along the discontinuities, whereas the lateral 
dilation of ‘weak’ rock was more obvious than the ‘hard’ 
rock. This lateral expansion (shear displacement) in ‘weak’ 
rock layer exerted tensile stress on the ‘hard’ rock, which 
induces tensile cracks parallel to the direction of deviatoric 
stress in the ‘hard’ rock around the interface of ‘hard’ and 
‘weak’ rock layers.

For the composite rock specimen with a dip angle of 60°, 
it failed along the discontinuity in the middle part of the 
specimen under cyclic loading and unloading. The mecha-
nism of this result is that the strength of the rock-like speci-
men was controlled by the strength of the interface, and the 
shear stress acting on the discontinuity was larger than the 
normal stress acting on the discontinuity. Therefore, the frac-
ture orientation is same as that of the bedding plane (Tien 
et al. 2006). Moreover, due to the uncoordinated deformation 
between the ‘weak’ rock and ‘hard’ rock around the slid-
ing failure surface, a short sliding crack appears along the 
interface of the ‘hard’ rock and ‘weak’ rock above the main 
sliding failure surface, as shown in Fig. 14d.

In the 90° dip angle composite specimen, shear failure 
occurred under identical loading conditions. A macro-shear 
sliding crack across the discontinuity appeared in the mid-
dle location of the rock-like specimen. Confining pressure 
provided a lateral constraint preventing the development of 
tensile cracks parallel to the direction of major stress. How-
ever, an unnoticeable tensile crack appear along the interface 
of the ‘hard’ rock and the ‘weak’ rock, which is induced by 
tensile stress generated by the shear sliding failure, as shown 
in Fig. 14e. An unobvious tensile fracture across discontinui-
ties can be seen on the upper end of the main shear sliding 

crack. This may be induced by a torque generated by the 
shear failure.

Therefore, dip angle has significant effect on the creep 
failure modes under cyclic loading and unloading condi-
tions. When the dip angles were 0° and 90°, shear sliding 
failure occurred in rock-like specimens across the disconti-
nuities, whereas plastic flow mainly occurred in the ‘weak’ 
rock material as the dip angle was of 30°. However, it mainly 
ruptured along the discontinuity when the dip angle equaled 
60°.

Discussion

According to the previous results, the creep failure stresses 
were higher than their peak stresses, except in the speci-
men with a 30° layer. Considering that the axial deformation 
may reach a maximum value of the displacement sensor, we 
stop applying cyclically loadings. Therefore, the final stress 
level applied on the 30° specimen was lower than its peak 
strength. Why were the creep failure stresses higher than 
σp? One reason may be related to specimen differences, and 
another may be the specificity of the composite rock stratum 
specimen. However, according to the results of the repeti-
tious triaxial compression experiment as shown in Fig. 15, 
the peak deviatoric stresses are still larger than their creep 
failure stresses. This finding indicates that specimen differ-
ences are not the reason for this phenomenon. From another 
point of view, the loading–unloading history has great influ-
ence on the bearing capacity of rock-like specimens. The 
cyclic loading and unloading path may enhance the failure 
strength of the specimen. The specimen was compacted and 
gradually became much denser at 20 MPa confinement under 
cyclical loading conditions. Frictional work was dominant 
between grains. Strain accumulation occurred mainly in the 
soft layers. Therefore, deviatoric stress can load to higher 
values. Under cyclically loading, failure stress was close to 
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the monotonic strength and could lower the strength (Eber-
hardt et al.1999; Meng et al. 2016; Yang et al. 2017). How-
ever, Yang found that cycles of loading–unloading increased 
the rock strength (Yang et al. 2015). Therefore, the final 
material failure strength under cyclical loading depends on 
the type of rock (Cerfontaine and Collin 2018).

Under a 20 MPa confinement, the layered rock-like 
specimens were gradually compacted through cyclical 
loading. The large deformations of the soft layers were 
dominant. For the rock-like specimen with 0° dip angle, 
the applied axial stress was acting on the layers vertically. 
The layers were compacted axially, and lateral expan-
sion and squeezing existed in the soft layers. As dip angle 
increased to 30°, the axial stress can be divided into nor-
mal stress acting vertically on the layers and shear stress 
acting on the layers parallel to the layer direction. This 
shear stress cannot induce sliding between hard layers and 
soft layers. However, the soft layers obviously underwent 
shear sliding deformation. Therefore, the axial deforma-
tion of the specimen with 30° dip angle was the largest. 
For the 60° specimen, the divided shear stresses acting on 
layers were larger than that of the 30° specimen. When the 
specimen was compacted under cyclical loading, the accu-
mulation of the deformation may reach the deformation 
limits between hard and soft rock layers. When the shear 
stress reached the friction strength between the two dif-
ferent layers, shear sliding occurred between the soft and 
hard rock layers. As a result, the deformation and strength 
of the 60° specimen were lower than those of the other 

specimens. The applied axial stress was parallel to the 
layers of the rock-like specimen with 90° dip angle. The 
confining pressure constrains the development of tensile 
cracks parallel to the direction of major stress. The soft 
rock and hard rock yield the same axial deformation under 
various creep loadings; hence, the hard rock would carry 
more load than the soft rock and further be subjected to 
moment. The deformation of hard layers was dominant, 
so the axial deformation of the 90° specimen was the 
smallest. Gatelier et al. (2002) reported that compaction 
and microcracking are the two competing mechanisms of 
the layered rocks. So, natural initial anisotropy should be 
taken into account (Royer-Carfagni and Salvatore 2000; 
Gatelier et al. 2002).

Because the diffraction intensity of the quartz sand is 
much higher than that of other main components, the verti-
cal axis is used by logarithmic coordinates. Figure 16b, c 
plots the main components of the soft and hard layers of 
the rock-like specimen, respectively. Quartz and ettringite 
are the main components of the soft layers, whereas quartz 
and  CaCO3 are the main components of the hard layers. 
The Kaolinite in soft layers produced ettringite, which can 
improve the ultimate strain of the specimen (Klimesch and 
Ray 1998; Qian and Li 2001). The hard layers had  CaCO3, 
which can enhance the stiffness of the specimens. As a 
result, the soft rock layers had larger deformation than that 
of the hard rock layers. Therefore, the deformation of the 
soft rock layers takes up a large proportion in the creep 
deformation of the rock-like samples.

Fig. 16  XRD results of the 
rock-like specimens

0 15 30 45 60 75

In
te

ns
ity

 (C
ou

nt
s)

Hard rock layer
Soft rock layer

2θ (Degree)

10

102

103

104(a)

0

200

400

600

800

1000

0 15 30 45 60 75

In
te

ns
ity

 (C
ou

nt
s)

Q

2θ (Degree)

(b)

E: Ettringite

E

Q: Quartz

E

Q

Q

Q

Q

Q

Q

0

200

400

600

800

1000

0 15 30 45 60 75

In
te

ns
ity

 (C
ou

nt
s)

Q: Quartz

2θ (Degree)

(c)
C: Ca(CO)3

CC

Q

Q

Q Q Q
Q



463Acta Geophysica (2019) 67:449–464 

1 3

Conclusions

Rocks anisotropy always bring difficulties to the excavation 
engineering (e.g., TBM entrapment). It is very important to 
study its mechanical behaviors especially the rheological 
mechanical properties. It is also very difficult practically to 
obtain ideal anisotropy rocks with uniform thickness and 
various specified dip angles. However, artificial materials 
can be used to make anisotropy rock specimens with a wide 
range of mechanical properties and specified different dip 
angles conveniently in the laboratory, which are also repro-
ducible. This method has been proved to be feasible.

The time-independent (instantaneous elastic and instanta-
neous plastic) and time-dependent (visco-elastic and visco-
plastic) deformations of the rock-like specimens with differ-
ent dip angles can be divided by cyclic loading–unloading 
creep experiments. The results show that time-independent 
strains have linear correlations with the applied stress ratio, 
whereas time-dependent strains have nonlinear correlations 
with the stress ratio. The creep strain (rate) depends on the 
applied stress and dip angle. At relative low stress ratio, 
rock-like specimens show primary and secondary creep, 
whereas tertiary creep can be observed after secondary creep 
at a higher stress ratio. The deformation of the 30° dip angle 
specimen is the largest, whereas that of the 90° specimen is 
most unobvious at identical stress ratios.

The damage variable values at various stress ratios 
are calculated using axial strain, linearly increasing with 
increasing axial stress ratio. The variable values of the 30° 
and 90° dip angle composite rock specimens are the maxi-
mum and the minimum, respectively. Moreover, dip angle 
has a significant effect on the failure modes of rock-like 
specimens.
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Abstract
In this study, a model based on multivariate autoregressive forecast of seismicity (MARFS) algorithm is adopted to forecast 
seismic activity rates in northwest Himalaya, using the compiled homogenized moment magnitude (MW) based catalogue. For 
this purpose, each source zone delineated by Yadav et al. (Pure Appl Geophys 170:283–295, 2012) is divided into a spatial 
grid interval of 0.5° × 0.5° while the entire catalogue span (1975–2010) is segregated into six time periods/grids to estimate 
seismic activity rates spatially and temporally. These seismic activity rates which are estimated from spatial density map of 
hypocenters exhibit high values in Chaman Fault (Zone 1), Hindukush-Pamir region (Zone 3) and the mega thrust systems, 
i.e., Main Central Thrust, Main Boundary Thrust and Himalayan Frontal Thrust (Zone 4). Then, the seismic activity rates 
during 2011–2016 could be forecasted by extrapolating (through auto-regression procedure) those observed for previous 
time periods. The forecast seismic activity rates are estimated within the values of 0 and 7.57 with high values primarily 
observed in Hindukush-Pamir region of Zone 3 and the gently north-dipping thrust fault systems (Main Central Thrust, Main 
Boundary Thrust, Himalayan Frontal Thrust) of Zone 4. Finally, the associated area under the curve of receiver operating 
characteristics graph suggests the superiority of forecasting model with respect to random prediction, whereas results of 
the data-consistency test, i.e., N test of our model, exhibit consistency in between the observed and simulated likelihoods. 
Moreover, the hypothetical t test performed in between the spatial grids of forecast seismic activity rates and observed seismic 
activity rates confirms that the former is consistent with the latter.

Keywords Seismicity · Autoregression · Forecast model · Northwest Himalaya

Introduction

Northwest Himalaya is situated in the seismically active 
young Himalayan mountain belt formed during the con-
tinuous convergence of about 45 mm/year between the 
Indian–Eurasian continental plates (DeMets et al. 1994; Bil-
ham et al. 1997). The region has experienced major destruc-
tive earthquakes like 1998 MW 6.6 Afghanistan–Tajikistan 
earthquake, 2002 MW 6.3 Hindukush earthquake and 2005 
MW 7.6 Kashmir earthquake in the recent past. The trig-
gering mechanism of these earthquakes in this region can 
be primarily attributed to crustal shortening caused by 

subducting Indian plate under the sedimentary wedges of 
Himalaya (Bilham and Gaur 2000) and remnant slab of oce-
anic lithosphere (Chandra 1978). Historical documents of 
the destructive earthquakes in this area can also be traced 
back to eighth century (Ambraseys and Bilham 2003). The 
study region is comprised of zones V, IV and III, respec-
tively, in seismic hazard zonation map of India (BIS 2002) 
that corresponds to peak ground acceleration value greater 
than or equal to 0.4 g, 0.25 g and 0.2 g respectively. Moreo-
ver, other seismic hazard studies in this region have esti-
mated higher value of seismic hazard level (Bhatia et al. 
1999; Rout et al. 2015). The region has susceptibility to 
large earthquakes which poses a serious threat to millions 
of people living in and around this gigantic mountain belt. 
Therefore, successful forecasting of seismic activity rates in 
this particular region can provide an important input for mit-
igating the disastrous effect of earthquakes.

Recently, research works on earthquake forecast models 
have tremendously increased in order to prepare mitigating 
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plans for considerably reducing the casualties incurred by 
earthquakes (Marzocchi and Lombardi 2009). As such, 
regional earthquake likelihood models (RELM) and the col-
laboratory on the study of earthquake predictability (CSEP) 
emerged as two foremost groups that aimed at providing 
the best earthquake forecast model through testing the reli-
ability and skill of different proposed models in different 
seismic regimes of the world (Field 2007; Gerstenberger 
and Rhoades 2010; Zechar et  al. 2010). The proposed 
models include epidemic type aftershock (ETAS) model 
(Ogata 1998), every earthquake a precursor according to 
scale (EEPAS) model (Rhoades and Evison 2004, 2005, 
2006; Console et al. 2006; Rhoades 2007) and proximity 
to past earthquakes (PPE) model (Jackson and Kagan 1999; 
Rhoades and Evison 2004). These seismicity-based mod-
els differ from each other on the assumption of its different 
generating processes underlying the earthquake occurrences. 
Besides these, several other models have been developed 
using geophysical parameters such as local kinematic of 
surface velocities, Coulomb stress changes, geodetically 
observed strain rate, fault geometry and slip rate (Kagan 
et al. 2003; Schorlemmer et al. 2005; Bird and Zhen 2007; 
Helmstetter et al. 2007; Shen et al. 2007; Marzocchi and 
Zechar 2011; Toda and Enescu 2011; Marzocchi et al. 2012) 
for forecasting large damaging future earthquakes. However, 
the reliability and skill of these forecasting models should 
be precisely examined to select the best one for successful 
forecasting of earthquakes (International Commission on 
Earthquake Forecasting for Civil Protection 2009).

Smyth and Mori (2011) developed a statistical model 
based on multivariate autoregressive forecast of seismic-
ity (MARFS) algorithm to forecast the number of earth-
quakes and b value of Gutenberg–Richter (GR) distribution 
in Japan. The multivariate mixture model is considered to 
identify high-density areas from earthquake clustering for 
calculating high seismic activity rates. The autoregressive 
procedure is also used to detect temporal variations of earth-
quake occurrences and their magnitude distributions. Then, 
rate adjustment for higher magnitudes is finally incorporated 
in this model for considering the increased probability of 
large earthquake occurrences after large elapsed time since 
previous earthquake. Therefore, adoption of spatial and tem-
poral variations of earthquake occurrences and spatial den-
sity estimation technique makes this model different from 
other statistical earthquake clustering models (Ogata 1998; 
Console and Murru 2001; Smyth and Mori 2011).

In this present study, forecasting of seismic activity 
rates, expressed in terms of number of events per year, for 
earthquakes of magnitude MW ≥ 4 has been accomplished 
by using a modified MARFS algorithm in northwest Hima-
laya during the period 2011–2016. As such, a homogeneous 
earthquake catalogue in moment magnitude MW, covering 
the period 1975–2016, compiled by Chingtham et al. (2017), 

has been used. Since the study region is comprised of an 
area having a different level of seismicity and seismic hazard 
(BIS 2002), the earthquake source associated seismicity also 
varies (Chandra 1978). In order to have an area having uni-
form source mechanism and varying seismicity, the source 
zones given by Yadav et al. (2012) have been considered as 
five zones for application of MARFS algorithms.

Seismotectonic background

The study region is situated at western extremity of the Him-
alayan belt where it exhibits a semicircular arc (Chandra 
1978). The compressive lithospheric block of this region is 
primarily surrounded by the Indian plate, the Afghan block, 
the Turan block and the Tarim block from south, southwest, 
west and northeast directions respectively (Koulakov and 
Sobolev 2006; Yadav et al. 2011). This lithospheric block is 
considered to be formed during continuous continent–con-
tinent collision between the Indian and Eurasian plates. 
With reference to Eurasian plate, the Indian plate is mov-
ing at a speed of 45 mm/year in this region (DeMets et al. 
1994). The continuous collision has also resulted in crustal 
shortening, thereby forming the successive zones of tectonic 
deformation manifested along the major boundary faults/fea-
tures (Gansser 1964; Lyon-Caen and Molnar 1983; Seeber 
and Armbruster 1984; Valdiya 2003). The major fault sys-
tems, from north to south, include the Main Central Thrust 
(MCT), Main Boundary Thrust (MBT) and Himalayan Fron-
tal Thrust (HFT). Toward north, these gently north-dipping 
faults, i.e., MCT, MBT, HFT merge into a detachment plane 
known as Main Himalayan thrust (MHT) (Arora et al. 2012; 
Gupta and Gahalaut 2014). Besides these, various features/
folds such as ridges, fracture zones and transverse faults also 
exist and control the locations and magnitudes of the earth-
quakes (Scholz and Small 1997; Robinson et al. 2006). In 
this region, MCT and MBT manifested the crustal shorten-
ing along the Himalayan belt while HFT represents the most 
active thrust during the quaternary period. During the Ceno-
zoic and Mesozoic era, evidences of intensive folding and 
thrusting that represent the present-day structures and lithol-
ogy of Himalaya are observed in the study region (Gansser 
1964; Philip et al. 2014). All these existing folds and faults 
are along the NW to SE trend, and their structural formation 
or reactivation controls the earthquake activities in the study 
region. Figure 1 depicts the seismotectonic map of the study 
region drawn with the compiled earthquake catalogue having 
minimum magnitude, MW ≥ 4, during the period 1975–2010.

On the basis of current earthquake occurrences, tectonic 
features, orientation of focal planes and paleoseismological 
data, the study region is broadly divided into five potential 
source zones by Yadav et al. (2012). These zones include 
Sulaiman–Kirthar ranges (Zone 1), Northern Pakistan and 
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Hazara Syntaxis (Zone 2), Hindukush-Pamir (Zone 3), Him-
alayan Frontal Thrust (HFT) (Zone 4) and Tibetan Plateau 
region (Zone 5). Considering the similar focal depth distri-
bution, Zone 3 is further subdivided into shallow and inter-
mediate-depth zones by Yadav et al. (2012). However, these 
delineated two zones are considered as a single zone for 
forecasting purpose in the present study. Zone 1 comprises 
the southwestern Balochistan province of Pakistan where 
the devastating earthquake of magnitude MW 7.7 occurred 
near Quetta, Pakistan, in 1935. The ongoing India–Eura-
sia plate interaction caused a transcurrent movement along 
the strike-slip Chaman Fault (Fig. 1). Zone 2 exhibits dif-
fused seismicity along the Salt-Ranges and Hazara Syntaxis. 
The subduction of Indian plate beneath the Himalayan rock 
inflicted internal deformation within this zone (Armbruster 
et al. 1978; Bernard et al. 2000). Zone 3 consists of most 
seismically active regions of Hindukush-Pamir thrust. This 
active source zone is mainly associated with northward-
subducting Indian plate below Hindukush and southward-
subducting Eurasian plate beneath Pamir (Chatelain et al. 
1980; Burtman and Molnar 1993; Fan et al. 1994). Here, 
shallow- to intermediate-depth earthquakes occur with 
predominantly reverse and strike-slip motion. Zone 4 is 
characterized by highly elevated Himalayan mountain belt 
formed by low dipping Indian Plate beneath the Eurasian 
landmass. North-dipping mega thrusts such as MCT, MBT, 

HFT are the primary contributors of seismicity to this zone. 
1905 MW 7.8 Kangra, 2005 MW 7.6 Kashmir, 1991 MW 6.8 
Uttarkashi and 1999 MW 6.5 Chamoli are the major devas-
tating earthquakes that occurred in this zone. Zone 5 lies 
on the Tibetan Plateau region where seismicity is related to 
the existing strike-slip Karakoram Fault, the Kunlun Fault 
and the Altyn–Tagh Fault (Yadav et al. 2012). Both normal 
and right-lateral strike-slip faulting earthquakes are quite 
prevalent in this zone.

Earthquake database

For this study, data are downloaded from International Seis-
mological Center (ISC) and Global Centroid Moment Ten-
sor (GCMT) databases covering the time period 1975–2016. 
However, the data comprises of various magnitude scales 
such as body-wave magnitude (mb), surface-wave magnitude 
(MS), local magnitude (ML) and seismic moment magnitude 
(MW). All these scales, i.e., mb, MS and ML, exhibit satura-
tion at different higher magnitudes, and these subsequently 
require conversion of these scales into single-magnitude 
scale (MW) for avoiding erroneous results in the analy-
sis (Bormann et al. 2007; Thingbaijam et al. 2008, 2009; 
Loannis et al. 2011; Yadav et al. 2011; Chingtham et al. 
2014, 2015, 2016, 2017). This conversion can be accom-
plished by correlating different magnitude scales docu-
mented for the same earthquakes, thereby establishing the 
region-specific regression relationships among the different 
magnitude scales. Here, the regression techniques and equa-
tions developed by Chingtham et al. (2017) for northwest 
Himalaya are employed for compiling the homogeneous 
earthquake catalogue in MW. A declustering method com-
prising of spatial and temporal window technique estab-
lished by Knopoff (2000) is used to remove the foreshocks 
and aftershocks from mainshocks.

Methodology

For incorporating the temporal variability of seismic activity 
rates into forecast seismic activity rates, time span of earth-
quake catalogue (i.e., 1975–2010) is segregated into six time 
periods or grids, i.e., 1975–1980, 1981–1986, 1987–1992, 
1993–1998, 1999–2004 and 2005–2010. Here, selection of 
particular time period is a trade-off between seismicity and 
the number of time windows in the entire catalogue. This 
implies that the number of time windows that depends on 
both the length of time period and the number of earthquakes 
should not be small enough to miss the local variations in 
seismicity arising from insufficient number of earthquakes. 
However, large number of earthquakes will produce fewer 
number of time windows and eventually this will give 

Fig. 1  A seismotectonic map of the study region prepared with the 
epicentral distribution of independent earthquakes (mainshocks) of 
MW ≥ 4 occurred during the period 1975–2010. Major fault systems 
of the northwest Himalaya are shown by black lines. Dashed lines 
indicate the political boundary. Red dashed lines indicate five broad 
source zones delineated on the basis of seismicity, tectonics and focal 
mechanisms of earthquakes as suggested by Yadav et al. (2012). All 
zones are indicated by number, i.e., 1, 2, 3, 4 and 5 (color figure 
online)
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unauthentic results in the forecast seismic activity rates pro-
duced by autoregression model. Also, the study region is also 
divided into spatial grids of 0.5° × 0.5° for considering the 
spatial variations of seismic activity rates into forecast seis-
mic activity rates. During the particular time grid 1975–1980, 
the spatial density map of each source zone is calculated to 
examine the earthquake clustering. In each source zone, the 
spatial density map can be accomplished through a well-
defined clustering technique known as mixture model (Everitt 
1993). This novel technique considers that hypocenters of 
the earthquakes can be considerably described by probabil-
ity density functions given by a mixture of M component 
density functions in unknown proportions. This model best 
explains the earthquakes by finding the M mean vectors, and 
consequently, the entire space of the hypocenters can be rep-
resented by its density through estimating the M covariance 
matrices as given by following equation:

where δm gives the mixing proportions and θ represents the 
vector of unknown parameters δm, μm, Σm, m = 1,…, M. The 
component density functions being a multivariate normal 
can be written as follows:

where d denotes the number of independent variables and 
both μm and 

∑
m are the mth component mean and covari-

ance matrix. The associated parameters can be calculated via 
expectation–maximization (EM) algorithm (Dempster et al. 
1977; McLachlan and Ng 2009).

By doing so, all the spatial grids in each source zone are 
assigned density so that density at all the spatial grids in the 
space is nonzero as also guaranteed by mixture model. Then, 
the spatial density map in each source zone is normalized to 
obtain the sum of density at all the spatial grids to be one. 
Finally, the seismic activity rate at each spatial grid is cal-
culated by multiplying the density of each grid by seismic 
activity of the zone during the time grid 1975–1980. This 
computation process is repeated for the remaining seismic 
sources, and thus, seismic activity rates during the period 
1975–1980 are obtained as shown in Fig. 2a. Similar pro-
cedure has been adopted to compute seismic activity rates 
in the region for the remaining time grid, i.e., 1981–1986, 
1987–1992, 1993–1998, 1999–2004 and 2005–2010 as 
depicted in Fig. 2b–f. In other words, we can say that each 
spatial grid in the study region has calculated six seismic 
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activity rates corresponding to six different time grids dur-
ing the period 1975–2010. Each time grid is equal to one 
time grid having time span of 6 years. These seismic activ-
ity rates in each spatial grid can be extrapolated during the 
forecast period 2011–2016 by employing the autoregression 
model. Extrapolation of seismicity, i.e., correlation of future 
and past seismicity, can be done because several researchers 
believed that the time of occurrences of future earthquakes 
largely depends on the size and the time of occurrences of 
the last earthquakes. In other words, we can say that earth-
quakes in fault zones are caused by the constant buildup and 
release of strain in the earth’s crust (Gardner and Knopoff 
1974; Nishenko and Singh 1987). Hence, the autoregres-
sion model predicts the future variable from the discrete 
time grid, comprising the random variables at equally 
spaced points. In this process, the variable on the time grid 
is regressed on its own previous values of the same time 
grid, thereby considering that the value of the variable at any 
time can be estimated from the weighted sum of the previous 
values (Chatfield 2004) as given by equation written below: 

where β and χ imply the vector of predictor coefficients and 
the calculated seismic activity rates at each spatial grid of 
the particular time grid respectively, and χT represents the χ 
value of the time grid prior to the interested time grid of the 
forecasting period, i.e., the most recently observed value. 
The order (q) of the autoregressive model can be reliably 
estimated from the Akaike Information Criterion formu-
lated by Akaike (1974). A Yule–Walker equation is hereby 
adopted to estimate the vector β as given by the following 
equation:

where ri is the observed correlation between the variables in 
the time grid that are separated by i steps (Chatfield 2004). 
After precisely determining the values of β, we can calcu-
late the value at each grid during the forecasting period by 
simply replacing T by T +1 in Eq. 3. In this present work, 
the optimal order of autoregression model, i.e., q value, is 
estimated from the partial autocorrelation function given by 
Yule-Walker equation (Eq. 4).
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As depicted in Fig. 3, the coefficient value is found to be 
decreasing with increasing lags and become insignificant 
after lag three. Therefore, we have selected q value of 3 for 

estimating the seismic activity rates at every spatial grids 
in the study region (Fig. 4a). This implies that increased 
seismic activity rates tend to decrease the forecast seismic 

Fig. 2  Seismic activity rate map of northwest Himalaya for MW≥ 4.0 during the time grids a 1975–1980 b 1981–1986 c 1987–1992 d 1993–
1998 e 1999–2004 and f 2005–2010 through the normalized multivariate Gaussian mixture model
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activity rates, even though the decrease rate in each source 
zone is found to be unequal. A flowchart describing the steps 
of our methodology is shown in Fig. 5.  

For comparing the performance of our model, an inho-
mogeneous Poisson model is constructed from the seismic 
activity rates estimated from the spatial density map of our 

statistical model based on MARFS algorithm. In this model, 
forecast seismic activity rates can be calculated by simply 
taking the average of the previous value of seismic activity 
rates at the same spatial grid and hence forecast seismic 
activity rates can be estimated from the following relation:

where X gives the average of the previous values at the same 
spatial grid; BT−N

i
 denotes the values of seismic activity rates 

at each spatial grid, whereas N represents the number of time 
grids, respectively. The forecast seismic activity rate map 
reproduced by inhomogeneous Poisson model is drawn with 
the observed seismic activity rates for magnitude MW≥ 4.0 
during the time period 2011–2016 (Fig. 4b and c).

Validation of our earthquake forecasting model in terms 
of reliability and skill is an important and essential proce-
dure before applying this model to different tectonic regimes 
of the world.

Here, we will also demonstrate the ability of forecast 
model during the period 2011–2016 by utilizing receiver 
operating characteristic (ROC) curve (Fawcett 2006; Murru 
et al. 2009). The ROC curve is defined by the plot between 
true positive rate and false positive rate. The true positive 
rate can be estimated from �

�+�
 , whereas the false positive 

rate is calculated from �

�+ �
 . The value � is the sum of all 

spatial grids with forecast seismic activity rates less than a 
very small assumed alarm rate. Whereas, all the spatial grids 
with forecast seismic activity rates greater than the particular 
alarm rate are summed up to give the value γ. These alarm 
rates are produced by varying the threshold values, and 
earthquakes are assumed to be expected or not expected in 
any spatial bins with seismic activity rates greater or lower 
than the threshold respectively. Similar fashion can be used 
to compute ζ and ω. This process is repeated by increasing 
the alarm rate where each alarm rate corresponds to a point 
on the ROC curve. The idea behind the use of both meas-
ures, i.e., true positive and false positive prediction rates, lies 
on the fact that when using these measures in isolation, one 
can simply optimize them to obtain zero false positive rates 
for specifying a prediction that covers the entire experiment 
space-time. Finally, area under the curve (AUC) is computed 
and its value is compared with the AUC obtained from ran-
dom prediction (i.e., AUC = 0.5) to validate our forecasting 
of seismic activity rates. Figure 6a depicts the ROC curves 
comparing the predicted seismic activity rates by random 
model and our forecast model during the four different time 
grids, i.e., 1993–1998, 1999–2004, 2005–2010 and 
2011–2016. The stability of this forecasting model can be 
primarily investigated from these ROC curves, thereby 
examining the considerably fluctuated seismic activity rates 

(5)XT =
1

N

T−N∑

i=1

BT−N
i

Fig. 3  Variations in partial autocorrelation coefficients for autore-
gressive model of various lags at particular five grid points, each grid 
point representing each source zone in the study region
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over the short time periods. Also, AUC for the predicted 
seismic activity rates by our forecast model and inhomoge-
neous Poisson model is presented to compare the perfor-
mance of these two models during the forecast time period 
2011–2016 (Fig. 6b).

Furthermore, a likelihood test, i.e., N test, that is imple-
mented in the CSEP Testing Center software is also per-
formed to investigate the consistency of forecast seismic 
activity rates with observed seismic activity rates during the 
forecast period 2011–2016. N test comprises of comparing 
the number of events between observed and simulated cata-
logues (Schorlemmer and Gerstenberger 2007; Schorlemmer 
et al. 2010; Zechar et al. 2010; Rhoades et al. 2011). Fig-
ure 7 depicts the data-consistency test performed between 
observation and simulations at a significant level of 0.1 dur-
ing the time period 2011–2016. This data-consistency test 
can be accomplished by investigating the quantile scores (δ 

for N test) computed from each perturbed catalogue of the 
simulated ones (Schorlemmer and Gerstenberger (2007) and 
Zechar et al. (2010)).

Besides, two-sample t test is also incorporated to check 
the statistical significance between spatial coordinates of N 
peak points taken from the forecast and observed seismic 
activity rate maps during the period 2011–2016. In this 
hypothetical t test, two random samples of independent 
observations are investigated for their independency based 
on the calculated mean, each having an underlying normal 
distribution (Snedecor and William 1989). On the basis of 
computed t value, hypothesis is rejected if the calculated 
value is greater than the tabulated value for equal degree of 
freedom and level of significance (α = 0.05), otherwise is 
failed to reject. Table 1 depicts the values of t test applied 
to various peak points of the above-mentioned two maps.

Fig. 4  Forecast seismic activity rate maps reproduced by a our model and b inhomogeneous Poisson model for magnitude MW≥ 4.0 during the 
time period 2011–2016 and c estimated seismic activity rates from observed earthquakes during the period 2011–2016
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Results and discussion

In this present study, a seismicity-based earthquake fore-
casting model is devised to forecast seismic activity rates 
via an autoregressive process and a multivariate normal 
mixture model in northwest Himalaya during the period 
2011–2016. Figure 2a–f depicts the estimated seismic 
activity rates in each source zone of the study region dur-
ing the different six time grids. In the seismic activity 
map shown in Fig. 2a, the values of seismic activity rates 
are scattered in between 0 and 34.86 throughout the study 
region. Low values of estimated seismic activity rates 
during the period 1975–1980 can be easily co-related to 
high magnitude of completeness, mt, values. Pockets of 
high values of seismic activity rates are mostly observed 
in Hindukush-Pamir Himalaya of Zone 3, even though 
Zones 1 and 4 also exhibit the same high seismic rate. 
The high activity rate in Hindukush-Pamir Himalaya may 
be attributed to increased stress accumulation caused by 
subducting Indian plate beneath the overlying Himalayan 

wedges (Yadav et al. 2012; Chingtham et al. 2014, 2015). 
Along the major strike-slip Chaman Fault, the transcur-
rent movement due to plate interaction between the Indian 
and Eurasian plates caused high activity rate in Zone 1, 
whereas MCT, MBT and HFT are primarily responsible 
for high values in Zone 4. Zone 5 is predominantly domi-
nated by moderate values of seismic activity rates. The 
moderate values of seismic activity rates in this zone can 
be co-related to the normal and right-lateral earthquakes 
emanating from Karakoram Fault in the Tibetan Plateau 
region. However, Zone 2 that represents thin-skinned 
internal deformation within the Indo-Pakistan Plate exhib-
its low seismic activity rates (Yadav et al. 2011).

Similarly, the seismic activity rate maps and its cor-
responding values during the time grids 1981–1986, 
1987–1992, 1993–1998, 1999–2004 and 2005–2010 are 
also depicted in Fig. 2b–d. During each time grid, Zones 3 
and 4 exhibit almost similar pattern of seismic activity rates 
while the remaining source zones show dissimilar pattern of 
seismic activity rates due to dispersed seismicity (Fig. 2a–f). 

Fig. 5  Flowchart for estimating the forecast seismic activity rate map in our study region
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Fig. 6  Receiver operating characteristics (ROC) curves exhibiting the 
performance of the models. a ROC curves for the forecast seismic 
activity rates produced by our model for various time periods. Blue, 
green, cyan and red lines give the ROC curves for the time periods, 

1993–1998, 1999–2004, 2005–2010 and 2011–2016 respectively, and 
b comparison of ROC curves between our model (red line) and inho-
mogeneous Poisson model (blue line) during the forecast time period 
2011–2016 (color figure online)

Fig. 7  Results of the data-consistency tests, i.e., N test for a our 
model and b inhomogeneous Poisson model during the forecast 
period 2011–2016. The black curve indicates the cumulative distribu-

tion of numbers computed from simulated events. Rejection bars are 
marked by the gray patches (color figure online)

Table 1  Results of the t test computed from the coordinates of N grid points having high seismic activity rates in the forecast and observed seis-
mic activity rate maps during the time period 2011–2016

Sl. no. Number of spatial 
grid points (N)

Seismic activity estimated 
from the forecasting model

Seismic activity calculated 
from the observed events

t value (α = 0.05) Decision (0 & 1 to reject 
and fail to reject the hypoth-
esis)

1 10 Latitude Latitude 0.275 0
Longitude Longitude 0.083 0

2 20 Latitude Latitude 0.053 0
Longitude Longitude 0.111 0

3 30 Latitude Latitude 0.400 0
Longitude Longitude 0.068 0

4 40 Latitude Latitude 0.129 0
Longitude Longitude 0.348 0
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Hence, seismic activity rates are calculated for all the spatial 
grids in each source zone during the time grids 1975–1980, 
1981–1986, 1987–1992, 1993–1998, 1999–2004 and 
2005–2010.

Figure 4a represents the forecast seismic activity rates 
drawn along with observed seismic activity rates in the 
study region during the period 2011–2016. The study region 
exhibits low to high seismic activity rates within the range 
0–7.57. However, our forecast model predicts high values 
of seismic activity rates in Zones 3 and 4. Low to moderate 
values of seismic activity rates are mostly predicted by our 
adopted model in the remaining zones. It is also notewor-
thy to mention that the observed high seismic activity rates 
mostly occurred on the spatial grids having moderate to high 
seismic activity rate predicted by our model. Discrepancy 
between observed high seismic activity rates and forecast 
seismic activity rates is also observed in Fig. 4a and c.

Figure 4b represents the estimated forecast seismic activ-
ity rates produced by inhomogeneous Poisson model in the 
study region. The forecast seismic activity rates calculated 
by inhomogeneous Poisson model are found to be relatively 
high in comparison with our forecast model (Fig. 4b). These 
high seismic activity rates are primarily due to averaging 
the previous values of the same spatial grid in the six time 
grids. This is so because earthquakes form a stochastically 
independent sequence of events in time and space, thus 
exhibiting a memoryless process. On the contrary, our model 
utilizes the linear dependency of values at the same spatial 
grid in the six time grids to produce forecast seismic activity 
rates in the testing period 2011–2016. Furthermore, forecast 
seismic activity rates not only depend on their most recent 
value but also on the previous optimal order (q = 3) lags. 
However, performance between our model and inhomoge-
neous Poisson model can be better examined through ROC 
curves and likelihood-based N test.

Figure 6a also exhibits ROC curves estimated from Eqs. 4 
and 5 for assessing the reliability and skill of forecast model 
relative to random prediction in the study region. The asso-
ciated AUC values are found to be 0.6964, 0.6647, 0.7196 
and 0.6809 during the time grids 1993–1998, 1999–2004, 
2005–2010 and 2011–2016, respectively. This graph also 
illustrated that the considered model has a better forecast-
ing power than random prediction (AUC = 0.5), particularly 
with larger database. This also implies that the highly fluc-
tuated seismic activity rates during the assumed short time 
period do not have any adverse effect on the stability of fore-
casting model. Through visual inspection, we can deduce 
that the high seismic activity rates are compatible with 
the observed high seismic activity rates during the period 
2011–2016 (Fig. 4a). Also, from the ROC curves depicted 
in Fig. 6b, AUC for the seismic activity rates produced by 

inhomogeneous Poisson model is found to be relatively 
larger than AUC for the seismic activity rates produced by 
our model during the forecasting period 2011–2016. This 
implies that inhomogeneous Poisson model forecasts bet-
ter locations of observed earthquakes in comparison with 
our model. However, before stating that the inhomogeneous 
Poisson model is superior to our model, likelihood-based N 
test is conducted to this model for comparing the number of 
simulated and observed events.

In N test, the curve depicting the cumulative distribu-
tion of number of simulated events intersects the number 
of observed events at δ = 0.47 (Fig. 7a). In this test, we also 
observed that the observed events vary in between 27–63 
where the number of events participating in this test is found 
to be 43. Result of this likelihood-based test concluded that 
our forecast model is found consistent with observations. 
On the other hand, the inhomogeneous Poisson model over-
predicts the number of events during the forecast period 
2011–2016, as observed from the result of N test and hence 
this inhomogeneous Poisson model can be rejected at the 
given significance level (Fig. 7b).

Moreover, results of the t test obtained from the spatial 
coordinates of various N peaks of forecast seismic activity 
rates and observed earthquakes are depicted in Table 1. In 
the first test, ten spatial coordinates for both the forecast and 
observed seismic activity rates have been selected and t test 
was performed in between the latitudes and longitudes of the 
forecast and observed seismic activity rates. The results give 
t value more than the significance level (α = 0.05), and thus 
the null hypothesis will be rejected for these ten spatial grid 
points. Similarly, t values for these 20, 30 and 40 spatial grid 
points have been conducted and found to be greater than sig-
nificance level (α = 0.05), thereby rejecting the null hypoth-
esis for these 20, 30 and 40 spatial grid points. Magnitude 
distributions of the forecast are not formulated in this model, 
and therefore, we have omitted the discussion of magnitude 
distributions in the revised manuscript. Though this lack of 
magnitude component provides a less detailed (and effec-
tively weaker) evaluation of the forecasts, our model predicts 
better number or occurrence rate and spatial coordinates of 
observed events, as confirmed from N and t tests. Therefore, 
it can be summarized that the results obtained from our fore-
cast model are promising in a certain well-defined sense. 
Hence, this statistical model describing earthquake cluster-
ing can be incorporated for real-time probabilistic forecast-
ing of earthquake in timely and effective manner by updat-
ing the catalogue on routine basis. Moreover, this modeling 
approach will substantially provide a useful contribution in 
decision making and public information for saving millions 
of lives living in and around the study region.
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Conclusions

The major advantage of this modified MARFS model lies 
on the underlying assumptions of non-stationarity and its 
density estimation technique. The forecast model, therefore, 
unambiguously captures both changes in seismic activity 
rates at 0.5° × 0.5° bins by exploiting spatial and temporal 
distributions of previous earthquakes in northwest Hima-
laya through multivariate mixture model and autoregression 
technique. Though this model successfully predicts better 
number or occurrence rate of observed events, inhomoge-
neous Poisson model outperforms this model in forecast-
ing better locations of observed earthquakes in northwest 
Himalaya. Moreover, time dependency adjustment factor for 
large earthquakes can also be incorporated in this model 
by assuming the hypothesis that the probabilities of occur-
rence of large earthquake increase as time elapses since the 
previous earthquake. Taking into account of its performance 
and reliability, this kind of forecast modeling approach is 
expected to provide useful information based on inferred 
seismic activity rates for real-time earthquake hazard assess-
ment in northwest Himalaya.
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Abstract
Ground vibration is one of the most undesirable effects induced by blasting operations in open-pit mines, and it can cause 
damage to surrounding structures. Therefore, predicting ground vibration is important to reduce the environmental effects of 
mine blasting. In this study, an eXtreme gradient boosting (XGBoost) model was developed to predict peak particle veloc-
ity (PPV) induced by blasting in Deo Nai open-pit coal mine in Vietnam. Three models, namely, support vector machine 
(SVM), random forest (RF), and k-nearest neighbor (KNN), were also applied for comparison with XGBoost. To employ 
these models, 146 datasets from 146 blasting events in Deo Nai mine were used. Performance of the predictive models 
was evaluated using root-mean-squared error (RMSE) and coefficient of determination (R2). The results indicated that the 
developed XGBoost model with RMSE = 1.554, R2 = 0.955 on training datasets, and RMSE = 1.742, R2 = 0.952 on testing 
datasets exhibited higher performance than the SVM, RF, and KNN models. Thus, XGBoost is a robust algorithm for build-
ing a PPV predictive model. The proposed algorithm can be applied to other open-pit coal mines with conditions similar to 
those in Deo Nai.

Keywords eXtreme gradient boosting · XGBoost · Ground vibration · Peak particle velocity

Introduction

Blasting is one of the highly effective methods in open-cast 
mining when used to move rocks and overburden. However, 
only 20–30% of explosion energy is used for rock fragmen-
tation (Chen and Huang 2001; Coursen 1995; Gad et al. 
2005; Gao et al. 2018e). The remaining energy is wasted 

and generates undesirable effects such as ground vibration, 
air-blast overpressure (AOp), fly rock, and back break (Ak 
and Konuk 2008; Bui et al. 2019; Chen and Huang 2001; 
Ghasemi et al. 2016; Hajihassani et al. 2014; Hasanipanah 
et al. 2017a; Monjezi et al. 2011a; Nguyen and Bui 2018b; 
Nguyen et al. 2018a). Among these effects, PPV is one of 
the most undesirable effects because it may be harmful 
to humans and structures. To reduce the adverse effects 
of blasting operations, many researchers have proposed 
empirical equations to predict PPV; among these researchers 
are the United States Bureau of Mines (Duvall and Fogel-
son1962; Ambraseys and Hendron 1968; Davies et al.1964; 
Standard 1973; Roy 1991). However, influencing parameters 
are numerous, and the relationship among them is compli-
cated. Thus, the empirical methods may not be entirely 
suitable for predicting PPV in open-cast mines (Ghasemi 
et al. 2013; Hajihassani et al. 2015; Hasanipanah et al. 2015; 
Monjezi et al. 2011b, 2013; Nguyen and Bui 2018a; Nguyen 
et al. 2018b, 2019; Saadat et al. 2014).

Nowadays, artificial intelligence (AI) is well known as a 
robust tool for solving the real-life problems (Alnaqi et al. 
2019; Gao et al. 2018a, c; Moayedi and Nazir 2018; Moayedi 
et al. 2019; Moayedi and Rezaei 2017). Many researchers 
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have studied and applied AI in predicting blast-induced 
issues, especially blast-produced PPV. Longjun et al. (2011) 
applied two benchmark algorithms for estimating PPV, 
including support vector machine (SVM) and random for-
est (RF); two other parameters with 93 explosions were used 
as training datasets, and 15 observations among 93 views 
were selected as testing datasets. Their study indicated 
that the SVM and RF models performed well in estimating 
blast-induced PPV. The SVM model was introduced as a 
superior model in their study. Hasanipanah et al. (2017b) 
also developed a Classification and regression tree (CART) 
model to predict PPV at Miduk copper mine (Iran) using 
86 blasting events. Multiple regression (MR) and various 
empirical techniques were also considered to predict PPV 
and compared with the CART model. As a result, the CART 
model was exhibited better performance than the other mod-
els with RMSE = 0.17 and R2 = 0.95 in their study. In another 
work, Chandar et al. (2017) estimated blast-induced PPV 
using ANN model; 168 blasting operations were collected in 
dolomite, coal mine, and limestone (Malaysia) for their aim. 
The results indicated that the ANN model, with R2 = 0.878 
for the three mines, is the best among the approaches used 
in their study. Metaheuristics algorithm was also considered 
and used to predict PPV by Faradonbeh and Monjezi (2017), 
i.e., gene expression programming (GEP); 115 blasting 
operations were used for their study. Accordingly, a formula 
based on the GEP was developed to estimate PPV as the 
first step in their study. Then, it was compared with several 
nonlinear and general equation models as the second step as 
well. Their results designated that the GEP model was bet-
ter than the other models in forecasting blast-induced PPV. 
Similar works can be found at those references (Faradonbeh 
et al. 2016; Hasanipanah et al. 2017c; Sheykhi et al. 2018; 
Taheri et al. 2017).

In this study, an XGBoost model was developed to predict 
blast-induced PPV in Deo Nai open-pit coal mine (Vietnam). 
Three other models were also produced, including SVM, RF, 
and KNN for comparison with the constructed XGBoost 
model.

This paper is organized as follows. Section “two” 
describes the site study and the data used. Section “three” 
provides an overview of the algorithms used in this study. 
Section “four” reports the results and discussion. Section 
“five” shows the validation of the constructed models. 
Finally, Section “six” presents our conclusions.

Site study and data used

Study area

With the total area up to ~ 6  Km2, the Deo Nai open-pit coal 
mine was a large open-cast coal mine in Vietnam (Fig. 1). 

It is located in Quang Ninh province, Vietnam, with the 
proven reserve is 42.5 Mt, and productivity is 2.5 Mt/year. 
The study area has a complex geological structure, includes 
many different phases and faults. Conglomerate, siltstone, 
sandstone, claystone, and argillic rock were included in the 
overburden of this mine (Vinacomin 2015). The hardness of 
these rocks (f) in the range of 11–12 according to Protodia-
konov’s classification (Protodiakonov et al. 1964); specific 
weight (γ) in the range of 2.62–2.65 t/m3. Therefore, blasting 
operations for rock fragmentation in this mine is a high-
performance method.

However, the Deo Nai open-pit coal mine is located near 
residential areas (Fig. 1), which have a distance of approxi-
mately 400 m from the blasting sites. Moreover, the capac-
ity of burden must explode significantly in a blast of up to 
more 20 tons, and the adverse effects (especially PPV) of 
the blasting operation to the surrounding environment are 
substantial. Thus, we have selected this area as a case study 
to consider and predict PPV caused by blasting operations 
with the aim of controlling the undesirable effects on the 
environment and residential areas.

Data collection

To conduct this study, 146 blasting events were collected 
with nine parameters, such as the number of borehole rows 
per blast (N), charge per delay (Q), powder factor (q), length 
of stemming (T), burden (B), monitoring distance (D), spac-
ing (S), bench height (H), and time interval between blasts 
(Δt) which were considered as nine input parameters to pre-
dict the outcome, i.e., PPV. Table 1 shows a brief of the 
datasets used in this study.

For monitoring PPV, the Blastmate III instrument (Instan-
tel, Canada) was used with the specifications that are shown 
in Table 2. In this study, PPV values were recorded in the 
range of 2.140 to 33.600 mm/s. A GPS device was used to 
determine D. The remaining parameters were extracted from 
blast patterns.

Preview of XGBoost, SVM, RF, and KNN

eXtreme gradient boosting (XGBoost)

XGBoost is an improved algorithm based on the gradi-
ent boosting decision proposed by (Friedman et al. 2000, 
2001; Friedman 2001, 2002). XGBoost, which was cre-
ated and developed by Chen and He (2015), can construct 
boosted trees efficiently, operate in parallel, and solve both 
classification and regression problems. The core of the 
algorithm is the optimization of the value of the objec-
tive function. It implements machine learning algorithms 
under the gradient boosting framework. XGBoost can 
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solve many data science problems in a fast and accurate 
way with parallel tree boosting such as gradient boosting 
decision tree and gradient boosting machine.

An objective function usually consists of two parts (train-
ing loss and regularization):

where L is the training loss function and � is the regulari-
zation term. The training loss is used to measure the model 
performance on training data. The regularization term aims 
to control the complexity of the model such as overfitting 
(Gao et al. 2018d). Various ways are conducted to define 
complexity. However, the complexity of each tree is often 
computed as the following equation:

(1)Obj(�) = L(�) +�(�),

Fig. 1  Location of the study area

Table 1  Blasting events 
recorded for this study

Q (Kg) H (m) B (m) S (m) T (m)

Minimum: 3007 Minimum: 13.00 Minimum: 7.500 Minimum: 7.40 Minimum: 6.20
Mean: 13,324 Mean: 14.38 Mean: 8.071 Mean: 7.82 Mean: 6.87
Maximum: 24,171 Maximum: 16.0 Maximum: 8.50 Maximum: 8.20 Maximum: 7.50
q (kg/m3) N (borehole) D (m) Δt (ms) PPV (mm/s)
Minimum: 0.3500 Minimum: 2.000 Minimum: 180.0 Minimum: 17.00 Minimum: 2.140
Mean: 0.4184 Mean: 3.525 Mean: 465.8 Mean: 27.64 Mean: 13.322
Maximum: 0.480 Maximum: 5.00 Maximum: 726 Maximum: 42.00 Maximum: 33.600

Table 2  Basic parameters of the PPV monitoring instrument Source: 
http://www.insta ntel.com

Features Parameters

Range 0.127–254 mm/s
Accuracy ± 0.5 mm/s or 5% (0.02 in/s)
Transducer density 2.13 g/cc (133 lbs/ft3)

http://www.instantel.com
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where T is the number of leaves and � is the vector of scores 
on leaves.

The structure score of XGBoost is the objective function 
defined as follows:

where �j are independent of each other. The form 
Gj�j +

1

2
(Hj + �)�2

j
 is quadratic and the best �j for a given 

structure q(x).

Support vector machines (SVM)

SVM is a machine learning method based on statistical 
theory and developed by (Cortes and Vapnik 1995). This 
method continues to be applied to high-performing algo-
rithms with slight tuning. Similar to CART, SVM can also 
be used to solve classification and regression problems. 
According to Cortes and Vapnik (1995), SVM was used for 
classification analysis. SVR, a version of SVM for regression 
analysis, was proposed by Drucker et al. (1997).

In  SVM,  f i t t i ng  da t a  {xi, yi}, (i = 1, 2,… , n),

xi ∈ Rn, yi ∈ R with a function f (x) = w ⋅ x + b is a problem. 
Thus, according to SVM theory, the fitting problem function 
is expressed as follows:

where ai, ai
*, and b are obtained by solving subsequent sec-

ond optimization problems. Usually, a small fraction of ai, 
ai

* is not zero; this fraction is called support vector.
Max:

where C is a penalty factor that shows the penalty degree 
to samples of excessive error ε; K(xixj) is kernel function, 

(2)
�(f ) = �T +

1

2
�

T∑
j=1

�2
j
,

(3)Obj =

T∑
j=1

[
Gj�j +

1

2
(Hj + �)�2

j

]
+ �T ,

(4)f (x) = w ⋅ x + b =

k∑
i=1

(ai − a∗
i
)K(xxi) + b

(5)

w(a, a∗) = −
1

2

k∑
i,j=1

(ai − a∗
i
)(aj − a∗

j
)K(xixj)

+

k∑
i=1

yi(ai − a∗
i
) − �

k∑
i=1

(ai + a∗
i
),

(6)s.t.

⎧
⎪⎨⎪⎩

k∑
i=1

(ai − a∗
i
) = 0

0 ≤ ai, a
∗
i
≤ C, (i = 1, 2,… , k)

,

which solves calculation problems of high dimension skill-
fully by introducing kernel functions. These functions are 
mainly of the following types:

1. Linear kernel

2. Polynomial kernel

3. Radial original kernel function

4. Two-layer neural kernel

In this study, the SVM method with a polynomial kernel 
function is used to develop the SVM model for anticipat-
ing PPV.

Random forest (RF)

RF is one of the decision tree algorithms and introduced 
by Breiman (2001) for the first time. It is well known 
as a robust non-parametric statistical technique for both 
regression and classification problems. On the other hand, 
RF was introduced as an ensemble method based on the 
results from different trees to achieve predictive accu-
racy (Vigneau et al. 2018). For each new observation, RF 
combines the predicted values from the individual tree in 
the forest to give the best result. In the forest, each tree 
roles as a voter for the final decision of the RF (Gao et al. 
2018b). The core of the RF model for regression can be 
described as three steps follow:

Step 1 Create bootstrap samples as the number of the 
tree in the forest (ntree) based on the dataset.
Step 2 Develop an unpruned regression tree for each 
bootstrap sample by random sampling of the predictors 
(mtry). Among those variables, select the best split.
Step 3 Predict new observation by ensemble the pre-
dicted values of the trees (ntree). For the regression 
problem as well as predicting blast-induced PPV, the 
average value of the predicted values by the individual 
tree in the forest used.

Based on the training dataset, an estimate of the error 
rate can be obtained by the following:

(7)K(x, y) = x ⋅ y,

(8)K(x, y) = [(x ⋅ y) + 1]d; d = (1, 2,…),

(9)K(x, y) = exp

�
−‖x − y‖2

�2

�
,

(10)K(x, y) = tanh
[
a(x ⋅ y) − �

]
.
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• At each bootstrap iteration, predict the data not in the 
bootstrap sample using the tree grown with the boot-
strap sample, called “out-of-bag” (OOB).

• Aggregate the OOB predictions and calculate the error 
rate.

The implementation of the RF algorithm for predicting 
blast-induced PPV in this study is shown in Fig. 2. More 
details of the RF algorithm can be found at those references 
(Breiman 2001; Bui et al. 2019; Nguyen and Bui 2018b).

k‑nearest neighbor (KNN)

KNN is known as a favorite technique for solving regression 
and classification problems in machine learning and intro-
duced by Altman (1992). Based on the closest neighbors 
(k neighbors), the KNN algorithm determines the testing 
point and classify them. On the other hand, the KNN algo-
rithm does not learn anything from training data. It only 
remembers the weights of neighbors in the functional space. 
When it comes to forecasting a new observation, it searches 
similar results and calculates the distance to those neighbors. 
Therefore, KNN is classified as “lazy learning” algorithms 
(Fig. 3).

For regression problems as well as predicting blast-
induced PPV, the KNN algorithm uses a weighted aver-
age of the k-nearest neighbors, computed by their distance 
inversely. The KNN for regression can be worked as four 
steps follow:

Step 1 Determine the distance from the query sample to 
the labeled samples.

where N is the number of features; xtr,n and xt,n denote 
the nth feature values of the training ( xtr ) and testing ( xt ) 
points, respectively; wn is the weight of the nth feature 
and lies interval [0,1].
Step 2 Order the labeled examples by increasing distance.
Step 3 Based on RMSE (Eq. 12), define the optimal num-
ber of neighbors. Cross-validation can be used for this 
task.
Step 4 Calculate the average distance inversely with 
k-nearest neighbors.

Results and discussion

In this study, the datasets are divided into two sections: train-
ing and testing. Of the total datasets, 80% (approximately 
118 blasting events) are used for the training process, and the 
rest (28 observations) are used for the testing process. The 
training dataset is used for the development of the mentioned 

(11)d(xtr, xt) =

√√√√ N∑
n=1

wn(xtr,n − xt,n)
2

Fig. 2  Workflow of RF in predicting blast-induced PPV

Fig. 3  Illustration of KNN algorithm for two-dimensional feature 
space (Hu et al. 2014)
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models. The testing dataset is used to assess the performance 
of the constructed models.

To evaluate the performance of the constructed models, 
two criteria statistical include determination coefficient (R2) 
and root-mean-square error (RMSE) are used with RMSE 
provide an idea of how wrong all predictions are (0 is per-
fect), and R2 provides an idea of how well the model fits the 
data (1 is perfect, 0 is worst). In this study, RMSE and R2 
were computed using the following equations:

where n denotes for the number of data, yi and ŷi denotes the 
measured and predicted values, respectively; ȳ is the mean 
of the measured values.

Additionally, the Box–Cox transform and 10-fold cross-
validation methods are used to avoid overfitting/underfitting.

XGBoost

In XGBoost, two stopping criteria, namely, maximum tree 
depth and nrounds, were considered to prevent complexity 
in modeling. Selecting the significant values for maximum 
tree depth and the nrounds causes excessive growth of the 
tree and an overfitting problem. Therefore, the maximum 
tree depth is set in the 1–3 range, and nrounds is set as 50, 
100, and 150.

To achieve an optimum combination of these two param-
eters, a trial-and-error procedure was conducted with the 
range of two settings proposed. The performance indices, 
which include RMSE and R2, were calculated to evaluate the 

(12)RMSE =

√√√√1

n

n∑
i=1

(yi − ŷi)
2

(13)R2 = 1 −

∑
i

(yi − ŷi)
2

∑
i

(yi − ȳ)2

XGBoost models on both the training and testing datasets 
(Table 3).

Based on Table 3, nine XGBoost models were developed 
and evaluated. The results of the XGBoost models in Table 3 
are very close to each other, which causes difficulty in select-
ing the best model. Thus, a simple procedure with the rank-
ing method proposed by Zorlu et al. (2008) is applied in 
Table 4. The XGBoost models in Table 4 are ranked and 
evaluated through ranking indicators. The results of the 
overall grade for XGBoost models 1–9 are summarized in 
Table 5.

According to Table 5, model 1 with the total rank value 
of 35 reached the highest value among all the constructed 
XGBoost models. On other words, the XGBoost model No. 
1 performed better than the other XGBoost models in this 
study.

Support vector machine (SVM)

In SVM, the kernel function with polynomial kernel was 
used to develop the SVM models. Two stopping criteria, 
namely degree and cost, were considered to prevent com-
plexity in modeling. Also, the scale parameter was held con-
stant at a value of 0.1. In this study, we select the range of 
1–3 for the degree and set the cost as 0.25, 0.5, and 1.

To achieve an optimum combination of these two parame-
ters, a trial-and-error procedure was also conducted similarly 
to that for the XGBoost method with the range of the two 
SVM parameters. The performance indices, namely, RMSE 
and R2, were calculated to evaluate the SVM models on both 
the training and testing datasets (Table 6).

Table 6 shows some low-performance models such as 
nos. 1, 4, 7, 2, 5. However, some models exhibit high per-
formances that are almost similar. Thus, a simple ranking 
method should be applied to determine the best SVM model 
among the developed ones, as shown in Table 7. Table 8 
indicates the total rank of the SVM models 1–9.

According to Table 8, model 6 with a total rank of 32 
achieved the best performance among all the developed 

Table 3  Performance indicators 
of the XGBoost models

Technique Model no. nrounds max_depth Training process Testing process

RMSE R2 RMSE R2

XGBoost 1 150 1 1.554 0.955 1.742 0.952
2 150 2 1.636 0.951 1.783 0.951
3 150 3 1.711 0.945 1.840 0.948
4 100 1 1.568 0.954 1.745 0.951
5 100 2 1.609 0.953 1.765 0.950
6 100 3 1.662 0.949 1.853 0.947
7 50 1 1.725 0.951 1.947 0.946
8 50 2 1.618 0.953 1.748 0.952
9 50 3 1.617 0.952 1.808 0.949
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SVM models. Thus, we conclude that model 6 is the best 
SVM model with the SVM method. Note that, the same 
training and testing datasets were applied for the develop-
ment of the SVM models as those used for the XGBoost 
models.

Random forest (RF)

With the RF technique, two stopping criteria called ntree and 
mtry were considered to prevent complexity and reduce the 
running time of the model. A trial-and-error procedure with 
ntree is discussed in the range of 50–150, whereas mtry set as 
5, 7, and 9 is implemented in Table 9. Likewise to the devel-
opment of the XGBoost and SVM models, the same training 
and testing datasets were applied for the development of the 
RF models in this study.

Table 4  The ranking of the 
XGBoost models based on their 
performance

Technique Model RMSE R2 Rank for 
RMSE

Rank for R2 Total rank

XGBoost Training 1 1.554 0.955 9 9 18
Training 2 1.636 0.951 4 4 8
Training 3 1.711 0.945 2 1 3
Training 4 1.568 0.954 8 8 16
Training 5 1.609 0.953 7 7 14
Training 6 1.662 0.949 3 2 5
Training 7 1.725 0.951 1 3 4
Training 8 1.618 0.953 5 6 11
Training 9 1.617 0.952 6 5 11
Testing 1 1.742 0.952 9 8 17
Testing 2 1.783 0.951 5 6 11
Testing 3 1.840 0.948 3 3 6
Testing 4 1.745 0.951 8 7 15
Testing 5 1.765 0.950 6 5 11
Testing 6 1.853 0.947 2 2 4
Testing 7 1.947 0.946 1 1 2
Testing 8 1.748 0.952 7 9 16
Testing 9 1.808 0.949 4 4 8

Table 5  Total rank of XGBoost models

The best model was shown in bold

Technique Model no. Total rank

XGBoost 1 35
2 19
3 9
4 31
5 25
6 9
7 6
8 27
9 19

Table 6  Performance indices of 
SVM models

Method Model no. Degree Cost Training data Testing data

RMSE R2 RMSE R2

SVM 1 1 0.25 2.763 0.877 3.875 0.805
2 2 0.25 2.213 0.917 2.991 0.869
3 3 0.25 2.074 0.923 2.580 0.926
4 1 0.5 2.725 0.880 3.763 0.808
5 2 0.5 2.185 0.918 2.753 0.890
6 3 0.5 2.036 0.921 2.566 0.934
7 1 1 2.664 0.883 3.908 0.783
8 2 1 2.186 0.916 2.469 0.916
9 3 1 2.152 0.911 2.440 0.944
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Based on Table 9, all of the nine constructed RF models 
are suitable for estimating blast-produced PPV in this study. 
Some of the RF models, such as models 5–9, provide higher 
performance than others. However, the results of the mod-
els are nearly similar. Thus, concluding which model is the 
best for the RF technique is difficult. A ranking technique 
was used to identify the best model for the RF technique, as 
reported in Table 10. Additionally, a total ranking of the RF 
models is computed in Table 11.

According to Tables 10 and 11, RF model 7 with a total 
ranking value of 30 reached the highest value among all the 
developed RF models. Thus, we can conclude that RF model 
7 with ntree = 150 and mtry = 9 is the superior model in the RF 
technique for anticipating blast-produced PPV in this study.

Table 7  Performance indices of 
SVM models with the rank

Method Model RMSE R2 Rank for 
RMSE

Rank for R2 Total rank

SVM Training 1 2.763 0.877 1 1 2
Training 2 2.213 0.917 4 6 10
Training 3 2.074 0.923 8 9 17
Training 4 2.725 0.880 2 2 4
Training 5 2.185 0.918 6 7 13
Training 6 2.036 0.921 9 8 17
Training 7 2.664 0.883 3 3 6
Training 8 2.186 0.916 5 5 10
Training 9 2.152 0.911 7 4 11
Testing 1 3.875 0.805 2 2 4
Testing 2 2.991 0.869 4 4 8
Testing 3 2.580 0.926 6 7 13
Testing 4 3.763 0.808 3 3 6
Testing 5 2.753 0.890 5 5 10
Testing 6 2.566 0.934 7 8 15
Testing 7 3.908 0.783 1 1 2
Testing 8 2.469 0.916 8 6 14
Testing 9 2.440 0.944 9 9 18

Table 8  Total rank of SVM models

The best model was shown in bold

Technique Model no. Total rank

SVM 1 6
2 18
3 30
4 10
5 23
6 32
7 8
8 24
9 29

Table 9  The RF models 
performance for predicting 
blast-induced PPV

Technique Model no. ntree mtry Training process Testing process

RMSE R2 RMSE R2

RF 1 150 5 1.816 0.944 2.837 0.885
2 100 5 1.819 0.944 2.975 0.874
3 50 5 1.803 0.944 3.126 0.859
4 150 7 1.736 0.948 2.031 0.939
5 100 7 1.737 0.948 1.945 0.943
6 50 7 1.745 0.948 1.925 0.944
7 150 9 1.719 0.946 1.811 0.947
8 100 9 1.723 0.946 1.804 0.948
9 50 9 1.717 0.946 1.886 0.944
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k‑nearest neighbor (KNN)

In this study, nine KNN models were developed with the k 
neighbors set in a range of 3–11 through training datasets. 
The performance of the KNN models was evaluated using 
the testing dataset as the second step in the development of 
the KNN models. Note that the same datasets were used for 
the development of the KNN models as those used for the 
development of the models above. The performance indices 
of the KNN models are shown in Table 12.

As shown in Table 12, the results of the constructed KNN 
models are close to one another. Thus, determining which 
model is the most optimal among the built KNN models 
is difficult. A simple ranking method similar to the previ-
ous sections was applied to the KNN technique. The per-
formance indices of the KNN models with their rank were 

Table 10  The RF models with 
their rank through performance 
indicators

Technique Model RMSE R2 Rank for 
RMSE

Rank for R2 Total rank

RF Training 1 1.816 0.944 2 1 3
Training 2 1.819 0.944 1 3 4
Training 3 1.803 0.944 3 2 5
Training 4 1.736 0.948 6 8 14
Training 5 1.737 0.948 5 9 14
Training 6 1.745 0.948 4 7 11
Training 7 1.719 0.946 8 6 14
Training 8 1.723 0.946 7 4 11
Training 9 1.717 0.946 9 5 14
Testing 1 2.837 0.885 3 3 6
Testing 2 2.975 0.874 2 2 4
Testing 3 3.126 0.859 1 1 2
Testing 4 2.031 0.939 4 4 8
Testing 5 1.945 0.943 5 5 10
Testing 6 1.925 0.944 6 7 13
Testing 7 1.811 0.947 8 8 16
Testing 8 1.804 0.948 9 9 18
Testing 9 1.886 0.944 7 6 13

Table 11  Total ranking of RF models

The best model was shown in bold

Technique Model no. Total rank

RF 1 9
2 8
3 7
4 22
5 24
6 24
7 30
8 29
9 27

Table 12  The KNN models 
performance in this study

Technique Model no. k Training process Testing process

RMSE R2 RMSE R2

KNN 1 3 2.878 0.853 3.708 0.791
2 4 2.864 0.861 3.581 0.809
3 5 2.796 0.876 3.161 0.859
4 6 2.857 0.878 3.326 0.851
5 7 2.985 0.867 3.203 0.870
6 8 3.008 0.867 3.278 0.874
7 9 3.006 0.866 3.368 0.861
8 10 3.061 0.859 3.466 0.850
9 11 3.017 0.864 3.434 0.863
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calculated and the results are presented in Table 13. Addi-
tionally, Table 14 shows the total rank of KNN models.

According to Tables 13 and 14, nine KNN models were 
ranked with the value of total rank in the range of 9–31. As 
shown in the tables, KNN model 3 with an entire rank value 
of 31 achieved the highest value among the developed KNN 
models.

Validation performance of models

In this study, two statistical criteria, namely, R2 and 
RMSE, were employed to measure the performance 
of the selected predictive models and computed using 
Eqs. (12–13). After the optimal models for each technique 

were selected, the values of the aforementioned statistical 
criteria for all models were calculated for both the training 
and testing datasets, as indicated in Table 15. According to 
these results, the accuracy level of the XGBoost technique 
is better than those of the SVM, RF, and KNN models. 
Figure 4 demonstrates the performance of the models in 
forecasting blast-induced PPV on the testing dataset.

Figure 5 presents a useful way to consider the spread 
of the estimated accuracies for the various methods and 
how they relate among the XGBoost, SVM, RF, and KNN 
techniques. According to Fig. 5, the KNN technique has 
the lowest accuracy level with several outliers, whereas 
the XGBoost technique exhibits the highest accuracy level 
without outliers. The RF technique can also provide an 
approximation of the XGBoost performance. However, 
a closer look shows that the developed XGBoost model 
offers higher performance than the RF model. Further-
more, the RF technique appears to have outliers, whereas 
the established XGBoost model has none. Additionally, the 
accuracy of the selected PPV predictive models was also 

Table 13  Performance of the 
KNN models with the rank

Technique Model RMSE R2 Rank for 
RMSE

Rank for R2 Total rank

KNN Training 1 2.878 0.853 6 1 7
Training 2 2.864 0.861 7 3 10
Training 3 2.796 0.876 9 8 17
Training 4 2.857 0.878 8 9 17
Training 5 2.985 0.867 5 7 12
Training 6 3.008 0.867 3 6 9
Training 7 3.006 0.866 4 5 9
Training 8 3.061 0.859 1 2 3
Training 9 3.017 0.864 2 4 6
Testing 1 3.708 0.791 1 1 2
Testing 2 3.581 0.809 2 2 4
Testing 3 3.161 0.859 9 5 14
Testing 4 3.326 0.851 6 4 10
Testing 5 3.203 0.870 8 8 16
Testing 6 3.278 0.874 7 9 16
Testing 7 3.368 0.861 5 6 11
Testing 8 3.466 0.850 3 3 6
Testing 9 3.434 0.863 4 7 11

Table 14  Total rank of KNN models

The best model was shown in bold

Technique Model no. Total rank

KNN 1 9
2 14
3 31
4 27
5 28
6 25
7 20
8 9
9 17

Table 15  Statistical values for selected predictive models

Model Training data Testing data

RMSE R2 RMSE R2

XGBoost 1.554 0.955 1.742 0.952
SVM 2.036 0.921 2.566 0.934
RF 1.719 0.946 1.811 0.947
KNN 2.796 0.876 3.161 0.859
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compared and shown in Fig. 6. According to Fig. 6, among 
the developed models, the XGBoost technique yields the 
most reliable results in forecasting blast-produced PPV.

Considering the input variables in this study, it shows 
that the number of input variables is high (9 input varia-
bles). Therefore, an analysis procedure of sensitivity was 
performed to find out which input variable(s) is/are the most 
influential parameters on blast-induced PPV as shown in 
Fig. 7. As a result, Q (charge) and D (distance) are the most 
influential factors on blast-induced PPV in this study. They 
should be used in practical engineering to control blast-
induced PPV. The other input parameters were also effected 
on blast-induced PPV but not much.

Conclusions and recommendations

In practice, an accurate and efficient estimation of PPV is 
essential to reduce the environmental effects of blasting 
operations, especially near residential areas. This study 
developed the XGBoost, SVM, RF, and KNN models to 
predict PPV caused by blasting operations in the Deo Nai 
open-pit coal mine in Vietnam. Nine input parameters (Q, 
H, B, S, T, q, N, D, and Δt) were used to predict PPV from 
146 blasting events at the mine. For modeling purposes, all 
datasets were divided into training and testing sets, with 80% 
(118 observations) of the entire dataset used for training 
and 20% (28 representations) for testing. The performance 

Fig. 4  Measured versus 
predicted values on the testing 
dataset

Fig. 5  Comparison of machine learning algorithms in box and whisker plots
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of the predictive models was evaluated based on two crite-
ria, namely, R2 and RMSE, using the training and testing 
datasets. Based on the results of this study, RMSE values of 
1.554 and 1.742 were obtained for the XGBoost model on 
the training and testing datasets, respectively. These values 
are the smallest among the RMSE values of the constructed 
models, which shows that the XGBoost model can be intro-
duced as a new approach to solve environmental problems 
caused by blasting. Furthermore, R2 values of 0.955 and 
0.952, respectively, for the training and testing datasets of 
the XGBoost technique indicate that the capability of the 
proposed technique is slightly higher than that of the other 
developed models for PPV prediction.

Although XGBoost was a robust model for predicting 
blast-induced PPV in this study, it is still needed to be fur-
ther studied for improving the accuracy level as well as the 
computational time. Also, a hybrid model based on XGBoost 
and another algorithm are also a good idea for future works.
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selected predictive models on 
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Fig. 7  Sensitivity analysis of 
independent variables for the 
PPV predictive model
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Abstract
Western Anatolia has been formed by the motions of the African plate, Arabian plate and Hellenic Subduction zone. The 
Hellenic Subduction zone, which has high seismicity, is the main tectonic feature of the eastern Mediterranean Sea related to 
the subduction of the African Plate beneath the Aegean Sea Plate. The Hellenic Subduction zone has a complex lithospheric 
structure and shows complex differences in the Aegean Sea in terms of continental crust thickness and mantle velocity. In the 
study area, the directions of Global Positioning System (GPS) velocity vectors which are towards SE change towards S from 
North of Western Anatolia to Hellenic Subduction zone. It is thought that the factor which controls this mechanism is the 
shear force or subduction zone located in Aegean Sea. Western Anatolia region, which is located in Western Anatolia Exten-
sional province, includes several morphologically significant N–S trending active normal faults. Besides, the NE–SW and 
NW–SE trending faults, which their kinematic features change from north to south, are very effective on the tectonic regime 
of the region. Additionally, for determining the boundaries of these tectonic elements, the Complete Spherical Bouguer (CSB) 
gravity anomaly of study area was calculated by using World Gravity Map (WGM2012) model. Moreover, in historical and 
instrumental studies, the high seismicity of the study area is remarkable. It is thought that this case is also related with the 
mechanism which oriented the GPS velocity vectors to southward. Consequently, the dominant kinematic structure of the 
region was classified by combining the GPS velocity vectors computed for Izmir and its surroundings bounded by Western 
Anatolia, Aegean Sea and Eastern Mediterranean and the CSB gravity anomaly. Finally, the results were interpreted together 
with focal depth distributions of earthquakes and Bouguer gravity data.

Keywords GPS · Tectonic elements · WGM2012 model · Gravity · Western Anatolia · Eastern Mediterranean · Aegean Sea

Introduction

The tectonic movements of Arabian, African and Eurasian 
plates have formed the Eastern Mediterranean tectonism 
by compression in Eastern Anatolia, extension in Western 
Anatolia and faulting along North Anatolian Fault and East 
Anatolian Fault zones. Therefore, the Anatolian block has 
moved to W–SW, and additionally, due to the movement 

of African plate towards Eurasian plate, these oceanic sub-
ductions are driven throughout Hellenic Subduction zone 
(Fig. 1) (McKenzie 1972; Le Pichon and Angelier 1979; 
McClusky et  al. 2000; Mart and Ryan 2003; Pamukçu 
2016). The roll-back system of the Mediterranean slab sub-
duction under the Aegean Sea causes the great subduction 
throughout Hellenic Subduction zone. Additionally, the slab 
pull force in the Mediterranean creates N–S extension in 
the Western Anatolia and Aegean region (Le Pichon and 
Angelier 1979; Le Pichon 1982; Mercier et al. 1989; Sorel 
et al. 1988).

The Western Anatolia is one of the most active exten-
sional regions in the world (McKenzie 1978; Le Pichon and 
Angelier 1979; Dewey et al. 1986; Jackson and McKenzie 
1988; Taymaz et al. 1990; Ambraseys and Jackson 1990; 
Goldsworthy et al. 2002; Nyst and Thatcher 2004). For 
clarifying the reason of extension, different models were 
suggested by Dewey (1988), Seyitoğlu and Scott (1991), 
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Dewey and Şengör (1979) and Le Pichon and Angelier 
(1979). These models were presented as four type models: 
the first is Anatolian plate escape, the second is orogenic 
collapse, the third is back-arc extension, and the last one is 
the combined model of the three models. In According to 
Yılmaz et al. (2000)and Bozkurt and Sözbilir (2004) the N-S 
trending extensional system of Western Anatolia has been 
still active since Mio-Pliocene.

Reilinger et  al. (2010) pointed out that there was no 
coherency between the recent motions of the Aegean region 
and the previous geophysical and geological findings of pre-
vious studies (Makris 1978; Armijo et al. 1996). The GPS 
studies were carried out in Aegean region (McClusky et al. 
2000; Kahle et al. 2000; Reilinger et al. 2006, 2010) indi-
cating that the southward of Aegean Sea and Peloponnisos 
transform towards SW with minor internal deformation and 
according to Reilinger et al. (2010) new fault system causes 
these transformations.

Western Anatolia and Aegean Sea, which are chosen as 
the study region in this study, were evaluated in the previ-
ous studies (McClusky et al. 2000; Reilinger et al. 2006; 
Nyst and Thatcher 2004; Floyd et al. 2010) as blocks due 
to the relative motions. In the study of Nyst and Thatcher 
(2004), it was indicated that the GPS velocity vectors in 
and around Izmir were distinct from Western Anatolia. 

Hence, GPS measurements were carried out in 2009, 
2010, 2011 for observing the behaviours of main tectonic 
structures located in Izmir and its surroundings by Kah-
veci et al. (2013), Pamukçu et al. (2015) and Çırmık et al. 
(2017).

In this study, the Eurasia-fixed-frame solutions of 
McClusky et al. (2000), Hollenstein et al. (2008), Çırmık 
et al. (2017) and Çırmık and Pamukçu (2017) were evalu-
ated together and consequently, new  microplate models 
were proposed for Western Anatolian region, Aegean Sea 
and eastward of Hellenic Subduction zone by examining 
the Eurasia-fixed-frame solutions with Complete Spherical 
Bouguer (CSB) gravity anomalies, earthquake focal depth 
distributions. In this study, the study region was divided 
into seven microplates and three regions due to the differ-
ences on the amplitudes and directions of GPS velocities, 
topographic/bathymetric and CSB gravity anomaly values. 
Additionally, when seismicity, gravity anomaly values and 
the microplate borders were evaluated it was found that 
the transitions in low and high seismicity zones present 
the borders of the microplates; therefore, it can be said 
that the separation of the study area into microplates was 
related with the density changes in the tectonic elements.

The whole steps of the study are given briefly with a 
flow-chart for following the applications clearly.

Fig. 1  The main tectonic struc-
tures in the study area (Gessner 
et al. 2013, the topographic data 
were obtained from TOPEX; 
Smith and Sandwell 1997)
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Analysis of the GPS solutions

In the scope of this study, the GPS velocities of four differ-
ent studies (McClusky et al. 2000; Hollenstein et al. 2008; 
Çırmık et al. 2017; Çırmık and Pamukçu 2017) were evalu-
ated together for examining the velocity change related with 
the kinematic structure in Western Anatolia, Aegean Sea and 
Eastern Mediterranean (Fig. 2). The GPS data of McClusky 
et al. (2000) and Hollenstein et al. (2008) belong to the years 
between 1988–1997 and 1993–2003, respectively. The GPS 
data of Çırmık et al. (2017) and Çırmık and Pamukçu (2017) 
belong to 2009, 2010 and 2011.

Before evaluating all GPS velocities, a reference frame 
transformation is needed since the GPS velocities of 
McClusky et  al. (2000) were calculated with ITRF96, 
Hollenstein et al. (2008) were calculated with ITRF00 
and the GPS velocities of Çırmık et al. (2017) and Çırmık 
and Pamukçu (2017) were calculated with ITRF08. By 
calculating the rotation between common sites of two 
velocity fields, the reference frame effect was removed. 
In this study, ITRF08 was chosen as the reference frame 
and the frames of McClusky et al. (2000) and Hollenstein 
et al. (2008) were transformed to ITRF08. Initially, the 

GPS data of Çırmık et al. (2017) and Çırmık and Pamukçu 
(2017) were processed together with ITRF08 with Gamit/
Globk (Herring et al. 2015) software. During processing, 
for increasing the common sites with McClusky et al. 
(2000) four IGS stations (NYAL, KIT3, METS, JOZE) 
were added. In this way, by calculating the rotation 
between Çırmık et al. (2017), Çırmık and Pamukçu (2017) 
and McClusky et al. (2000) at six common sites (KRPT, 
WTZR, NYAL, KIT3, METS and JOZE) and between Hol-
lenstein et al. (2008) at nine common sites (KRPT, BUCU, 
GLSV, ISTA, MATE, NICO, TUBI, WTZR and ZECK), 
the reference frames effects were removed by using Gamit/
Globk software.

Following this transformation, the plate-centric GPS 
velocities were inverted to estimate the angular velocities 
on the common sites velocities. Generally, in plate motion 
models, the motions of plates on the Earth’s surface can be 
described by Euler rotations. In other words, the relative 
motions between any two plates can be described as a rota-
tion about an Euler Pole (Euler theorem). Euler pole is the 
intersection of the rotation axis with the Earth’s surface. 
Therefore, relative motions of plates can be defined by the 
rotations with the assumption of rigid plates on a spherical 
Earth (DeMets et al. 1990; Ahadov and Jin 2017; Stein and 
Wysession 2005). Application of Euler theorem in geophys-
ics states that the displacement of one tectonic plate relative 
to other plates takes place as a rotation about the Euler pole 
of relative rotation between the plates (Goudarzi et al. 2014). 
In this study, calculation of Euler pole parameters (latitude, 
longitude, ω) was performed using GPS linear velocity vec-
tors. Then, the magnitude of linear velocity (v) on the station 
on Plate B, with respect to Plate A due to rotation around the 
North Pole, can be obtained using Eq. 1:

where ω is the magnitude (Euclidian length) of angular 
velocity (Euler plate rotation) vector and r is the position 
vector of the station of interest (DeMets et al. 1990). One 
can compute this vector cross-product by converting station 
latitudes and longitudes (and thus converting velocity vec-
tors) either in global Cartesian coordinate system (X, Y, Z) 
or in local geodetic (north, east, up) system.

As a result, the estimated Euler pole parameters are given 
in Table 1, where �x , �y and �x are called as the components 
of Euler vector and ω is called as the magnitude of the angu-
lar velocity calculated from Euler components.

It is seen from Table 1 that Gamit/Globk estimates of 
Euler parameters are smaller than their uncertainties, mean-
ing that Euler pole in this study could be basically anywhere 
on Earth and it would not make a significant difference to 
the results of the velocity solution combination because the 
required rotation rate is so small (Floyd and Herring 2018). 
Differences at the common sites after the transformation are 

(1)v = �AB ⋅ r

Fig. 2  GPS velocities and their 95% confidence ellipses in a Eura-
sia-fixed reference frame (yellow vectors: McClusky et al. 2000; red 
vectors: Hollenstein et  al. 2008, black vectors: Çırmık et  al. 2017; 
Çırmık and Pamukçu 2017) (This figure is created by using Generic 
Mapping Tools (GMT); Wessel and Smith 1998)
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given in Table 2 for Hollenstein et al. (2008) and Table 3 for 
McClusky et al. (2000).

Determining the Complete spherical 
Bouguer (CSB) gravity anomaly

The satellite-based gravity models, Earth Gravity Model 
(EGM2008) (Pavlis et  al. 2008), World Gravity Model 
(WGM2012) (Bonvalot et al. 2012), European Improved 
Gravity model of the Earth by New techniques (EIGEN6c-4) 
(Förste et al. 2014), Gravity field and steady-state Ocean 
Circulation Explorer (GOCE) and EGM2008 combined 
model (GECO) (Gilardoni et al. 2016) etc. have been used 
for decades. WGM2012 model is the first release of a high-
resolution grid of the Earth’s gravity anomalies (Bouguer, 
isostatic and surface free-air), calculated at global scale in 
spherical geometry by the Bureau Gravimétrique Interna-
tional (BGI) in the frame of collaborations with international 

organizations such as Commission for the Geological Map 
of the World (CGMW), UNESCO, International Association 
of Geodesy (IAG), International Union of Geodesy and Geo-
physics (IUGG), International Union of Geological Sciences 
(IUGS) and with various scientific institutions. WGM2012 
gravity anomalies are derived from EGM2008 and DTU10 
(Global Ocean Tide model of Technical University of Den-
mark) and include “1 × 1” resolution terrain corrections 
derived from ETOPO1 model (Bonvalot et al. 2012). The 
background removal that is based on Least Squares approxi-
mation was applied on CSB gravity anomaly to remove local 
anomalies or possible geological trend from data. In this 
step, WGM2012 model was used for the calculation of CSB 
gravity anomaly of Western Anatolia, Aegean Sea and East-
ern Mediterranean. In this purpose, trend statistics of CSB 
gravity anomalies were calculated with the equations given 
in Table 4. The best fit between WGM2012 and trend sta-
tistic was the linear trend of CSB gravity anomaly (Fig. 3).

Table 1  Euler pole parameters with respect to combined processing of Çırmık et al. (2017) and Çırmık and Pamukçu (2017) on Eurasia-fixed 
plate

�x ± � (°/Myr) �y ± � (°/Myr) �z ± � (°/Myr) ω ± σ (°/Myr) Latitude (°N) Longitude (°E)

Hollenstein et al. (2008) − 0.00061 ± 0.0303 − 0.01056 ± 0.0167 − 0.02564 ± 0.0307 0.0277 ± 0.046 67.58 − 93.31
McClusky et al. (2000) − 0.00086 ± 0.02606 − 0.02035 ± 0.01519 − 0.03103 ± 0.03464 0.0389 ± 0.045 56.72 − 92.10

Table 2  Differences at the 
common sites for Hollenstein 
et al. (2008)

Station name dN (mm) ± sN (mm) dE (mm) ± sE (mm) dU (mm) ± sU (mm)

KRPT 8.08 ± 0.98 − 4.47 ± 0.84 0.99 ± 1.41
BUCU − 1.78 ± 0.55 0.94 ± 0.47 − 0.00 ± 1.41
GLSV 0.17 ± 1.42 1.70 ± 1.11 − 0.00 ± 1.41
ISTA 1.08 ± 0.59 − 1.90 ± 0.52 0.00 ± 1.41
MATE − 1.68 ± 0.55 0.69 ± 0.60 − 0.00 ± 1.41
NICO − 1.40 ± 0.72 2.62 ± 0.59 0.00 ± 1.41
TUBI 2.02 ± 0.65 − 2.91 ± 0.57 − 0.00 ± 1.41
WTZR − 0.45 ± 0.62 2.06 ± 0.75 − 0.00 ± 1.41
ZECK − 0.25 ± 0.51 2.72 ± 0.79 − 0.00 ± 1.41

Table 3  Differences at the 
common sites for McClusky 
et al. (2000)

Station name dN (mm) ± sN (mm) dE (mm) ± sE (mm) dU (mm) ± sU (mm)

KRPT 5.71 ± 1.30 − 5.87 ± 1.43 0.99 ± 1.41
WTZR − 2.44 ± 1.01 2.20 ± 1.09 − 0.00 ± 1.41
NYAL 0.53 ± 2.44 − 3.03 ± 2.04 0.00 ± 1.41
KIT3 − 0.81 ± 1.91 2.26 ± 2.01 − 0.00 ± 1.41
METS − 2.44 ± 1.95 1.51 ± 1.48 − 0.00 ± 1.41
JOZE − 0.37 ± 1.11 0.62 ± 0.88 0.00 ± 1.41
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Discussion and conclusion

In this study, the study region was defined as seven micro-
plates (Fig. 4) by combining the GPS velocities of previ-
ous studies (McClusky et al. 2000; Hollenstein et al. 2008; 
Çırmık et al. 2017; Çırmık and Pamukçu 2017). These 
microplates were separated in detail by taking into account 
the amplitudes and the directions of the GPS velocities by 
benefitting from the blocks proposed by Nyst and Thatcher 
(2004) for Izmir and its surroundings. Eurasia-fixed ref-
erence frame solutions of these studies were examined 
due to the amplitudes and the directions of GPS vectors. 
For examining the relation between the microplates, their 
boundaries and topography/bathymetry, the topographic 
and bathymetric map (ETOPO2; NOAA, N. 2006) of the 
study region was created (Fig. 5a). Therefore, due to the 

topographic and bathymetric differences (Fig. 5a), the 
study area was divided into three regions as regions A, B 
and C (Fig. 5b).

In Fig. 4, it is seen that the velocity vectors start to 
include the south component at the microplate No. 1. The 
movement mechanism of the microplate No.2 is exactly 
coherent with the tectonic escape model of McKenzie 
(1978). The microplate No. 3 does not move consistently 
with the movement mechanism of the westward tectonic 
escape model (McKenzie, 1978) with the effect of NAFZ 
mechanism. The topographic boundary between the micro-
plate Nos. 2 and 3 (Fig. 5a, b) is the NAFZ, and NAFZ 
causes a boundary also at GPS velocity vector directions 
(Fig. 4). The microplate No. 4 is more stable with respect 
to Western Anatolia and Aegean Sea and moves like a dif-
ferent plate from the others. The movement mechanism 
of microplate No. 5, which is related with the movements 

Table 4  Trend statistics of CSB 
gravity anomaly

Model type Formula Model fit (%)

Linear m1 + m2 * x + m3 * y 42.2775
Bilinear m1 + m2 * x + m3 * y + m4 * x * y 41.2363
5th term m1 + m2 * x + m3 * y + m4 * x * y + m5 * x * x 39.1628
6th term m1 + m2 * x + m3 * y + m4 * x * y + m5 * x * x + m6 * y * y 39.1345
7th term m1 + m2 * x + m3 * y + m4 * x * y + m5 * x * x + m6 * y * y + m7 * x * 

x * x
37.8922

Fig. 3  Linear trend removal 
map of WGM2012 gravity 
anomaly of the study area (The 
topographic data were obtained 
from TOPEX; Smith and 
Sandwell 1997)
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of microplate No. 2, gains south component in this area. 
Probably, the microplate No. 5, when come across a stable 
mechanism of microplate No. 4, is forced to rotate south-
ward. The main boundary of microplate No. 5 can be seen 
clearly at the topography and bathymetry (Fig. 5a, b). The 
N–S trending boundary between the microplate Nos. 2 and 
5 is also monitored clearly at the topography (Figs. 4, 5a, b).

The elongation of topographic structures is NE–SW 
trending in the region which locates at the westward of 
the N–S trending border (which locates at approximately 
between 27° and 28° longitudes) was called as region A in 
this study (Fig. 5b). This NE–SW trending topography of 
region A may be explained by encountering the movement 
of the body which comes from eastward with a stable plate 
and having south component velocity. The microplate No. 6 
(Fig. 4) has velocity towards SW, but the south component 
is more dominant than other microplates and moves like 
a different plate. The region which locates north of Crete 
(Fig. 1) representing different bathymetries with respect to 
its surroundings was called as region C (Fig. 5b), and it 
includes the effect of the Hellenic Subduction zone. Addi-
tionally, it is seen clearly at GPS velocities (Fig. 4) that 
Hellenic Subduction zone composes a great effect between 
microplate Nos. 1 and 7. The directions of GPS velocities 
change approximately in 100 km between Anatolian plate 
and Rhodes Island (Fig. 4). Besides, the seismic activity 
(Fig. 6) is very high at microplate Nos. 1, 5 and 7 where the 

Fig. 4  The views of the microplates created by the differences on the 
amplitudes and the directions of the GPS velocities given in Fig. 2

Fig. 5  a The topographic and bathymetric map (ETOPO2; NOAA, 
N. 2006) of the study region. b The views of the microplates created 
by the differences on topography and bathymetry (a) related with the 

differences on the amplitudes and the directions of the GPS veloci-
ties given in Fig. 2. This figure is created by using Generic Mapping 
Tools (GMT) (Wessel and Smith 1998))
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velocity directions and the transition of the mass movements 
change rapidly.

For interpreting the similarities between the seismicity 
and the microplate borders of GPS velocities, the earth-
quakes that occurred between the years 1973 and 2017, 
with magnitude (Mw) range between 2.5 and 9.0, were 
taken from US Geological Service (USGS) and the focal 
depth distribution map is shown in Fig. 6. For instance, the 
Gokceada earthquake (24 May 2014, Mw = 6.5; Republic of 
Turkey Prime Ministry Disaster and Emergency Manage-
ment Authority (AFAD)) and Lesvos earthquake (12 June 
2017, Mw = 6.2; (AFAD)) which occurred in microplate 
No. 5 (Fig. 4), Gokova earthquake (21 July 2017, Mw = 6.5; 
(AFAD)) which occurred in microplate No. 6 and Manisa-
Golmarmara earthquake (27 May 2017, M = 5.1; (AFAD)) 
which occurred at the intersection of microplate Nos. 1, 2 
and 5 represent the most seismically active structures of the 
region (Fig. 6) in the present.

In Fig. 6, the high seismicity represents the borders 
of the microplates, and also low and high seismicity 
transitions represent the border between the microplates 
(Fig. 4). For instance, the GPS vector directions and earth-
quake distributions of the microplate Nos. 6 and 7 present 
different characters. Additionally, the earthquakes appear 
in concentrated along the border between the microplate 
Nos. 4 and 5. While the borders obtained from GPS 
velocities (Fig. 4) and earthquakes distributions (Fig. 6) 

are evaluated together, it can be said that the intersection 
area of the microplate Nos. 1–2–5–6 represents high com-
plex structure by noticing the high seismicity. Due to the 
obtained general views, the vertical motions are also effec-
tive in the region. It is known that the earthquakes occur at 
the plate boundaries in general. It is noticed from GNSS 
velocities (Fig. 4) that the mass movements are increasing 
and gaining south components while passing from micro-
plate No. 1 to microplate No. 6. This case causes high 
deformation in microplate No. 6 as seen clearly in bathy-
metric changes (Fig. 5b) particularly in a region which was 
called as region B. Therefore, a new deformation zone (or 
zones) may be observed in that region in following geo-
logic time scales with the effect of this high deformation.

In the study of Tirel et al. (2004), the regions between 
North Anatolian Trough and Cretan Sea (Fig. 1) were 
defined as “deformed areas” and “zones of recent thin-
ning”. The boundary between microplate Nos. 4 and 5 
and region C are consistent with the regions which were 
defined as “zones of recent thinning” by Tirel et al. (2004). 
The directions of GPS velocities rotate to south, and the 
amplitudes of the velocities increase in the region located 
at the south of “zones of recent thinning” (Fig. 4) due to 
the slab retreat effect of Hellenic Subduction zone. This 
effect stops rapidly in the boundary between the micro-
plate Nos. 1 and 7 (Fig. 4).

Fig. 6  Topographic map of 
study area and the earthquake 
focal depth (km) distributions 
between the years 1973 and 
2017 (from USGS). (Yellow 
star: Gokceada earthquake, 
Mw = 6.5; green star: Lesvos 
earthquake, Mw = 6.2; orange 
star: Gokova earthquake, 
Mw = 6.5; pink star = Manisa-
Golmarmara earthquake, 
M = 5.1; AFAD) The topo-
graphic data were obtained from 
TOPEX; Smith and Sandwell 
(1997)
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In the study of Bohnhoff et al. (2005) which was achieved 
with the focal mechanism results in Hellenic Subduction 
zone, it was explained that the plate boundary mechanism of 
Hellenic Arc included different angles. The boundary which 
has this angle differences coincides with the border between 
the microplate Nos. 6 and 7.

For evaluating the relationship between GPS velocities 
and the gravity values, the gravity anomalymap (Fig. 3) 
was divided into microplates (Fig. 7) due to the differences 
on the amplitudes of the gravity values. If Figs. 4 and 7 
were evaluated together, it was determined that the bounda-
ries of kinematic movements and the changes in the mass 
structures were almost same. Therefore, the directions of 
the GPS velocity vectors represent differences at the tran-
sitions between the tectonic elements which have low and 
high densities.

In the study region, the lowest amplitude gravity anoma-
lies are seen in the Western Anatolia graben system and its 
southern part (Fig. 7). There is a transition zone between 
the longitudes 27° and 28° (Fig. 7) same as GPS velocities 
(Fig. 4) and earthquake focal depth distributions (Fig. 6). 
Besides, this transition zone between these longitudes was 
called as West Anatolia Transfer Zone (WATZ) by Gessner 
et al. (2013) and this zone was corrected by the Bouguer 
gravity anomaly study of Dogru et  al. (2017). Besides, 
WATZ forms a boundary which separates west of West-
ern Anatolia from Western Anatolian graben system. If 

the Bouguer gravity anomaly map (Fig. 7) is examined, the 
region containing the shear zone is characterized with nega-
tive gravity anomalies on graben system. The, respectively, 
lower amplitude gravity anomalies are related with the gra-
ben systems which contain high sediment thickness or the 
regions which have high heat flows (Dolmaz et al. 2005) and 
may be associated with the asthenospheric upwelling and 
rising temperature (Fig. 7). When Figs. 4, 5b, 6 and 7 were 
evaluated together, both the boundaries which were obtained 
from GPS velocities, bathymetry–topography and gravity, 
represent high seismic activities (Fig. 6) and this knowledge 
verifies that these boundaries are also the boundaries of the 
microplates.

In this study, unlike previous studies, the microplates 
which represented Western Anatolia were distinguished 
from each other in more detail by using the results of GPS 
study realized in and around Izmir (Çırmık et al. 2017). In 
the study of Çırmık et al. (2017), in addition to Eurasia-
fixed-frame frame calculation, the GPS velocities were com-
puted with respect to Anatolian-block fixed frame, and there-
fore, a boundary which separated the kinematic structure of 
Izmir from Western Anatolia graben tectonic structure was 
proposed. That boundary is consistent with the N–S direc-
tional border located between Western Anatolian microplate 
Nos. 1 and 6 (Fig. 4). The tectonic mechanism related with 
the microplate No. 7 (Fig. 4) is thought to be affected by the 
interplate geodynamic structure around Isparta angle (Fig. 1) 

Fig. 7  The views of the micro-
plates created by the differences 
on the amplitudes of the gravity 
values given in Fig. 3
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which was defined in the study of Över et al. (2016). There-
fore, it is suggested that the continuity of  Isparta angle 
where Mediterranean Sea, Aegean Sea and Western Anatolia 
intersect needs to be studied.
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Abstract
In order to assess Ground penetrating radar (GPR) for imaging the shallow subsurface geometry and characteristics of the 
fault in Yushu area, details GPR measurements with 25 MHz, 100 MHz and 250 MHz frequencies antenna were firstly 
conducted in four sites along the Yushu fault after geomorphologic and geological investigation. The 25 MHz profiles 
delineated an excellent general view of deformation zones at a much wider area and greater depth. While the 100 MHz and 
250 MHz data provided more detailed analysis of the shallow subsurface deformation about the geologic structure and the 
fault, including the stratigraphic structures, the dip angle and direction of the fault plane. The remarkable variation in the 
pattern and relative amplitude of electromagnetic waveform on the two-dimensional GPR profiles are all obvious and it is 
considered as the main fault zone with a nearly vertical fault with the dip angle of 70°–85°. High frequency GPR profiles 
show a good consistency with the trench sections at three sites. The geometry of the main fault zone can be depicted and 
deduced up to ~ 12 m deep or even deeper on the 25 MHz GPR profile in Yushu area and it is considered to be the result of 
the movement of active faults. What’s more, the geophysical features on GPR profile associated to the strike-slip fault are 
further summarized in different geological and geomorphological environment in Yushu area, the study also provides further 
evidence that GPR is valuable for fault investigation and palaeoseismic study in the Qinghai-Tibet Plateau area.

Keywords GPR · The Yushu fault · Subsurface geometry · Trench

Introduction

Paleoseismology defines the study of identifying the history 
and pre-historic earthquakes in tectonically active regions 
all over the world. Paleoseismology study requires detail 
investigations and the main intention is to offer the crucial 
physical features of active fault associate to past earth-
quakes, including precise location, geometries, the orienta-
tion, dip angle, fault throw and the ranges of deformation 
zones (Mccalpin 1996; Reicherter et al. 2012; Wu et al. 
2014a). The most general adopted method of palaeoseismic 
investigation is trenching. However, it becomes difficult to 
determine the appropriate site when the surface geological 
and geomorphological records are partly preserved due to 

high degree of sedimentation and erosion. In addition, when 
the geological environment is severe, especially in the Qing-
hai-Tibet Plateau area, it is expensive and time-wasting for 
trench investigation with damaging the surrounding environ-
ment (Shi et al. 2016; Sun et al. 2017; Yan and Lin 2017). In 
these cases, several geophysical techniques (integrated with 
photogrammetric analysis, field surveys) had been carried 
out to map the shallow subsurface geometry in the vicinity 
of the fault. Among these geophysical techniques, GPR has 
been proved to supply a more reliable high-resolution inter-
nal geometry of fine structures for paleoseismology research 
in a non-destructive and cost-effective fashion. In recent 
years, the GPR has been used to explore and reveal the 
active fault for different purposes in the literature: (1) locat-
ing the optimal trench sites where the geomorphic markers 
are unobservable or employing complementary informa-
tion to previous palaeoseismic trench work (Anderson et al. 
2003; Grützner et al. 2012; Cahit et al. 2013; Anchuela et al. 
2016); (2) imaging shallow subsurface geometry and extract-
ing qualitative and quantitative features of the fault, such as 
precise location, the orientation, dip angle and fault throw 
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of the fault (Grasmueck 1996; Demanet et al. 2001; Rashed 
et al. 2003; Reiss et al. 2003; Malik et al. 2007; Pauselli et al. 
2010; Ercoli et al. 2013; Maurya et al. 2013; Dujardin et al. 
2014; Ercoli et al. 2014; Bubeck et al. 2015; Mcbride et al. 
2015; Lunina 2016; Maurya et al. 2017; Lunina et al. 2018); 
(3) combining analysis of GPR and trench data (Gross et al. 
2002; Mcclymont et al. 2009; Malik et al. 2010; Salvi et al. 
2010; Forte et al. 2015; Lorenzo et al. 2016; Schneiderwind 
et al. 2016).

Although GPR method have been widely applied to 
investigate the active fault in different geological environ-
ment all over the world, there is scarcely any GPR surveys 
have been performed on active fault zones with sinistral-
lateral strike slip component. It is the first time that we use 
multi-frequencies GPR antennas to explore and reveal the 
shallow subsurface geometry and characteristics of active 
fault in Yushu area. The shallow subsurface geometry of 
the faults was depicted mostly using the trench based on 
surface expression and geomorphic markers. In addition, the 
Yushu area locates in Qinghai-Tibet Plateau area and has a 
severe natural environment with water-saturated clay in near-
surface layer, where the electrical conductivity constitutes 
a challenge for radar wave propagation. The main objective 
of the study is to demonstrate of GPR to characterize the 
shallow subsurface deformation about geologic structure and 
behaviour of the Yushu fault. After preliminary geomor-
phologic investigation, different frequencies GPR profiles 
have been performed at four sites along the Yushu fault to 
delineate shallow subsurface nature for evaluating the seis-
mic activity in the Yushu area. Several two-dimensional 
GPR profiles were recorded perpendicular to the fault using 
the 25 MHz antenna to provide a general skeleton map of 
subsurface features at a much wider area and greater depth. 
After an in-site processing, we remarked the distortion and 
deformation zones with remarkable change in the amplitude 
and pattern of radar reflections in the 25 MHz radargraphs. 
The deformation zones in 25 MHz profiles were scanned 
again with the 100 MHz and 250 MHz antenna to obtain 
a better lateral and vertical resolution and more detailed 
analysis for depicting subsurface geometry. At last, in order 
to assess the interpreted multi-frequencies GPR results, the 
GPR profiles were compared with trench sections at three 
study sites, which were excavated by the previous researches 
in the Yushu area.

Geological setting

Since the late Miocene or so (50–55 Ma), the collision between 
the Indian and Eurasian plates caused the tectonic movements 
and ground uplifts in the interior of the Qinghai-Tibet Plateau 
(Tapponnier et al. 2001; Gan et al. 2007; Xu et al. 2015). With 
the northward accumulated squeezing by Indian plate and rigid 

obstructed in north, west and north-east along the Qinghai-
Tibet Plateau, the tectonic blocks are squeezed towards the 
eastern and slipped along some border fault zones in the 
Qinghai-Tibet Plateau, such as the East Kunlun fault zone, the 
Altyn fault zone, the Yushu-Garzê-Xianshuihe fault zone and 
the Jiali fault zone, which are responsible for the occurrence 
of earthquakes above magnitude 7.0 in the Qinghai-Tibetan 
Plateau (Wang et al. 2013) (Fig. 1a).

The Yushu-Garzê fault is a sinistral-lateral strike slip fault 
that has been high activity in the late Quaternary and is one 
of the most active segments in the east and north bound-
ary of the Sichuan-Yunnan Rhombic Block. It extends for at 
least 500 km long that start from the Garzê City in Sichuan 
Province, traversing the northeast of the Yushu City, and 
ends at Zhiduo City in Qinghai Province (Fig. 1a). It has a 
large scales and the bedrock fracture ranges from 10 m to a 
few hundred meters, and it is composed of three main fault 
zones from northwest to southeast, which are the Dangyang-
Duocai fault zone, the Yushu fault zone and the Garzê fault 
zone (Zhou et al. 1997a; Wen et al. 2003; Wu et al. 2014b; 
Shi et al. 2016).

The Yushu fault zone, situated in middle portion of the 
Yushu-Garzê fault zone, has the length of approximately 
150 km and shows a NW 120°–130° direction (Fig. 1b). 
There are a few offset stream and gullies, pull-apart basin, 
fault facets, river terrace, surface ruptures along the fault 
zone (Fig. 2). It is stated that the tension effect is weaken-
ing while the pushing effect is gradually increasing from 
west to east along the fault based on the variation of the 
pull-apart basins scales (Busby and Merritt 1999; Tobita 
et al. 2011; Pei et al. 2013; Zhang et al. 2016). It lies in the 
plate marge of the Sichuan-Yunnan Rhombic Block and has 
high levels of seismic activity when compare with the center 
areas in this plate, which is responsible for the occurrence of 
large and moderate magnitude earthquake (Fig. 1b). Based 
on the rich historical records, at least three earthquakes of 
6.5 magnitude or greater have been occurred in the Yushu 
area including 1738 magnitude 6.5 earthquake hit in north-
west Yushu area (Zhou et al. 1997b), a strong magnitude 
7.0 Shiqu earthquake happened in 1896 and the latest earth-
quake with an intensity of 7.1 occurred in 2010 causing seri-
ous damage (Chen et al. 2010a, b; Ma et al. 2010). Thus, it is 
crucial to conduct the fault investigation to obtain a further 
understanding of the seismic potential and seismic hazards 
in Yushu area.

Methodology

GPR data collection

The resolution and the depth range of EM-wave pulses 
normally are dominated by the electrical impedance of the 



503Acta Geophysica (2019) 67:501–515 

1 3

subsurface materials (such as grain size distribution, poros-
ity and water content) and the frequency of radar antenna 
(Jol 2009). High frequency GPR signals tend to provide 
better resolution at the expense of reducing the probing 
depth, electromagnetic energy attenuation will be increased 
at depth. In this study, the GPR data were recorded using 
a RAMAC GPR system equipped with 25 MHz, 100 MHz 
Rough Terrain Antennas (RTA) and 250 MHz shielded 
antenna oriented perpendicular to the fault (Fig. 3). The 
25 MHz RTA was chosen to optimize the penetration depth 
and obtain general view of subsurface deformation in the 
vicinity of the fault, while the 100 MHz RTA and 250 MHz 
shielded antennas provided higher lateral resolution and 
more detailed analysis for identifying shallow subsurface 
structure of the fault.

The mode of the deployment acquisition was the com-
mon-offset configuration using a single transmitting and 
receiving antenna moved over at a fixed distance. The 
25 MHz and 100 MHz profiles were released along the sur-
vey lines using the keyboards mode (Fig. 3a, b), while the 
250 MHz data was performed in two-dimensional continu-
ous reflection images using a calibrated odometer fixed on 
the survey-wheel (Fig. 3c). The acquisition parameters are 
listed in Table 1.

Along with the GPR image was obtained, GPS data 
of each trace in two-dimensional profile were acquired 
to keep track of the accurate position in the Real-Time 
Kinematic (RTK) mode (Tanajewski and Bakuła 2016). 
The Trimble R8 GPS unit can be intercommunicated to 
the GPR unit and laptop by the serial com-port or USB 
port. When working with the 250 MHz shielded antennas, 
the GPS antenna is mounted directly on the middle posi-
tion between the transmitter and receiver antennas. The 
measurement points of the GPR are in agreement with 
GPS position (Fig. 3c). However, the measurement points 
are different when the GPS and GPR antenna is sepa-
rated, especially is the RTA. In this case, the GPR meas-
urement point is the mid-position of the transmitter and 
receiver antennas while the GPS antenna is situated on the 
top of the backpack carried by the gatherer (Fig. 3a, b), so 
it is crucial for correction of initial position between GPR 
and GPS data. The combination of GPR and GPS will 
give the chance to easily handle accurate spatial position 
for data processing, visualization, and also integrate GPR 
data with seismogeologic and neotectonic studies. What’s 
more, the elevation data along the GPR survey lines were 
collected for topographic correction.

Fig. 1  a Simplified geological map of western china and the location 
of study area (Li et al. 2013; Zhou et al. 2014). The red rectangle area 
represents the Yushu fault zone, which situated in middle portion of 
the Yushu-Garzê fault zone. b Satellite image of study area and GPR 
survey sites. Red lines show the Yushu fault with the sinistral-lateral 

strike slip component in Qinghai-Tibet Plateau (Li et al. 2014). The 
yellow dots show the historical earthquakes happened in Yushu area. 
The red dot is the macroscopic epicenter of 7.1 magnitude earth-
quakes occurred in 2010. White rectangular boxes are the locations of 
the GPR survey transects
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GPR data processing

For a first analysis of the GPR images, radar signals were 
processed and interpreted using Reflexw 7.2 software. Radar 
signals processing was performed to reduce the noise in 
the raw images, overcome energy decay and improve the 
recognition of the useful information from GPR profiles. 
The sequence was a relatively standard procedure. After 
decreasing the initial direct current component, we used 
time-zero correction to remove high amplitude reflections 
at the uppermost, then automatic gain control (AGC) was 
employed to compensate for the amplitude losses due to the 
effect of signal attenuation and geometrical spreading losses. 
Bandpass filters were applied to cut off exceedingly high and 
low frequencies noise signals. The signal noise was sup-
pressed and reduced after running average filter. Before the 
final layout, topographic correction was applied to correct 
the two-way travel time of the traces to a flat datum level 
in a vertical sense using the elevation changes recorded by 
DGPS. To obtain more realistic shallow subsurface struc-
tures, the velocity of the electromagnetic wave should be 
evaluated in the study sites. The average velocity of 0.07 m/
ns has been calculated at different study sites by analyzing 
diffraction hyperbolae in the GPR data, which employed 
for time-depth conversion. In view of the principle of F-K 
migration, we could get the most optimum velocity by 

analyzing the diffraction hyperbola with a range of differ-
ent velocities, but this value is representative only of one 
stratigraphic media (Lehmann and Green 2000; Dujardin 
and Bano 2013). Figure 4 presents a portion of the 500 MHz 
GPR profile with F-K migration ranging different velocities 
from 0.04 to 0.08 m/ns with a 0.01 m/ns increment. The 
diffraction hyperbola was not completely collapsed in the 
two left figures, while it is over-migrated and defocusing in 
the right two ones (red rectangular box). The feature of the 
diffraction hyperbola is correctly focused on a single point 
with the velocity of 0.06 m/ns and the value is considered 
to be the most appropriate subsurface velocity at the site1.

GPR results

Site 1

Site 1 is located to the west of Longbao Lake about 70 km 
away from Yushu city as showed in Fig.  1b (N33.21°, 
E96.48°). The surface expression and geomorphic markers 
show a prominent pressure ridge exists in the loose sedi-
ments and the evidence of the active fault in Fig. 5a. This 
provides a good chance to evaluate the reliability of GPR 
method to depict shallow geologic structure about the fault 
zone in the depositional setting. The SW–NE GPR profile 

Fig. 2  Photomosaic showing the general geomorphology of the Yushu fault. a Surface subsidence. b Surface rupture. c Fault facets. d River ter-
race
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was acquired perpendicular to the pressure ridge using the 
25 MHz RTA in the continuous mode. On the processed 
radargraphs, the left and right portions of the profile are all 
characterized by the high-amplitude radar reflections which 
indicate the sedimentary deposition. On the contrary, the 
middle part of the profile (a distance of 45–60 m and 0 to 
~ 9 m in depth) shows the low-amplitude reflections where 
in the brown rectangular box (Fig. 5b). The waveform and 
the drastic variation of radar reflections are pretty obvious 
when crossing the middle portion. What’s more, the pattern 
of radar reflections is dominated by diffraction hyperbolas at 
the uppermost part of the horizontal distances 52–54 m (red 

arrows in Fig. 5b), which are on account of surface ruptures. 
In consequence, the prominent change of high-amplitude 
and low-amplitude radar reflections is considered as the fault 
zone with a nearly vertical fault plane. In order to show more 
detailed structures of shallow subsurface, the deformation 
zone was scanned again with the 100 MHz and 250 MHz 
antenna to obtain a better lateral and vertical resolution and 
more detailed analysis.

Figure  5c, d show the GPR profiles taken with the 
100 MHz and 250 MHz antenna. The interrupted continu-
ous reflections are interpreted as the fault zone between ~ 19 
and 21 m on the 250 MHz GPR profile, which almost the 
same features as revealed for the 25 MHz dataset. These 
signatures have the more apparent features of weak ampli-
tudes reflections because of a drastic dielectric permittivity 
contrast. Due to differences in vertical exaggeration between 
two frequency images, the fault zone appears to have dif-
ferent geometry structure. Compared with 100 MHz and 
250 MHz data, the more detail discernment of the radar 
reflections allows increased the demarcation of the fault zone 
on 250 MHz GPR profile, including stratigraphic units and 
the dip angle of the fault plane. In particular, the reflectors 

Fig. 3  The composition of the GPR acquisition system and a dif-
ferential GPS receiver mounted on the top of GPR antenna or the 
backpack. The GPR system is mainly composed of the center control 

unit, the transmitting and receiving antenna, the distance measuring 
unit and a laptop. a The 25 MHz RTA. b The 100 MHz RTA. c The 
250 MHz shielded antenna. d The base station of differential GPS

Table 1  Details of the acquisition parameters

Frequency (MHz) 25 100 250
Trace interval (m) 0.3 0.1 0.05
Samples 500 512 488
Sampling frequency (MHz) 285 925 3061
Stacks (times) 128 128 8
Time window (ns) 800 300 160
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of stratigraphic units on the 250 MHz data are more visible 
than the 25 MHz and 100 MHz data, there are four differ-
ent continuous radar reflections (blue, red, yellow and green 
dotted lines in Fig. 5d) on the 250 MHz GPR data. These 
continuous reflections represent the interface of the differ-
ent stratigraphic units attributed to lithological distinction.

To have a proper understanding of the GPR profiles, an 
8 m long and about 2 m deep trench T1 was excavated in 
2014 (Wu et al. 2014b), which location in Fig. 5a. Detailed 
logging of the western trench wall shows four different 
stratigraphic units and a main deformation zone. Compared 
with the trench wall, the GPR profiles are in well matching 
the trench wall exposure, especially the 250 MHz data. The 
rather flat radar reflections on the upper of the GPR data 
(blue and yellow dotted lines in Fig. 5d) are almost per-
fectly aligned with the location where the grey-yellow and 
orange-grey units interface. The middle part of the trench 
wall (black) is related with the low-amplitude radar reflec-
tions on the GPR profiles. However, subject to the depth 
of the trench, it is not possible to link the deeper units and 
ruptures with the GPR data.

Generally, a main fault zone with the NE–SW dipping is 
clearly identified by the drastic variation of radar reflections 
on the different frequencies GPR data at site 1. The horizon-
tal reflections are bent when crossing the fault zone. The 
geometry of the main fault zone can be depicted up to ~ 9 m 
deep or even deeper on the 25 MHz GPR profile and it is 
considered to be the result of the movement of active faults. 
The flank of the main fault zone corresponds to the loca-
tion of the pressure ridge at site 1 (Fig. 5a). The 100 MHz 
and 250 MHz antennas provide more detailed geometry of 
the main fault zone, which has strike-slip geometry and a 
NE–SW dip at nearly 90°, especially in the 250 MHz image. 
Furthermore, the four flat radar reflections on the 250 MHz 

GPR data also give the vertical offset in different strati-
graphic units.

Site 2

Site 2 is located the northwest of Jiegu town (N33.06°, 
E96.85°), where in the vicinity of the macroscopic epi-
center of the 7.1 magnitude earthquake occurred in 2010. 
In the field, the surface evidences of the fault are clear and 
a series of “small tent” can be easily traced along the fault 
(Fig. 6a). An 85 m long GPR profile was recorded by the 
25 MHz RTA in the common-offset reflection mode along 
NE–SW directing measurement line. Between the horizontal 
distances 30–60 m, a sharp variation in the pattern of radar 
reflections is recognized from top to bottom on the processed 
GPR profile (brown rectangular box in Fig. 6b). This pres-
ence of irregular wavy radar reflections is in consistent with 
the location of geological and geomorphological markers 
on the surface. In addition, the right part of the GPR profile 
is characterized by chaotic strong reflectors from upper to 
~ 10 m deep and the left part is dominated by the rather 
flat reflections at the depth of 2–5 m. The drastic variation 
in the radar reflection patterns at the distance of 48 m is 
considered as the fault plane. For revealing more detailed 
features of shallow subsurface deformation, the 100 MHz 
RTA and 250 MHz bow-tie antenna were chose to collected 
again in the transformation and deformation area in 25 MHz 
GPR data.

In the GPR images obtained by 100 MHz and 250 MHz 
antenna, there is an abrupt variation in the waveform and 
relative amplitude of electromagnetic reflection depicting at 
a distance of ~ 21 m (Fig. 6c, d), especially in the 100 MHz 
GPR image. Trench T2 was dug in 2014 on the edge of 
the alluvial fan by other researchers, it is around 8 m long 

Fig. 4  Detail area of the diffraction hyperbola (at 8–9  m horizontal 
distance) for different velocities ranging from 0.04 m/ns (on the left) 
to 0.08 m/ns (on the right) with a 0.01 m/ns increment. The middle 

figure shows the correct velocity of F-K migration with v = 0.06 m/
ns at the site 1
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Fig. 5  a View of the site 1 
located west of Longbao Lake. 
White, yellow and red lines 
are 25 MHz, 100 MHz and 
250 MHz GPR survey lines, 
red arrows are surface rupture 
and white arrow is trench T1. 
b The processed 25 MHz GPR 
profile. Highlighted area (brown 
rectangular box) indicates the 
anomalous zone at the distance 
of 45–60 m. c The processed 
100 MHz GPR profile. The 
continuous horizontal reflection 
is flexure and terminal at the 
horizontal distance ~ 19–21 m. 
Different colours dotted lines 
show different continuous radar 
reflections related to a drastic 
dielectric permittivity contrast 
and red arrow indicates the sur-
face rupture. d The processed 
250 MHz GPR profile. Different 
colours lines represent different 
rather horizontal radar reflec-
tions and red arrow shows the 
surface rupture. e Photomosaic 
of trench T1 (the western wall). 
Trench T1 is about 2 m depth at 
the site 1, so some units cannot 
be seen in the trench as deep 
as the GPR profiles. Four main 
different stratigraphic units are 
identified in the trench wall by 
highlighted here by brown, grey, 
yellow and orange colours. The 
brown is a thin recent soil at the 
top of the trench, the grey is a 
greyish unit with fine mate-
rial, the yellow is the yellowish 
coarse deposits unit (centimet-
ric sized) and the orange is 
Helocene sediments unit. The 
black zone, in the middle of 
trench wall, is considered to be 
the result of the movement of 
active faults
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Fig. 6  a View of the site 2 
located the northwest of Jiegu 
town. White, yellow and red 
lines are 25 MHz, 100 MHz 
and 250 MHz GPR profiles, 
red arrows are surface ruptures 
and white arrow is trench T2. 
b The processed 25 MHz GPR 
profile, highlighted area (brown 
rectangular box) indicates 
the deformation zone at the 
horizontal distance 30–60 m 
and 0–10 m in depth, there is 
a sharp variation in the pattern 
of radar reflections. c The pro-
cessed 100 MHz GPR profile. 
There is an abrupt variation 
in the waveform and relative 
amplitude of electromagnetic 
reflection at the horizontal 
distance ~ 21 m. The black line 
represent the continuous radar 
reflections and red line indicates 
the fault plane. d The processed 
250 MHz GPR profile. The 
same interpreted results to the 
100 MHz data. e Photomosaic 
of the trench T2 (the western 
wall). White dashed lines 
represent coseismal burst of 
the 7.1 magnitude earthquakes 
occurred in 2010. Three main 
different stratigraphic units are 
identified in the trench wall by 
highlighted here light yellow, 
brown and yellow colours. The 
light yellow unit is the coarse 
gravel and coarse sand material 
with some centimetric gravel 
inside it. The brown unit is the 
Helocene sediment with fine 
material and the yellow unit is 
the yellowish coarse deposits 
with many scatter stones. The 
middle portion of trench wall is 
the colluvial wedge (red lines)
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and 2 m deep (Wu et al. 2014b; Zhang et al. 2014). Three 
stratigraphic units are distinguished in trench wall and high-
lighted by the light yellow, brown and yellow colours shown 
in Fig. 6e. Though some units cannot be seen in the trench as 
deep as the GPR profiles, the 100 MHz and 250 MHz GPR 
profiles exhibit well consistency with the trench wall. The 
radargraphs show relatively high-amplitude reflection at a 
distance of 0–21 m and 0–5 m in depth, which in consistant 
with in the Pleistocene coarse gravel unit (light yellow col-
ours) on the trench wall. At a distance of 21–30 m, the upper 
of the radar reflections are characterized by low-amplitude 
corresponding to the Holocene fine-grained sediments 
(brown colours), while the bottom part of high-amplitude 
radar reflections is well matching coarse gravel deposits with 
many scatter stones (yellow colour). The interface between 
the brown and yellow units is similar to the rather flat reflec-
tion indicated by black dashed lines in the 100 MHz and 
250 MHz GPR profiles. The boundary of the high-amplitude 
signal and low-amplitude signals in the middle part of GPR 
profiles is regarded as the fault plane (see red dashed lines).

To sum up, two different types of radar reflections are 
observed on GPR profiles at site 2 (high-amplitude reflec-
tions and low-amplitude reflections), and the border is inter-
preted as the fault plane with the dip in NE–SW directing. 
The radar reflections, on the left part of the 25 MHz GPR 
data, are clear lateral continuity with a slightly upward bend 
when meeting the fault plane. While the radar reflections 
tend to the downward bend on the right part. This is also 
well certified by the exposed trench wall section. What’s 
more, the boundaries of the radar reflection (yellow lines in 
Fig. 6b) illustrate a ~ 2.5 m vertical offset and it is indicated 
that the fault has strike-slip component.

Site 3

Site 3 is located to the west of Minzhu village (N32.96°, 
E96.99°), about 2 km away from Yushu city. The transect 
was selected as the study site for delineating the shallow 
subsurface geometry of the Yushu fault based on the surface 
subsidence and small outcrops with the height of ~ 25–30 cm 
(Fig. 7a). The SW–NE trending profile was performed cross-
ing the deformation zone with the help of 25 MHz RTA 
antenna. On the processed data, we remarked a distortion 
and deformation zone between 125 to 155 m showed in 
Fig. 7b (brown rectangular box), and the boundaries of the 
deformation zone is well aligned with the surface subsid-
ence. The portion of the profile at a distance of 0–125 m and 
0 to ~ 4 m in depth is characterized by the high-amplitude 
continuous reflections relation to the homogeneous material 
in shallow subsurface. There is an abrupt change in the pat-
tern of radar reflections illustrated at a distance of ~ 125 m 
and ~ 143 m. The continuous horizontal reflections are trun-
cated when passing the deformation zone associated to the 

waveform and relative amplitude of these signatures has a 
drastic variation on account of sharp lithological contrast. 
Moreover, the top part of the deformation zone is dominated 
by the relative moderate amplitude reflections. Below it, 
strong chaotic reflections are obviously noticed at the depth 
of ~ 8–12 m. Considering the field setting of the region and 
the pattern of the radar reflections, the deformation zone 
is interpreted as the negative flower structure at a distance 
of 125–145 m and 0–12 m in depth attributed to the strike-
slip fault with normal movement. The prominent contacts of 
high-amplitude and low-amplitude reflections at a distance 
of ~ 125 m, ~ 143 m and 150 m are inferred as the fault plane 
which is expressed as the roughly vertical.

The 2D 100 MHz and 250 MHz profiles, realized per-
pendicular to the surface subsidence zone, show distinctly 
change at a distance of ~ 13 and ~ 25 m (Fig. 7c, d), espe-
cially in the 100 MHz GPR profile. At the distance of ~ 25 m, 
the upmost part of 0 to ~ 2.5 m in depth shows high-ampli-
tude continuous horizontal reflections in the south portion of 
the GPR profile, while the strong chaotic reflection is seen at 
the depth of ~ 2.5–8 m in the north portion. As a result, the 
remarkable variation in the pattern and relative amplitude of 
electromagnetic waveform is considered as the fault plane 
(see red lines). The trench was excavated by other researcher 
and the GPR results show a good spatial correlation with 
the trench section (Fig. 7e). Three main stratigraphic units 
are identified in the trench wall by highlighted by brown, 
orange and grey colours. The brown unit is homogeneous 
sediments with fine material matching with high-amplitude 
continuous horizontal reflections at a distance of 0–25 m and 
0–2.5 m in depth on the GPR profile. The orange unit is the 
Quaternary alluvium with some centimetric gravel inside it 
related to the relative moderate amplitude reflections at the 
top of the north potion. The weathering rocks (grey colour) 
are easily identified by the strong irregular or chaotic radar 
reflection at a distance of 25–30 m and ~ 2.5–8 m in depth. 
The middle part of the trench wall is colluvial wedge which 
correspond to intense change at a distance of ~ 25 m on the 
GPR profiles. However, duo to the nature of GPR, the fine 
structure of colluvial wedge is difficult identified on the pro-
file. In addition, the exposed trench wall only shows the right 
boundary of the deformation zone controlled by the length 
of trench, which is well aligned with the 25 MHz, 100 MHz 
and 250 MHz GPR profiles in this site.

Thus, the geometry of a negative flower structure can be 
clearly observed on the 25 MHz GPR profile based on the 
pattern of radar reflections at a distance of 125–155 m and 
12 m in depth, which is considered to be the movement of 
the main fault zone. The flanks of the negative flower struc-
ture are related to the width of the surface subsidence and 
the fault strikes can be inferred at deeper than 12 m in the 
main fault zone. In addition, there is a buried graben in the 
negative flower structure, which varies in width from ~ 12 m 
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Fig. 7  a View of the site 3 
located to the west of Minzhu 
village. White, yellow and red 
lines are 25 MHz, 100 MHz 
and 250 MHz GPR profiles, red 
arrows are the fault scarps. The 
trench T3 is showed by white 
arrow. b The processed 25 MHz 
GPR profile, highlighted areas 
(brown rectangular box) indi-
cates the location of deforma-
tion zone at the horizontal 
distance of 125–155 m. c The 
processed 100 MHz GPR pro-
file. There is an abrupt variation 
in the waveform and relative 
amplitude of electromagnetic 
reflection at the horizontal dis-
tance of ~ 13 m and ~ 25 m. Red 
line indicates the fault plane. d 
The processed 250 MHz GPR 
profile. The same interpreted 
results to the 100 MHz data. e 
Photomosaic of the trench T3 
(the western wall). Three main 
different stratigraphic units are 
identified in the trench wall by 
highlighted here brown, orange 
and grey colours. The brown 
unit is Helocene sediments with 
fine material, the orange unit is 
the Quaternary alluvium with 
some centimetric gravel inside 
it and the gray unit is the weath-
ering rocks with many scatter 
stones. The middle portion of 
trench wall is colluvial wedge 
indicated by red colour
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at the 8 m depth to ~ 5 m at 12 m depth. This provides evi-
dence that the fault has strike-slip component and the graben 
may be associated with the main strike-slip fault plane.

Site 4

Site 4 is located in the east of Changu Temple (N32.93°, 
E97.06°). The offset ridges and the rivers are unambiguous 
with left-lateral dislocation through field observations. In 
addition, the fine geomorphic marks are easily traced in the 
study site show in Fig. 8a (red arrows). The SW–NE GPR 
data employing the 25 MHz RTA was realized in point mode 
to expose a general skeleton map of subsurface features. A 
high-amplitude reflections zone is showed at the distance 
of 60–140 m and 0–25 m in depth on the profile in Fig. 8b 
(brown rectangular box), which is in contrast to the nature 
structure of the radar reflections at each side of the profile. 
What’s more, the inclined radar reflections are identified 
from the top to bottom in deformation zone showed by red 
arrows in Fig. 8b. The flanks of the deformation zone can 
be clearly defined by the dipping continuous reflections (red 
line at the right part) and the variation of high-amplitude and 
low amplitude (red line at the left and right part). Further-
more, the dipping radar reflections indicate an unambiguous 
increase in dip from northeast to southwest across the defor-
mation zone at the distance of 110–140 m, providing further 
evidence that the dip of the fault plane is NE–SW directing.

In the processed GPR images obtained by 100 MHz and 
250 MHz antenna, a significantly distortion and deformation 
zone of high-amplitude radar reflections is observed whose 
thickness increases southward (Fig. 8c, d). The drastic vari-
ation of high-amplitude and low-amplitude is the signature 
of the interface of different media (red lines in Fig. 8c, d). 
The left portion of the profile is characterized by the high-
amplitude continuous and wavy radar reflections consistent 
with Quaternary alluvium at the site. While the right por-
tion of the profile is mainly dominated by low-amplitude 
reflections relate to basement soil in the shallow subsurface. 
These high-amplitude reflections are from the Quaternary 
cover over basement soil from 3 to 4 m. Moreover, there is a 
remarkable elevation change on the 100 MHz and 250 MHz 
profiles when the antennas crossing the surface mark (red 
arrows in Fig. 8c, d).

Finally, combining the geomorphological and geological 
setting at this site, the pattern of the reflections is identi-
fied as a negative flower structure by the strike-slip fault 
with normal movement on the 25 MHz GPR profile. The 
dipping continuous reflection is one flank of the negative 
flower structure in Fig. 8b, which correspond to the recov-
ered result from the interface between the high-amplitude 
and low-amplitude on the 100 MHz and 250 MHz GPR sec-
tions. There are also some high-amplitude reflections in the 

negative flower structure and it is may be the disorganized 
filling materials by the movement of the main fault.

Discussion

In general, the geophysical feature on GPR profile associ-
ated to the well-layer sedimentary deposition is the continu-
ous horizontal reflections. The continuous reflections would 
be flexure or terminal when encountering to the fault zone. 
The fault and associated structures are mainly identified by 
three criteria in the literature: (1) interruption or off-fault in 
the continuity reflecting layers; (2) diffraction hyperbolas 
at each side of the fault planes; (3) the drastic variations in 
the waveform and relative amplitude with the surrounding 
medium (Busby and Merritt 1999; Christie et al. 2009; Cahit 
et al. 2013; Maurya et al. 2013; Lunina et al. 2016). How-
ever, the geophysical features on GPR profile associated to 
the strike-slip fault were scarcely summarized.

The Yushu fault is a sinistral-lateral strike-slip fault with 
high activity in the late Quaternary, which is responsible for 
the occurrence of large and moderate magnitude earthquakes 
in the Yushu area, especially the 7.1 magnitude earthquake 
happened in 2010. The geomorphologic and trench investi-
gations are mostly used to obtain the important information 
about Yushu fault (Zhang et al. 2014; Huang et al. 2015; Wu 
et al. 2017). In this study, multi-frequencies GPR studies 
were firstly implemented to give us important information 
about shallow subsurface geometry along the Yushu fault, 
especially in the ~ 4 m to ~ 12 m deep. Although the main 
fault zones are all obvious and identified at four sites, the 
pattern of the radar reflections are different in terms of the 
surface geological and geomorphological records. At site 1, 
the radar signatures have the more apparent features of weak 
amplitudes reflections and the strong horizontal reflections 
are bent when crossing the main fault zone (Fig. 5b), which 
related to a prominent pressure ridge exists in the loose sedi-
ments. On the other hand, diffraction hyperbolas reflections 
are observed and considered to be the surface ruptures at the 
uppermost part of the three frequencies data (red arrows in 
Fig. 5b–d). Because the lithological contrast on either side 
of the fault zone is sharp and distinct at site 2, the different 
electrical properties will result in the drastic variations in 
the waveform and relative amplitude on the GPR data. Thus, 
two different types of radar reflections are easily revealed 
on GPR profiles at site 2 (high-amplitude reflections and 
low-amplitude reflections) in the alluvial fan environment 
(Fig. 6b–d). A negative flower structure can be explained by 
the pattern of radar reflections at site 3 and site 4. The flanks 
of the negative flower structure coincide with the width of 
the surface subsidence, which interpreted as the main defor-
mation zone. The chaotic reflections are considered to be the 
disorganized filling materials by the movement of the main 
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Fig. 8  a View of the site 4 
in the east of the Changu 
Temple. White, yellow and red 
lines are location of 25 MHz, 
100 MHz and 250 MHz GPR 
profiles, red arrows are the 
fault scarps. b The processed 
25 MHz GPR profile, high-
lighted areas (brown rectangular 
box) indicates the location of 
deformation zone at the distance 
of 60–140 m and 0–25 m in 
deep. c The processed 100 MHz 
GPR profile at the horizontal 
distance 100–140 m in 25 MHz 
profile. There is a significantly 
distortion and deformation zone 
of high-amplitude radar reflec-
tions whose thickness increases 
southward. Red arrows show 
surface marks and red dashed 
line represents the fault plane. 
d The processed 250 MHz GPR 
profile. The same interpreted 
results to the 100 MHz data
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fault. To sum up, the main strike-slip fault zone and associ-
ated structures are easily identified on the GPR profile by the 
pattern of the radar reflections (mainly amplitudes reflection) 
at the surface subsidence environment in Yushu area. The 
interfaces between the high-amplitude and low-amplitude 
reflections are generally the flanks of the main fault zone, 
but there is an ambiguous radar reflection in the deformation 
zone, which filled with dielectrically different materials. In 
other geological environment, the geophysical features on 
GPR profile associated to the main strike-slip fault zone are 
decided by the drastic variations in the waveform and rela-
tive amplitude. What’ more, the radar reflections will be bent 
upward or downward when crossing the main fault zone and 
it gives rise to the movement of the strike-slip fault.

It is not surprising that 100 MHz and 250 MHz antenna 
provide more detailed analysis for imaging shallow sub-
surface features than the 25 MHz antenna because high-
frequency antenna offers better lateral and vertical resolu-
tion. Nevertheless, the 25 MHz RTA show more remarkable 
variation in the pattern and amplitude of radar reflections 
compared with the 100 MHz and 250 MHz antenna in Yushu 
area. The general view of the deformation zone is clearly 
displayed in the 25 MHz profiles at four different sites, espe-
cially in site 1, site 3 and site 4. Moreover, the 25 MHz data 
well yield the shallow subsurface geometry and important 
behavior of the fault at greater depth, including the loca-
tion and flanks of the deformation zones, the dipping angle 
and direction of the fault. This seems to be attribute to the 
high frequency antenna may provide too much details to 
discern the extensive clutter in the shallow subsurface, such 
as coarse gravel or scatter stones. We also focus that the 
propagate depth of GPR signals with 25 MHz, 100 MHz 
and 250 MHz antenna ranges from about 4 m to 15 m and 
has a more energy losing during the radar wave propaga-
tion. It probably indicates that the shallow subsurface has 
the high water-saturated clay in Yushu area. Thus, it is more 
appropriate that a combination of different antenna can be 
employed in the Yushu fault.

Although the trench wall and GPR profile have the differ-
ent scales, the features of the fault seen in the GPR images 
are well correlated with trench walls. The GPR profiles show 
that the Yushu fault is nearly vertical fault with the angle of 
70°–85°. The dip angle of the fault at site1, site 2 and sites 
3 is almost steeper that the dip angle at site 4 from top to 
bottom in the shallow subsurface. These angle variations 
of the fault plane illustrate the northwest portion of Yushu 
fault mainly is the left-lateral strike slip with the normal 
fault components. On the contrast, the tendency of the Yushu 
fault has the thrust components in the southeast segment 
indicated by the dip angle of the fault plane and the negative 
flower structure on GPR profile at site 3 and site 4. What’s 
more, the GPR data also show that the stress perturbations 
of the 7.1 magnitude earthquake occurred in 2010 are mainly 

released in northwest portion of Yushu fault, which is con-
sistent with the geomorphologic rupture indications. It also 
has been inferred that the fault in northwest segments has 
higher-intensity seismic activity than southeast segment.

Conclusion

Detailed multi-frequencies GPR measurements were firstly 
performed for exploring and revealing shallow subsurface 
geometry about the geologic structure at the four sites along 
the Yushu fault. It is a challenge for GPR to image shallow 
subsurface geometry in Yushu area with water-saturated clay 
in near-surface layer that cause more energy losing during 
the radar wave propagation. Despite the low probing depth 
of the GPR (up ~ 4 m to ~ 12 m), all GPR data distinctly 
show shallow subsurface geometry about the geologic struc-
ture and important physical characteristics of the fault. The 
GPR data suggest that the Yushu fault is in general almost 
vertical fault with the dipping angle ranges from 70° to 
85°. What’s more, the geophysical features on GPR profile 
associated to the strike-slip fault are further summarized in 
different geological and geomorphological environment in 
Yushu area.

The GPR images are in well agreement with the trench 
wall sections in the three study sites and it further improve 
our understanding of the geologic structure and active tec-
tonic setting in the Yushu fault. This is also demonstrated 
that the ability of GPR method for providing the detailed 
information of geologic structure and faulting geometry in 
the Yushu fault, especially in regions where surface expres-
sion and geomorphic markers are unobservable. Moreover, 
GPR measurement will play an increasingly impartment role 
in fault study in the Qinghai-Tibet Plateau area.
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Abstract
The study analyzed the relationship between mineral magnetic properties and particle size in order to determine the suitability 
of magnetic measurements to serve as particle size proxy for urban top soils samples collected from Jalingo, NE Nigeria. 
Pearson correlation analyses between mineral magnetic parameters (χlf, χfd%, χARM, SIRM, Soft IRM, ARM/SIRM) and 
particle size properties (PM2.5, PM10, clay, silt and sand) are reported. Results indicate that each particle size class shows 
different strength of correlation with magnetic parameters, implying that each particle class contains a proportion of mag-
netic minerals. For the whole data set (n = 154), χfd%, χARM and ARM/SIRM show significant positive correlation with 
the fine size fractions (PM2.5, PM10, clay and silt) but negatively correlated with the sand proportion, while χlf, SIRM and 
Soft IRM exhibit contrasting relationship. Of all the magnetic parameters, the magnetic parameters indicating fine-grained 
ferrimagnetic minerals (ARM/SIRM and χARM) have the strongest and most significant correlations. The nature of the 
magneto-particle size relationship is different when examined in terms of land use. The fact that magnetic properties and 
textural parameters have strong relationship indicates that magnetic methods could be considered a potential particle size 
proxy in Jalingo. However, since the relationship does not follow predictable and consistent patterns of other studies in top 
soils and sedimentary settings, it brings to fore the non-universality of the method. Hence, the type of relationship existing 
between magnetic and particle size properties in an environmental setting must be determined before applying the magnetic 
method as particle size proxy.

Keywords Mineral magnetic · Particle size · Particulate matter · Environmental · Soil

Introduction

The effect of particulate matter (PM) is diverse and has been 
of great concern to scientist and environmental managers. 
Particulate matter can threaten human health (Dockery et al. 
1993), affects soils, crops (Luo et al. 2011) and visibility 
(Chen and Xie 2012). Out of these effects, more emphasis 
is on the health-associated effects since according to WHO 
(2006) it represents a scientific and social issue. Strong 

associations have been found to exist between PM and res-
piratory symptoms and cardiovascular mortality (Burnett 
et al. 1997; Lippmann et al. 2003; Lippmann 2011). Par-
ticulate matter is primarily derived from natural sources 
derived from soil (wind-blown soils) and particles derived 
from human activities such as materials used for construct-
ing roads (e.g., paints, cements, asphalt); emissions from 
vehicles’ exhaust pipes, tire and brake linings; inputs from 
industrial wastes (e.g., coal and oil combustions); biomass 
burning (natural fires) and long range atmospheric deposi-
tions (Adachi and Tainosho 2005; Meza-Figuero et al. 2007; 
Jordanova et al. 2012).

Particulate matter is ordinarily known as dust. The major 
classification of particulate matter are PM10 (particles hav-
ing diameter less than 10 micron, i.e., < 10 μm), PM2.5 
(describing concentration of particles having diameter less 
than 2.5 micron, < 2.5 μm) and PM1 (describing particles 
smaller than 1 μm). Usually, due to the concentrated traf-
fic density in urban areas, PM2.5 and PM10 concentrations 
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increase in urban centers than rural areas (Chen et al. 2007). 
As a result of the contribution of most pollution by anthro-
pogenic sources, urban centers most often experience spatial 
and daily fluctuations in the concentration of air pollution 
(Petrovský et al. 2000; Maher et al. 2008; Brimblecombe 
2011; Crosby et al. 2014).

Natural soils are made up of soil particles that vary in 
size. Soil texture gives information about the relative amount 
of the different particle sizes such as clay, silt and sand in 
the soil. It influences the mechanism of flow of water in the 
soil and the ease at which soil can be worked. Besides its 
use in agriculture, particle size is also used in measuring 
the pedogenic and detrital proportions (Zan et al. 2015) and 
sediment provenance studies (Thompson and Morton 1979; 
Booth et al. 2005). It has been demonstrated that particle 
size can greatly affect analytical data related to soils (Booth 
et al. 2005; Crosby et al. 2014). Pollutants like concentra-
tions of trace metal, radionuclide content and quantity of 
polychlorinated biphenyls are affected by particle sizes: 
the concentration increases with decreasing sediment size. 
Fine-grained sediments usually have larger specific surface 
areas, cation exchange capacities and surface charges. These 
increase considerably the extent to which they are adsorbed 
preferentially (Booth et al. 2005).

Environmental magnetic methods have gained popular-
ity recently as an established proxy method for determining 
soil heavy metal pollution (Hoffmann et al. 1999; Matzka 
and Maher 1999; Petrovský et al. 2000; Maher et al. 2008; 
Basavaiah et al. 2012; Crosby 2012; Jordanova et al. 2012; 
Kanu et al. 2017), climatic studies (Maxbauer et al. 2016), 
archaeological studies (Hill et al. 2007), sediment source 
tracing (Beckwith et al. 1986) and radionuclides concentra-
tion (Clifton et al. 1999). These studies utilized the relation-
ships between mineral magnetic parameters and physical and 
chemical properties of soil, sediments, dusts, etc. The appli-
cation of environmental magnetic parameters as proxy for 
particle size is not as established as its use in pollution stud-
ies. However, some studies have achieved considerable suc-
cess in establishing mineral magnetism as particle size proxy 
(Thompson and Morton 1979; Zheng et al. 1991; Chen et al. 
1995; Clifton et al. 1999; Booth et al. 2005, 2007; Crosby 
et al. 2009, 2014; Oldfield et al. 2009). Most of these studies 
focused on sedimentary environments, except Booth et al. 
(2008) and Crosby et al. (2009, 2013, 2014) who focused on 
roadside soils and Manx top soils from British Isle, respec-
tively. They found that the relationship between magnetic 
and particle size properties may not be applicable univer-
sally; hence, caution must be exercised in its usage. Further-
more, the studies are concentrated in Europe, America and 
Asia, none so far coming from Africa with tropical climate. 
Therefore, more case studies are required to understand bet-
ter and in detail the magnetic proxy method, especially on 
how it works and under which conditions the technique can 

be applied in different environments, climates and ecosys-
tems. It must be noted that it is a necessary task to identify 
the process that drives the magnetic response as magnetic 
grain size, concentration and mineralogy can respond to 
changes in geology, size of particle, transport, delivery and 
flux, anthropogenic pollution and diagenetic and authigenic 
changes (Hatfield 2014). Hence, magnetic proxies cannot 
be generalized without prior information on their origin in 
the samples.

In this study, we intend to achieve the following: (1) 
examine the level of application of magnetic parameters as 
reliable proxy for particle size, (2) determine if the relation-
ship between mineral magnetic and textural parameters can 
be applied universally, that is follow the pattern of other 
studies and (3) examine if human activities/land use affects 
the way in which particle size and magnetic properties relate.

Materials and methods

Study area and sample collection strategy

This study was conducted in Jalingo metropolis, the state 
headquarters of Taraba State, Nigeria. Jalingo is located 
between latitude 8°50′ and 8°90′N and between longitude 
11°17′ and 11°26′E (Fig. 1). Details about the study area can 
be found in Kanu et al. (2017). The study area is part of the 
Nigerian Basement Complex rocks and is mainly composed 
of migmatites, gneisses and the older granites (Obaje 2009).

To investigate the possible links between mineral mag-
netic and particle size within Jalingo metropolis, a strategy 
that combines land use pattern and traffic conditions was 
used. To this end, a number of sampling sites were selected 
for this study. A total of 154 top soil (0–10 cm) samples were 
randomly collected from residential areas (n = 25), roadsides 
(n = 50), dumpsites (n = 15), mechanic workshops and motor 
park (n = 25), farm land (n = 20) and other locations: mar-
ket/commercial area, sport complex, school environment 
(n = 19). The samples were collected between November, 
2011 and March, 2012.

Magnetic measurements

The magnetic measurements were performed following the 
procedure adopted by our previous work (Kanu et al. 2017). 
Magnetic susceptibility measurements were done using the 
Agico MFK1-FA Kappabridge instrument. Measurements 
were carried out at low frequency of 976 Hz and high fre-
quency of 15,616 Hz at an alternating field of 200 A m−1. 
From these, the frequency-dependent susceptibility (χfd%) 
parameter that is used to detect the presence of fine-grained 
(< 0.03 um) superparamagnetic (SP) ferrimagnetic minerals 
in samples (Basavaiah et al. 2012) was calculated. Here, 
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χfd% was calculated; thus, χfd(%) = χlf−χhf

χlf
× 100%, where 

χlf and χhf are low- and high-frequency magnetic suscep-
tibility, respectively.

Anhysteretic remanent magnetization (ARM) was 
induced with peak alternating magnetic field of 100 mT 
and a constant DC bias field of 0.05 mT using a D-2000 AF 
demagnetizer (ASC scientific). The remanence acquired is 
measured using a Molspin spinner magnetometer, and the 

values were converted to give the mass specific susceptibil-
ity of ARM (χARM).

In order to determine the isothermal remanent magnetiza-
tion (IRM), the samples were exposed to a forward field of 
0.02 T and 1 T in a Molspin pulse magnetizer and the IRM 
was measured using the spinner magnetometer. The highest 
field that can be measured by the Molspin pulse magnet-
izer is 1 T and is used as saturation isothermal remanent 
magnetization (SIRM). Thereafter, back field demagnetiza-
tion in steps of 20, 30, 100 and 300 mT was applied. The 

Fig. 1  Map of Jalingo showing 
sample points
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soft isothermal remanent magnetization (Soft IRM) and 
S-ratio was then calculated from the following relations, 
respectively,

Particle size/textural analyses

Particle size analyses were performed using a CILAS 1064 
particle size analyzer with a detection range from 0.03 to 
500 μm. Prior to measurement, the soil and dust samples 
were sieved using a sieve merge and the < 125 μm size 
fractions were used for the particle size analysis. Approxi-
mately 200 mg of samples was dispersed in sodium hexa-
metaphosphate [Na(PO3)6] solution and is poured to the 
sample chamber and laser analyzed for the grain size spec-
trum for a 10 min program. For data reproducibility, three 
runs per sample were conducted. The results obtained from 
the laser granulometry were separated into different grades 
of fractions following Wentworth (1922) classification 
scheme; thus, clay ≤ 4 µm, silt = 4–63 µm and sand ≥ 63 µm. 
Other finer particles classes are PM2.5 ≤ 2.5  µm and 
PM10 ≤ 10 µm.

Soft IRM =

(
SIRM − IRM−30 mT

2

)

, Sratio =
|
|IRM−300 mT

|
|

SIRM
.

Results and discussion

Mineral magnetic properties of the different sampling 
sites in Jalingo are shown in Table 1. The magnetic sus-
ceptibility values varied considerably from a low value 
of 0.21 × 10−8  m3 kg−1 to a high value of 912.56 × 10−8 
 m3 kg−1. The highest mean χlf values are obtained in road-
side soil (219.13 × 10−8  m3 kg−1) followed by residential 
area (166.32 × 10−8  m3 kg−1) and dumpsites (131.43 × 10−8 
 m3 kg−1). SIRM varied between 40.81 × 10−5 A m2 kg−1 
and 4010.76 × 10−5 A m2 kg−1, with highest mean values 
obtained in dumpsites followed by roadside soils and resi-
dential areas. The values of χlf and SIRM in all the loca-
tions are high indicating abundance of ferrimagnetic and 
remanence carrying magnetic minerals. In all the sampling 
sites, high mean values of χARM are obtained, imply-
ing high concentration of stable single-domain magnetite 
in the soils. Generally, the mean values of χARM var-
ied in the order farmland (0.30 × 10−5 m3 kg−1) > dump-
si tes  (0 .27 × 10−5  m3  kg−1)  > resident ia l  area 
(0.20 × 10−5 m3 kg−1) > roadside (0.17 × 10−5 m3 kg−1) > other 
l o c a t i o n s  ( 0 . 1 5  ×  1 0 − 5   m 3   k g − 1 )  >  
mechanic workshop/motor park (0.12 × 10−5 m3 kg−1). Usu-
ally, χlf and SIRM are regarded as approximate estimates of 

Table 1  Summary statistics of magnetic parameters (n = 154)

Sampling loca-
tions

χlf (× 10−8 
 m3 kg−1)

χfd (%) χARM (× 10−5 
 m3 kg−1)

SIRM (× 10−5 
A m2 kg−1)

ARM/SIRM 
(dimension-
less)

S-ratio (dimen-
sionless)

Soft IRM 
(× 10−5 A m2 kg−1)

Road side soil (n = 50)
 Range 21.17–614.89 1.50–7.68 0.01–0.32 63.45–2009.72 0.003–0.02 0.88–1.00 28.23–924.84
 Mean ± SD 219.13 ± 138.80 2.98 ± 1.42 0.17 ± 0.07 1026.83 ± 528.50 0.008 ± 0.004 0.96 ± 0.03 466.93 ± 238.63

Residential area (n = 25)
 Range 16.08–912.56 0.30–14.72 0.05–0.45 113.53–4010.76 0.004–0.03 0.80–0.97 40.78–1598.98
 Mean ± SD 166.32 ± 251.63 6.70 ± 3.67 0.20 ± 0.12 979.28 ± 1187.61 0.01 ± 0.01 0.91 ± 0.05 390.22 ± 447.29

Dump sites (n = 15)
 Range 53.82–352.34 4.01–9.76 0.12–0.57 358.81–3192.96 0.01–0.02 0.93–0.99 127.87–1529.71
 Mean ± SD 131.43 ± 93.89 6.74 ± 1.84 0.27 ± 0.13 1138.52 ± 859.10 0.01 ± 0.01 0.97 ± 0.02 521.71 ± 411.74

Mechanic workshop and motor park (n = 25)
 Range 0.21–375.90 2.24–12.91 0.001–0.53 40.81–3967.96 0.00–0.03 0.84–0.99 10.54–1833.40
 Mean ± SD 79.67 ± 97.28 5.60 ± 3.02 0.12 ± 0.12 663.98 ± 866.71 0.01 ± 0.01 0.95 ± 0.05 297.43 ± 399.91

Farm land (n = 20)
 Range 35.04–160.75 4.88–19.38 0.14–0.95 251.55–872.94 0.01–0.71 0.68–0.99 94.53–360.23
 Mean ± SD 75.26 ± 37.41 12.52 ± 3.18 0.30 ± 0.23 412.80 ± 138.95 0.03 ± 0.02 0.90 ± 0.07 166.02 ± 67.90

Other locations (n = 19)
 Range 18.80–351.03 1.61–15.14 0.08–0.32 108.38–1110.82 0.004–0.03 0.69–1.00 42.29–485.56
 Mean ± SD 88.93 ± 82.03 9.56 ± 5.19 0.15 ± 0.06 435.31 ± 266.71 0.02 ± 0.01 0.91 ± 0.07 191.60 ± 124.50

Total (n = 154)
 Range 0.21–912.56 0.30–19.38 0.001–0.945 40.81–4010.76 0.00–0.07 0.68–1.00 10.54–1833.40
 Mean ± SD 143.99 ± 150.63 6.45 ± 4.37 0.19 ± 0.13 815.93 ± 758.25 0.01 ± 0.01 0.94 ± 0.06 354.34 ± 328.32
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ferrimagnetic minerals contents in the samples (Shen et al. 
2008). Specifically, SIRM is generally used as approxima-
tion of the total magnetic mineral concentration with grain 
size larger than SP/single-domain (SD) threshold. Unlike 
χlf, SIRM is not influenced by para- and diamagnetic min-
erals (Thompson and Oldfield 1986; Zhang et al. 2007). 
χARM can give information about the amount of ferri-
magnetic minerals in stable single-domain (SSD) region 
(Kanu et al. 2017). χlf, SIRM and χARM are regarded as 
concentration-dependent magnetic parameters, while χfd% 
and ARM/SIRM are parameters that depend on grain size. 
S-ratio and Soft IRM are indicative of magnetic mineral-
ogy. From the χfd% results, the mean values indicate that 
the roadside soil is overshadowed by coarse multidomain 
(MD) magnetic particles, while samples from farmland are 
dominated by SP grains. Other locations are composed of 
admixture of SSD and SP grains. High S-ratio (average, 
0.94) and Soft IRM suggest the dominance of low coerciv-
ity soft magnetic minerals like magnetite and/or maghemite 
in the samples.

The results of particle size analysis by laser granulometry 
are presented in Table 2. The concentration of individual 
particle size classes is compared using box plots shown in 
Fig. 2. Results show that the concentration of sand frac-
tions dominated the assemblage (51.76%) followed by the 
silt fraction (41.14%) and clay fraction (7.10%). However, 
based on individual land use, the silt fraction dominated the 
soils from dumpsites and farm land, while sand fractions 

dominated the roadside soil, residential areas and mechanic 
workshop and motor park. In other locations, the ratio of 
silt to sand is very close (46.08%: 47.45%). High sand frac-
tions in road side soils have also been observed in Southport, 
Merseyside, UK (Booth et al. 2007), Scunthorpe, North Lin-
colnshire, UK (Crosby et al. 2009) and Wolverhampton, UK 
(Crosby et al. 2013).

In terms of the respiratory health size classes, PM10 
grains represent ~ 9%, while PM 2.5–4% of the sediments. 
The PM 2.5 and PM 10 are seen to be highly variable and 
have the highest values in the farmland. This may be attrib-
uted to accumulation of combustion products from bush 
burning and long distance travel vehicular emissions and 
even fertilizer application. The least values of the respiratory 
health-related sizes PM 2.5 and PM 10 are found in roadside 
soils (Table 2, Fig. 2), while the highest values are obtained 
in the farmland.

Correlation between magnetic properties 
and particle size classes

The values of the Pearson correlation coefficient (r) 
between magnetic concentration, mineralogical and grain 
and particle size parameters for Jalingo soils (n = 152) were 
computed using SPSS 20 statistical software and are pre-
sented in Table 3. Each magnetic parameter correlates sig-
nificantly (at either P < 0.01 or P < 0.05) either positively 
or negatively with one particle size class or the other. It 

Table 2  Summary statistics of 
textural parameters (n = 154)

Sampling locations PM 2.5 (%) PM10 (%) Clay (%) Silt (%) Sand (%)

Road side soil (n = 50)
 Range 1.38–4.1 2.22–7.53 2.21–7.53 14.18–61.45 31.02–83.61
 Mean ± SD 2.36 ± 0.68 4.73 ± 1.90 4.10 ± 1.31 27.95 ± 10.64 67.95 ± 11.81

Residential area (n = 25)
 Range 2.01–6.35 4.17–16.65 3.54–12.26 20.71–72.08 17.73–74.90
 Mean ± SD 3.34 ± 1.31 7.72 ± 3.89 6.06 ± 2.67 39.99 ± 12.69 53.95 ± 14.50

Dump sites (n = 15)
 Range 2.72–5.75 6.38–16.92 4.83–11.08 48.22–77.37 11.55–46.95
 Mean ± SD 3.96 ± 0.90 10.32 ± 3.05 7.24 ± 1.86 61.89 ± 7.91 30.87 ± 9.57

Mechanic workshop and motor park (n = 25)
 Range 1.45–10.39 1.63–21.55 2.11–18.85 14.96–79.18 9.61–82.32
 Mean ± SD 4.02 ± 3.22 8.21 ± 7.18 7.09 ± 6.04 39.96 ± 19.81 52.95 ± 25.01

Jalingo farm land (n = 20)
 Range 2.19–23.00 3.20–42.04 3.41–41.04 35.23–71.90 0.00–57.63
 Mean ± SD 8.80 ± 6.93 18.60 ± 13.23 16.19 ± 12.78 56.09 ± 11.66 27.71 ± 21.99

Other locations (n = 19)
 Range 1.47–5.90 2.11–17.31 2.19–11.68 19.03–69.03 20.65–78.78
 Mean ± SD 3.56 ± 1.46 8.54 ± 4.01 6.48 ± 2.84 46.08 ± 15.69 47.45 ± 18.37

Total (n = 154)
 Range 1.38–23.00 1.63–42.02 2.11–41.04 14.18–79.18 0.00–83.61
 Mean ± SD 3.94 ± 3.53 8.62 ± 7.43 7.10 ± 6.58 41.14 ± 17.54 51.76 ± 22.22
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Fig. 2  Notched boxplots showing the variation of the particle size classes in the sampling locations
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is also observed that each particle size class shows differ-
ent strengths of correlation with the magnetic parameters. 
This implies that all particle size fractions contain a pro-
portion of magnetic minerals, but the proportion varies 
with particle size (Oldfield et al. 2009). For the magnetic 
concentration parameters (χlf, SIRM and χARM), weak 
negative correlations are observed between χlf and SIRM 

and PM2.5, PM10, clay and silt fractions. The sand pro-
portion shows positive and stronger association with χlf 
(0.279, P < 0.01) and SIRM (0.195, P < 0.05), suggesting 
that differences in the ferrimagnetic components could be 
used as proxy for the concentration of sand. In contrast to 
χlf and SIRM, χARM exhibit stronger significant posi-
tive correlation with PM2.5 (r = 0.498, P < 0.01), PM10 

Table 3  Mineral magnetic and 
textural properties correlation 
for Jalingo metropolis (n = 152)

Significant correlation values are bolded
**Implies significant correlation at the 0.01 level (2-tailed), while * implies significant correlation at the 
0.05 level (2-tailed)

PM 2.5 (%) PM (10%) Clay (%) Silt (%) Sand (%)

χlf −  0.179 − 0.183* − 0.176* − 0.288** 0.279**
χfd% 0.549** 0.572** 0.551** 0.570** − 0.613**
χARM 0.498** 0.523** 0.503** 0.349** − 0.424**
SIRM − 0.190* − 0.167* − 0.185* − 0.177* 0.195*
ARM/SIRM 0.727** 0.716** 0.726** 0.519** − 0.625**
S-ratio − 0.345** − 0.360** − 0.349** − 0.325** 0.360**
Soft IRM − 0.189* − 0.167* − 0.184* − 0.179* 0.196*

y = -2.9787x + 156.46
R = -0.183; P < 0.05
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Fig. 3  Scatter plots of some magnetic parameters (χlf, χARM and ARM/SIRM) and particle size classes (PM 10, clay and sand)
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(r = 0.523, P < 0.01), clay (r = 0.503, P < 0.01) and silt 
(r = 0.349, P < 0.01) fractions and negative association with 
sand (r = − 0.424, P < 0.01). This result indicates that the 
maximum contribution of SD ferrimagnetic grains comes 

from the finer size classes. In Wolverhampton (UK) soils, 
Crosby et  al. (2013) also obtained negative correlation 
between χlf, SIRM and χARM for lower size fractions and 
positive correlation with the medium and coarse sand frac-
tions. The magnetic grain size indicators (χfd% and ARM/

Table 4  Mineral magnetic and textural properties correlation for 
dumpsites (n = 15)

Significant correlation values are bolded
**Implies significant correlation at the 0.01 level (2-tailed), while * 
implies significant correlation at the 0.05 level (2-tailed)

PM 2.5 
(%)

PM (10%) Clay (%) Silt (%) Sand (%)

χlf 0.591* 0.705** 0.609* 0.699** − 0.696**
χfd% 0.045 0.046 0.056 − 0.016 0.003
χARM 0.600* 0.726** 0.618* 0.773** − 0.759**
SIRM 0.528 0.659* 0.548* 0.662** − 0.653*
ARM/

SIRM
−  0.154 − 0.253 − 0.175 − 0.201 0.200

S-ratio 0.235 0.017 0.156 0.041 − 0.063
Soft IRM 0.537* 0.670** 0.562* 0.646* − 0.642*

Table 5  Mineral magnetic and textural properties correlation for road 
side soils (n = 50)

Significant correlation values are bolded
**Implies significant correlation at the 0.01 level (2-tailed), while * 
implies significant correlation at the 0.05 level (2-tailed)

PM 2.5 
(%)

PM 
(10%)

Clay (%) Silt (%) Sand (%)

χlf − 0.067 − 0.067 − 0.071 − 0.113 0.110
χfd% 0.288 0.313* 0.294* 0.418** − 0.410**
χARM − 0.014 0.028 0.000 − 0.069 0.062
SIRM − 0.178 − 0.152 − 0.173 − 0.224 0.221
ARM/

SIRM
0.293* 0.334* 0.309* 0.423** − 0.416**

S-ratio − 0.358* − 0.345* − 0.357* − 0.398** 0.400**
Soft IRM − 0.201 − 0.179 − 0.197 − 0.243 0.241

Table 6  Mineral magnetic and 
textural parameters correlation 
for Jalingo mechanic village 
(JMV) and Jalingo central 
motor park (JMP) (n = 25)

Significant correlation values are bolded
**Implies significant correlation at the 0.01 level (2-tailed), while * implies significant correlation at the 
0.05 level (2-tailed)

PM 2.5 (%) PM10 (%) Clay (%) Silt (%) Sand (%)

χlf − 0.584** − 0.569** − 0.586** − 0.358 0.425*
χfd% 0.112 0.173 0.120 0.311 − 0.275
χARM − 0.376 − 0.275 − 0.367 0.134 − 0.017
SIRM − 0.564** − 0.539** − 0.568** − 0.241 0.329
ARM/SIRM 0.307 0.373 0.318 0.451* − 0.434*
S-ratio − 0.909** − 0.890** − 0.905** − 0.743** 0.807**
Soft IRM − 0.607** − 0.584** − 0.611** − 0.293 0.380

Table 7  Mineral magnetic and textural properties correlation for farm 
land (n = 20)

Significant correlation values are bolded
**Implies significant correlation at the 0.01 level (2-tailed), while * 
implies significant correlation at the 0.05 level (2-tailed)

PM 2.5 PM 10 Clay Silt Sand

χlf 0.457* 0.444* 0.451* 0.131 − 0.332
χfd% 0.731** 0.702** 0.725** 0.459* − 0.665**
χARM 0.686** 0.670** 0.680** 0.367 − 0.590**
SIRM 0.127 0.125 0.125 − 0.039 − 0.051
ARM/SIRM 0.800** 0.769** 0.794** 0.444 − 0.696**
S-ratio − 0.047 − 0.023 − 0.042 0.122 − 0.040
Soft IRM 0.346 0.331 0.343 0.054 − 0.228

Table 8  Mineral magnetic and textural properties correlation for resi-
dential areas (n = 24)

Significant correlation values are bolded
**Implies significant correlation at the 0.01 level (2-tailed), while * 
implies significant correlation at the 0.05 level (2-tailed)

PM 2.5 
(%)

PM (10%) Clay (%) Silt (%) Sand (%)

χlf 0.301 0.263 0.319 − 0.214 0.127
χfd% 0.065 0.116 0.054 0.465* − 0.417
χARM 0.643** 0.652** 0.661** 0.245 − 0.339
SIRM 0.137 0.117 0.154 − 0.267 0.204
ARM/

SIRM
0.235 0.316 0.228 0.689** − 0.646**

S-ratio − 0.253 − 0.245 − 0.273 0.195 − 0.119
Soft IRM 0.204 0.172 0.219 − 0.252 0.180
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SIRM) show stronger relationship with the particle sizes 
than the concentration-dependent parameters. χfd% and 
ARM/SIRM reveal strong positive association with PM2.5, 
PM10, clay and silt fractions and negative correlation with 
sand. The S-ratio and Soft IRM which indicate abundance 

of soft coercive magnetic minerals (e.g., magnetite, magh-
emite) are negatively correlated with PM2.5, PM10, clay and 
silt fractions and positively correlated with sand fraction. 
This may indicate that the concentration of higher coercivity 
minerals increases with finer size fractions, but magnetite/
maghemite increases in the coarse sand fraction.

In general, it is worth noting that the magnetic particle 
size relationship is divided into two broad categories: those 
that correlated positively with the fine size classes (PM2.5, 
PM10, clay and silt) but negatively with the proportion of 
sand (i.e., χfd%, χARM and ARM/SIRM) and others that 
correlated negatively with the fine fractions but positively 
correlated with sand (χlf, SIRM, S-ratio and Soft IRM). 
This further indicates that χfd%, χARM and ARM/SIRM 
which respond to fine-grained minerals are strongly posi-
tively correlated with fine size classes and negatively cor-
related with the coarse sand fraction. Also, for this study 
area, ARM/SIRM proved to be the most suitable proxy for 
estimating particle size fractions in Jalingo top soils, since it 
showed the highest significant correlation values with all the 
size classes. This is closely followed by χARM and χfd%.

Table 9  Mineral magnetic and textural properties correlation for 
other locations (n = 19)

Significant correlation values are bolded
**Implies significant correlation at the 0.01 level (2-tailed), while * 
implies significant correlation at the 0.05 level (2-tailed)

PM 2.5 PM 10 Clay Silt Sand

χlf − 0.272 − 0.159 − 0.237 − 0.111 0.132
χfd% 0.444 0.347 0.413 0.337 − 0.352
χARM 0.666** 0.654** 0.661** 0.696** − 0.697**
SIRM − 0.245 − 0.146 − 0.214 − 0.101 0.119
ARM/SIRM 0.470* 0.412 0.450 0.375 − 0.390
S-ratio − 0.241 − 0.176 − 0.221 − 0.313 0.302
Soft IRM − 0.233 − 0.134 − 0.203 − 0.067 0.089

y = 10.476x - 3.1166
R = 0.705, p < 0.01
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Fig. 4  Scatter plots of some magnetic parameters (χlf, χARM and ARM/SIRM) and particle size classes (PM 10, clay and sand) for dumpsites 
sample
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In comparison with previous studies, significant rela-
tionship between χlf, SIRM and χARM and particle size 
classes has been found. Measurement of ARM is used to 
determine the amount of magnetite in fine textured (less 
than 0.1 μm) clay size fraction, while χlf could be a use-
ful indication of the quantity of coarse MD magnetite in 
large textured (> 1 μm) fractions (Oldfield et al. 1993). 
Clifton et al. (1999) found that χlf had strong correla-
tion with sands and medium silts fractions, χARM had 
strong association with clay and fine silts, while SIRM had 
strong association with very fine to medium silts. Accord-
ing to Zhang et al. (2001), χfd% and χARM could be used 
as a proxy for clay content. In terms of the potential of 
mineral magnetic measurements as a proxy for urban PM, 
Booth et al. (2005, 2007) found that χlf, χARM and SIRM 
parameters correlated with all class sizes and suggested 
that χlf, χARM and SIRM have potential as particle size 
proxies for several sedimentary environments. They, how-
ever, noted the importance of fully determining the nature 
of the relationship between sediment particle size and 
magnetic properties before applying mineral magnetic data 
as a size proxy. More recently, this was further explored by 
Booth et al. (2008) who discussed potential problems of 

employing this technique. Crosby et al. (2009) found that 
in urban road-deposited sediment, χARM and SIRM were 
strongly related to all the different PM classes (PM1.0, 
PM2.5 and PM10), but χlf did not. Saragnese et al. (2011) 
reported variable degree of correlation between the con-
tents of PM 10 and various magnetic properties and attrib-
uted this variation to the diverse sources of origin of PM 
10. The trends observed in the present study are not totally 
consistent with these earlier investigations, though sig-
nificant similarities are evident. For example, while sand 
correlated negatively with χlf, χARM and SIRM (Booth 
et al. 2005, 2007), it is positively correlated with χlf and 
SIRM and negatively associated with χARM in this study. 
Also, while Crosby et al. (2013) obtained significant mod-
erate negative correlation between χlf, χARM and SIRM 
and clay, silt and sand contents, this study found signifi-
cant (P < 0.05) but weak negative correlation between χlf 
and SIRM and clay and silt contents, and positive cor-
relation with sand content. χARM rather shows stronger 
significant but contrasting relationship.

Figure 3a–i shows bivariate scatter plots of some mag-
netic parameters (χlf, χARM and ARM/SIRM) versus 
selected textural parameters (clay, sand and PM10). The 
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Fig. 5  Scatter plots of some magnetic parameters (χlf, χARM and ARM/SIRM) and particle size classes (PM 10, clay and sand) for road side 
soils samples
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plots of χlf and clay, sand and PM10 (Fig. 3a–c) show that 
the sample points are distributed all over the plot area, sug-
gesting that the relationship does not give enough confidence 
to conclude that magnetic susceptibility could be a particle 
size proxy in the study area. Figure 3d–i shows relatively 
good degrees of scatter around the trend line, suggesting 
that χARM and ARM/SIRM might be a good proxy for the 
contents of the textural parameters.

The study further assessed the dependence of the mag-
netic parameters and particle size relationship on land use 
(road side soils, dumpsites, mechanic workshops/motor 
parks, farmland, etc.). Results are presented in Tables 4, 
5, 6, 7, 8 and 9. The results indicate that the strength and 
significance of the association between magnetic param-
eters and textural parameters can be different for specific 
environments within the same geological settings. Similar 
observation was found by Booth et al. (2008) within a sedi-
mentary setting. The potential application of magnetic meth-
ods as proxy for particle size on dumpsites yielded interest-
ing results shown in Table 4. Unlike the general case, χlf, 
χARM, SIRM and Soft IRM are significantly positively 

associated with the proportions of PM2.5, PM10, clay and 
silt and negatively correlated with sand fractions consist-
ent with Booth et al. (2005, 2007). This suggests that in 
the dumpsites, χlf, χARM, SIRM and Soft IRM could be 
effective particle size proxy. The grain size-dependent mag-
netic parameters (χfd% and ARM/SIRM) show contrasting 
trend, though with very weak correlation coefficient that is 
not significant at P < 0.01 and P < 0.05. Figure 4a–i shows 
scatter plots of some magnetic parameters (χlf, χARM and 
ARM/SIRM) versus selected textural parameters (clay, sand 
and PM10) for the dumpsites samples. The plots show good 
relationship between the particle sizes and χlf and χARM 
(Fig. 4a–f), but not with ARM/SIRM (Fig. 4g–i). ARM/
SIRM plots show greater scatter with the particle size and 
might not be a suitable particle size proxy for the dumpsites.

In Table 5, the Pearson correlation coefficients for Jalingo 
roadside soils are presented. The result indicate that χlf, 
SIRM and Soft IRM are poorly and negatively correlated 
with all the particle sizes except sand fraction. χfd% and 
ARM/SIRM show significant positive relationship with 
PM10, clay and silt, and negative correlation with sand 
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proportion. S-ratio is significantly negatively correlated 
with PM2.5, PM10, clay and silt fractions and positively 
correlated with sand. For this data set (road side soils), χlf, 
SIRM, χARM and Soft IRM may not be reliable particle 
size proxies as they display minimal/poor relationship with 
particle sizes. In comparison with road-deposited sediment 
from Scunthorpe, North Lincolnshire, UK, Crosby et al. 
(2009) found that moderate significant relationships exist 
between clay content, PM10, PM2.5 and PM1.0 and χARM 
and SIRM with χARM displaying the strongest correlation. 
In this study, the strongest correlation is found between 
χfd%, ARM/SIRM and S-ratio and PM2.5, PM10, silt and 
sand, suggesting that these magnetic parameters (χfd%, 
ARM/SIRM and S-ratio) could be considered as potential 
proxy for PM2.5, PM10 and silt in the road side soil. Fig-
ure 5 clearly summarizes these observations. Data points 
are highly scattered in the χlf, χARM versus particle size 
plots as opposed to the ARM/SIRM versus particle size plots 
which indicates existence of better relationships (Fig. 5g–i).

For the Jalingo mechanic village (JMV) and Jalingo cen-
tral motor park (JMP), S-ratio displays the strongest rela-
tionship with particle size classes. It is significantly nega-
tively correlated with PM2.5 (r = − 0.909, P < 0.01), PM10 

(r = − 0.890, P < 0.01), clay (r = − 0.905, P < 0.01), silt 
(r = − 0.743, P < 0.01) and positively correlated with frac-
tion of sand (r = 0.807, P < 0.01) (Table 6). This indicates 
the abundance of soft magnetic mineral (e.g., magnetite) in 
the coarse fraction and the hard component (e.g., hematite) 
in the finer fractions. PM2.5, PM10 and clay are observed 
to relate significantly negatively with χlf, SIRM and Soft 
IRM, while ARM/SIRM shows significant positive relation-
ship with silt (r = 0.451, P < 0.05) and negative correlation 
with sand (r = − 0.434, P < 0.05) only. The poor correlation 
observed between χARM and ARM/SIRM textural param-
eters in JMV and JMP (Table 6) may suggest the dominance 
of MD grains in the magnetic fraction over the finer SD 
and/or SP grains. This is because MD grains in most cases 
originate from polluted sources (Kanu et al. 2017). The data 
spread in Fig. 6 indicates that high level of confidence will 
not be given to χlf, χARM and ARM/SIRM as particle size 
normalization parameters. Although χlf relationship with 
particle sizes is promising, the data are clearly not distrib-
uted normally.

The relationship between some mineral magnetic and 
textural parameters for a farmland in Jalingo is presented in 
Table 7 and Fig. 7. Here, significant negative correlations 
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are found between χlf, χfd%, χARM and ARM/SIRM and 
fine fractions (PM2.5, PM10 and clay). These magnetic 
parameters are, however, found to exhibit significant nega-
tive correlation with sand fraction. Silt content is found to be 
related to χfd% only. The data distribution is concentrated 
around the regression line (Fig. 7) compared to the situation 
in the JMP and JMV samples (Fig. 6). In this site, the χfd%, 
χARM and ARM/SIRM displayed the strongest relationship 
and could be used as potential particle size proxy.

The situation in residential area is different from the other 
sites. In the Jalingo residential areas, χARM significantly 
correlated positively with the fine size fractions (PM2.5, 
PM10 and clay), while ARM/SIRM displayed significant 
and positive correlation with silt and negative correlation 
with sand (Table 8 and Fig. 8). This implied that χARM and 
ARM/SIRM could be considered appropriate particle size 
proxy in the residential area. Weiguo and Lizhong (2003) 
also obtained χARM to be highly correlated with fine frac-
tion (< 4 μm) for tidal flat sediments from Yangtze River, 
China.

Results of magnetic-particle size relationships for com-
bination of other locations in Jalingo such as school envi-
ronment, market place, sports complex, etc., are shown 

in Table 9 and Fig. 9. In this case, χARM appears to be 
the most efficient particle size proxy. It shows significant 
positive correlation at 1% confidence level with PM2.5 
(r = 0.666), PM 10 (r = 0.654), clay (r = 0.661) and Silt 
(r = 0.696) and negative correlation with sand (r = − 0.697). 
Also, ARM/SIRM exhibits moderate positive correlation 
which is significant at P < 0.05 with PM2.5 (r = 0.470). 

The results indicated that when magnetic concentration 
parameters are employed as estimate for pollutant content, 
it is important to look into the changes caused by composi-
tion of particle size and possibly reduce such effects. Sig-
nificant correlations between the magnetic parameters and 
the respiratory health-related size classes have shown the 
potential of using the technique as a possible alternative tool 
for monitoring PM, which could be linked to both health and 
pollution studies. It can be said that magnetic measurements 
have high possibility to be a reliable proxy for particle size. 
However, when data presented here are compared between 
different sampling sites and previous investigations, it is 
clear that there is no general trend that could be adduced. 
For example, one cannot conclude that χARM is a clay 
size proxy or χlf is used as a sand proxy. Therefore, more 
case studies are needed to arrive at a conclusion; otherwise, 
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caution should be exercised when using mineral magnetic 
methods as particle size proxy.

Conclusions

• Results obtained indicate that each particle size class 
shows different strengths of correlation with magnetic 
parameters, implying that each particle size class con-
tains a proportion of magnetic minerals.

• Some magnetic properties (χfd%, χARM and ARM/
SIRM) are positively correlated with finer fractions 
(PM2.5, PM10, clay and silt) but negatively correlated 
with sand proportion, while χlf, SIRM and Soft IRM 
reveal opposite trend of correlation.

• Land use affects the manner in which magnetic param-
eters relate with particle size. It varies from one land use 
pattern to another.

• Assessment of all selected magnetic parameters used 
for the study shows that the magnetic parameters that 
indicate fine-grained ferrimagnetic minerals (ARM/
SIRM and χARM) have the strongest and most signifi-

cant correlation values and most consistently significant 
(P < 0.01) relationship with most particle size classes and 
could be considered most suitable particle size proxy for 
the study area. Thus, magnetic techniques have the poten-
tial to be considered as proxy for particle size.

• Although significant relationship between magnetic and 
particle size parameters has been obtained, the trend 
does not follow predictable pattern of other studies. This 
implies that the application of magnetic data as proxy 
for particle size may not be universal; hence, for a par-
ticular soil or environmental setting, the nature of the 
association should be examined before attempting to use 
magnetic properties as particle size proxy.
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Abstract
A new algorithm has been established to interpret magnetic anomaly data due to inclined dike-like structure. This algorithm 
uses first horizontal derivative anomalies attained from magnetic anomaly data utilizing filters of sequential window lengths. 
The final estimated parameters are the half-width, the depth, angle of magnetization and amplitude factor of an inclined 
dike-like geological structure. A minimum variance criterion is used for selecting the most suitable variables. This algorithm 
has been realized to theoretical data without and with random noise. The effects of interference due to near structures have 
additionally been studied. The method was then applied to two field examples from Turkey and Peru, which demonstrate 
its effectiveness and accurateness. Thus, it is a respectable correspondence among the model parameters retrieved from 
this approach, drilling information, and the outcomes published in the literature. For example, in Turkey, we applied the 
technique to gauge the source variables and also the results were precise to w = 64.74 m and h = 87.65 m (2% and 3% errors, 
respectively) based on information from Aydin and Gelişli (Jeofizik 10:41–49, 1996).

Keywords Magnetic anomaly · Inclined dike · Depth · Half-width

Introduction

In magnetic elucidation problems, the anomalies owing to 
an inclined dike model have a wide use, e.g., oil, mineral, 
groundwater exploration and others (Smith et  al. 2005; 
Abdelrahman et al. 2007a; Abdelrahman et al. 2012; Abo-
Ezz and Essa 2016; Baiyegunhi and Gwavava 2017; Essa 
et al. 2018; Gadirov et al. 2018). However, in practice, an 
inclined dike configuration is often approximated by a verti-
cal dike. This simple model may not be geologically accu-
rate, but it is often times utilized in the geophysical interpre-
tation to get the depth, width, and the thickness of a class of 
dike structures (Mehanee 2015; Mehanee and Essa 2015). 
Normal and rapid elucidation of such easy geometric mod-
els is administrated by hand through graphical approaches 
involving characteristic curves (Bean 1966; Koulomzine 
et al. 1970; Rao et al. 1972). However, the precision of the 

estimated outcomes by these methods depends on the accu-
racy of the residual field separated from an observed field.

In addition, several numerical-approaches are adjusted 
to understand the magnetic anomaly caused by an inclined 
dike-like structure, such as curve matching techniques, 
which depend on trial and error of fitting the measured and 
calculated profile (Dondurur and Pamukçu 2003). Wer-
ner (1953) designed the deconvolution method (Werner 
deconvolution) to investigate inclined magnetized dikes 
by separating the anomaly owing to a selected dike from 
the interference of neighboring dikes. In spectral analysis 
approaches (Cassano and Rocca 1974; Sengupta and Das 
1975; Bhimasankaram et al. 1978), the source depth is eval-
uated from the power band of their magnetic anomalies; the 
drawbacks of this method are that the precision of the out-
comes is affected by the precision of the drawn interpolating 
line and it is difficult to apply this method when there are 
more than one body positioned at various depths (Cassano 
and Rocca 1974).

Rao et  al. (1981) utilized a fancy gradient technique 
that depends on a few distinctive points (designated on the 
amplitude/phase plots) from which the variables of the dike 
are determined. Keating and Pilkington (1990) devised an 
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automatic numerical routine to infer the vertical magnetic 
gradient profiles of an inclined dike. Abdelrahman et al. 
(2007b) suggested a semiautomatic least squares approach 
that convolves the inclined dike model with a moving average 
filter. However, the challenge facing this approach in estimat-
ing the model parameters is choosing the correct origin loca-
tion of the dike from the measured magnetic data. Cooper 
(2012) discussed a new semiautomatic method to interpret 
the magnetic anomalies of dike by determining the fraction of 
the derivatives of the whole magnetic field. The disadvantage 
of this method is that it is applicable to thin dikes with dif-
ferent dips. Another method relies upon the amplitude of the 
analytic signal, which was devised by Cooper (2015) for the 
magnetic anomaly from a thin sheet to calculate the depth to 
the upper surface, amount of dip, and product of susceptibil-
ity and thickness of the dike. Al-Garni (2015) used a neural 
network method to estimate several parameters of dipping 
dikes. Essa and Elhussein (2017) discussed a semiautomatic 
method that depends on the second horizontal derivative of 
the measured magnetic anomaly for delineating dipping dikes 
sources. The shortcoming of the usage of higher order of 
derivatives is that sensitivity to noise is emphasized.

In this paper, we establish a new algorithm for calculat-
ing the response of an inclined dike model using the first 
derivative. The suggested method relies on evaluating the 
horizontal derivative anomalies from measured magnetic 
data utilizing several filters of successive window lengths 
(graticule spacings). The advantages of using this methodol-
ogy are adjusted to estimate the depth and half-width of the 
covered inclined dike structures and also it is less sensitive 
to noise. The technique relies on calculating the variance 
(Var) of depths for every half-width. The tiniest variance 
is employed as a principle condition for deciding the most 
effective depth and half-width of the buried structure and 
does not need any graphical utilities. The accuracy of this 
methodology is demonstrated at synthetic examples, using 
simulated data generated from a model with random errors 
and a statistical distribution. The suggested method is then 
applied to real field examples from Turkey and Peru. There 
is an acceptable agreement between the results gained by our 
approach and those attained from different methods. Thus, 
the depths estimated from this approach are consistent with 
those attained from drilling information and published ones.

The method

Hood (1964), McGrath and Hood (1970) and Essa and 
Elhussein (2017) present an equation for the magnetic anom-
aly response of an inclined dike (Fig. 1) as follows:

where h (m) is the depth to the upper surface of an inclined 
dike, w (m) is the half-width of the inclined dike, θ (°) is the 
angle of magnetization, xj (m) are the horizontal coordinates 
of the observation points, and Ac (nT) is the amplitude fac-
tor related to magnetization.

Using the following three points (xj − s, xj, xj + s) on the 
anomaly profile, the first horizontal derivative (Hx) of the 
magnetic anomaly is given by subsequent expression:

where s = 1, 2, …M spacing units which are called window 
lengths.

Substituting Eq. (1) in Eq. (2), the FHD (first horizontal 
derivative) of the magnetic anomaly is:
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From the above equation and by rearrangement, we can 
gauge the depth (hf), the half-width (w), the index angle (θ) 
and the amplitude factor (Ac) (“Appendix”) as follows:

where the factors P and q are defined in “Appendix”.

The RMS (root-mean-square error) is estimated at various 
w values from the following equation:

where H
(
xj
)
 is the measured field and Hc

(
xj
)
 is the computed 

field. This is considered the misfit between the observed 
and calculated anomalies. The procedures and flowchart of 
applying our technique are summarized in Fig. 2. 

The limitation of our method is based on: (a) the number 
of data points (larger than 21 points), (b) the convergence 
and stability of the minimizer, (c) a priori information acces-
sible from different techniques that can be obtained as under-
lying model data.

Uncertainty analysis

We examined the uncertainties in estimating the model 
parameters (h, w, θ, A) of an inclined dike source by our 
method. For this purpose, each noise-free and noise-
corrupted magnetic anomaly has been scrutinized and 
the impact of interference from neighboring bodies is 
considered.

Analysis of synthetic example

The total magnetic anomaly (ΔH) for an inclined dike with 
the parameters: Ac = 1500 nT, θ = 40°, h = 9 m, w = 4 m, and 
profile length = 100 m, is
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Equation (2) is utilized to evaluate the horizontal deriva-
tive anomalies from the magnetic anomaly (ΔH) utilizing 
diverse s values (s = 5, 6, 7, 8 and 9 m). We estimated h 
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Determine the origin of the anomaly profile (xj = 
0) using available information from geological or 
geophysical data.

Digitize the anomaly profile at several points as 
(more than 21) including the central point (xj = 0).

Apply the FHD technique to the digitized values, 
the FHD values at the point xj are computed from
the observed magnetic data using equation (2)

Take the average value of h, θ and Ac calculated at 
each w for different s then calculate the variance
for h’s which can be considered as a best criterion 
for select the true solutions.

Stop

Start

Apply equation (13) to find h values for given
values of w parameter at different s-values.

Fig. 2  Generalized scheme for parameters estimation by using our 
method
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Table 1  Numerical results for a synthetic example with and without 10% random noise (h = 9  m, θ = 40°, A = 1500  nT, w = 4  m, and profile 
length = 100 m)

Bold represents the best-fit parmeters estimated

w (m) Parameters s (m) Average Variance RMS error (nT)

5 6 7 8 9

Without random noise
 2 h (m) 10.08 9.95 9.86 9.79 9.73 9.88 0.019 16.780

θ (°) 40.03 39.82 39.63 39.50 39.41 39.68 0.062
Ac (nT) 3308.05 3243.50 3199.82 3167.38 3141.66 3212.08 4326.168

 2.5 h (m) 9.89 9.78 9.71 9.65 9.60 9.73 0.013 13.769
θ (°) 40.03 39.85 39.69 39.59 39.52 39.73 0.043
Ac (nT) 2602.81 2559.89 2531.01 2509.59 2492.63 2539.19 1896.490

 3 h (m) 9.65 9.57 9.52 9.47 9.43 9.53 0.007 10.066
θ (°) 40.02 39.89 39.77 39.69 39.64 39.80 0.023
Ac (nT) 2123.22 2096.83 2079.18 2066.14 2055.82 2084.24 709.624

 3.5 h (m) 9.36 9.31 9.28 9.26 9.23 9.29 0.002 5.499
θ (°) 40.01 39.94 39.87 39.83 39.80 39.89 0.007
Ac (nT) 1771.97 1759.43 1751.10 1744.98 1740.15 1753.52 158.209

 4 h (m) 9.00 9.00 9.00 9.00 9.00 9.00 0.000 0.000
θ (°) 40.00 40.00 40.00 40.00 40.00 40.00 0.000
Ac (nT) 1500.00 1500.00 1500.00 1500.00 1500.00 1500.00 0.000

 4.5 h (m) 8.57 8.63 8.67 8.70 8.73 8.66 0.004 6.622
θ (°) 39.99 40.08 40.16 40.21 40.24 40.14 0.011
Ac (nT) 1279.78 1291.91 1299.78 1305.50 1310.01 1297.40 142.710

 5 h (m) 8.05 8.19 8.28 8.35 8.41 8.26 0.020 14.579
θ (°) 39.97 40.19 40.36 40.47 40.53 40.30 0.053
Ac (nT) 1094.24 1118.92 1134.64 1146.00 1154.88 1129.74 574.383

With 10% random noise
 2 h (m) 10.25 10.38 10.30 9.53 9.55 10.00 0.180 22.382

θ (°) 40.17 39.89 37.51 41.59 39.47 39.73 2.169
Ac (nT) 3374.51 3408.67 3369.71 3015.63 3050.18 3243.74 37,417.392

 2.5 h (m) 10.07 10.21 10.15 9.38 9.42 9.85 0.168 20.016
θ (°) 40.16 39.91 37.57 41.48 39.58 39.74 2.001
Ac (nT) 2655.82 2691.61 2666.48 2388.97 2419.82 2564.54 21,659.687

 3 h (m) 9.83 10.00 9.96 9.20 9.25 9.65 0.152 17.345
θ (°) 40.15 39.93 37.43 41.40 39.71 39.73 2.071
AcAc (nT) 2167.26 2206.18 2191.64 1966.41 1995.52 2105.40 13,202.675

 3.5 h (m) 9.54 9.75 9.73 8.99 9.05 9.41 0.135 14.510
θ (°) 40.14 39.97 37.72 41.75 39.88 39.89 2.057
Ac (nT) 1809.56 1852.75 1847.06 1660.31 1688.84 1771.70 8238.740

 4 h (m) 9.19 9.34 9.45 8.73 8.81 9.11 0.103 12.587
θ (°) 40.12 40.01 37.83 41.73 40.09 39.95 1.931
Ac (nT) 1532.81 1581.31 1583.55 1426.73 1455.50 1515.98 5184.879

 4.5 h (m) 8.77 9.08 9.13 8.42 8.24 8.73 0.155 13.154
θ (°) 40.10 40.07 37.96 41.95 40.34 40.08 2.018
Ac (nT) 1328.88 1393.89 1373.68 1218.22 1230.85 1309.10 6533.090

 5 h (m) 8.35 8.66 8.75 8.02 8.11 8.38 0.105 14.301
θ (°) 40.07 40.14 38.13 42.24 40.65 40.24 2.161
Ac (nT) 1150.44 1183.52 1284.84 1089.00 1120.05 1165.57 5677.898
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values at various w for each s value and afterward calcu-
lated the average depth and variance (Table 1) by using our 
inversion approach. Table 1 demonstrates the outcomes 
for noise-free data. The estimated parameters from the 
planned method are in fair agreement with the model of the 
2D inclined dike (h = 9 m and w = 4 m). In the end, we can 
observe that the minimum variance (Var = 0) occurs at the 
true depth (h = 9 m) and true half-width (w = 4 m). 

Subsequently, the real data are polluted with random 
noise; we imposed 10% random noise on the composite 
anomaly to see the impact of this noise on our algorithm. 
The FHD anomalies were computed using the same s values 
mentioned above.

Table 1 also shows the computational results for the 
noisy magnetic data. The average depth is 9.11 m, which is 
an error of 1.22% from the true h value and the estimated 
half-width is w = 4 m. The obtained solution for the differ-
ent parameters corresponds to a minimum variance with an 
RMS which equal to 12.587 nT. This demonstrates that our 
method is valuable when applied to noisy magnetic data.

Analysis of the interference effect

The magnetic anomalies may be distorted due to nearby 
structures; a synthetic model composed of a 2D inclined 
dike (with h = 9 m, θ = 40°, Ac = 1500 nT and w = 4 m) and 
a vertical thin dike (with h = 4 m, α = 45°, K = 2500 nT and 
xo = 40 m) was computed using a profile length of 120 m. 
The analysis by our method was applied to this synthetic 
data to evaluate and study the response of this neighboring 
structure on assessing the body parameters (h, w, θ and Ac) 
by using our new approach.

Figure 3 shows the composite magnetic anomaly due to 
the two structures with and without 10% random noise. The 
FHD technique was utilized to the magnetic anomaly with-
out random noise using four graticule spacings (s = 5, 6, 7 
and 8 m).

The values of h at several w for each s value were 
appraised by our method, and then the average and Var val-
ues of the different factors were calculated at various w for 
each s value (Table 2). From Table 2, the average depth of 
8.33 m, w of 4.5 m, θ of 40.04° and Ac of 1208.03 nT cor-
respond to the minimum RMS (RMS = 136.337 nT). The 
percentage error in depth is 7.44%, in half-width is 12.5%, 
in magnetization angle is 0.1% and in amplitude factor is 
19.46%.

The FHD technique was repeated with 10% random noise 
for the same previous spacings (s = 5, 6, 7 and 8 m). From 
Table 2, the average depth hc is 8.19 m, w is 4.5 m, θc is 

40.99° and Ac is 1176.46 nT; the corresponding minimum 
(RMS = 134.398 nT). The error of computed depth is 9% 
from the true depth (9 m), half-width is 12.5% from the true 
value (4 m), magnetization angle is 2.475% from the true 
value (40°); finally, the amplitude factor is 21.57% from the 
actual value (1500 nT).

Analysis of the effect of choosing origin

The selection of an incorrect origin of the magnetic profile 
from real data leads to errors in determining the inclined 
dike structure parameters. To determine the implication of 
choosing an incorrect origin, we used a synthetic model 
of Ac = 1500 nT, θ = 50°, h = 9 m, w = 4 m, and profile 
length = 100 m) with an error (1.5 m) in the source location 
(see Eq. 9) as follows:

Fig. 3  A composite magnetic field anomaly of a buried inclined dike 
with h = 9 m, θ = 40°, Ac = 1500 nT and w = 4 m, and a vertical thin 
dike with h = 4  m, α = 45°, K = 2500  nT and xo = 40  m, and profile 
length = 120 m with and without 10% random noise and a sketch dia-
gram of the 2 sources
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Table 2  Numerical results for 
a synthetic example composed 
of a 2D inclined dike (with 
h = 9 m, θ = 40°, Ac = 1500 nT 
and w = 4 m), and a vertical 
dike (with h = 4 m, α = 45°, 
K = 2500 nT and xo = 40 m) with 
and without 10% random noise

Bold represents the best-fit parmeters estimated

w (m) Parameters s (m) Average Variance RMS error (nT)

5 6 7 8

Without random noise
 2 h (m) 9.93 9.72 9.50 9.22 9.59 0.092 137.853

θ (°) 40.00 39.73 39.46 39.15 39.59 0.131
Ac (nT) 3176.17 3073.87 2977.91 2872.04 3025.00 16,951.172

 2.5 h (m) 9.74 9.55 9.34 9.08 9.43 0.081 138.152
θ (°) 39.99 39.77 39.54 39.26 39.64 0.099
Ac (nT) 2498.44 2425.31 2354.59 2274.55 2388.22 9192.195

 3 h (m) 9.50 9.33 9.15 8.89 9.22 0.068 138.609
θ (°) 39.99 39.82 39.63 39.39 39.71 0.065
Ac (nT) 2037.46 1985.84 1933.35 1871.55 1957.05 5055.692

 3.5 h (m) 9.20 9.07 8.91 8.67 8.96 0.052 139.323
θ (°) 39.98 39.88 39.75 39.56 39.79 0.033
Ac (nT) 1699.71 1665.47 1627.29 1579.48 1642.99 2667.185

 4 h (m) 8.84 8.76 8.62 8.41 8.66 0.036 140.333
θ (°) 39.98 39.95 39.90 39.78 39.90 0.008
Ac (nT) 1438.07 1418.98 1392.86 1356.50 1401.60 1247.512

 4.5 h (m) 8.41 8.37 8.29 8.23 8.33 0.006 136.337
θ (°) 39.97 40.06 40.10 40.04 40.04 0.003
Ac (nT) 1226.03 1221.09 1205.73 1179.263 1208.03 442.457

 5 h (m) 7.89 7.93 7.89 7.74 7.86 0.007 141.172
θ (°) 39.96 40.19 40.34 40.37 40.22 0.036
Ac (nT) 1147.21 1156.39 1151.17 1087.69 1135.62 1034.965

With 10% random noise
 2 h (m) 9.05 9.08 10.62 9.43 9.54 0.540 135.247

θ (°) 44.41 42.05 36.29 39.46 40.55 12.164
Ac (nT) 2773.66 2800.02 3361.49 2936.05 2967.81 73,947.141

 2.5 h (m) 8.85 8.90 10.26 9.29 9.33 0.429 135.758
θ (°) 44.41 42.10 36.34 39.56 40.60 12.015
Ac (nT) 2178.22 2207.29 2660.25 2325.65 2342.85 48,839.218

 3 h (m) 8.60 8.68 10.07 9.11 9.12 0.459 136.399
θ (°) 44.42 42.17 36.41 39.68 40.67 11.830
Ac (nT) 1772.42 1805.25 2186.81 1914.02 1919.63 35,390.776

 3.5 h (m) 8.29 8.41 9.85 8.89 8.86 0.502 137.313
θ (°) 44.43 42.26 36.49 39.84 40.76 11.609
Ac (nT) 1474.29 1511.73 1843.31 1615.79 1611.28 27,512.103

 4 h (m) 7.91 8.08 9.57 8.63 8.55 0.562 138.631
θ (°) 44.45 42.37 36.59 40.04 40.86 11.353
Ac (nT) 1242.48 1285.46 1580.68 1388.16 1374.20 22,684.575

 4.5 h (m) 7.65 7.89 9.11 8.12 8.19 0.414 134.398
θ (°) 44.38 42.52 36.76 40.28 40.99 10.727
Ac (nT) 1053.65 1103.32 1341.55 1207.32 1176.46 16,212.923

 5 h (m) 6.88 7.22 8.88 7.97 7.74 0.786 143.002
θ (°) 44.52 42.72 36.89 40.58 41.18 10.759
Ac (nT) 893.17 951.11 1199.41 1058.88 1025.64 18,134.564
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Our investigation begins by utilizing Eq. (2) for the FHD 
separation anomalies from the magnetic anomaly (ΔH) 
using available s values (s = 5, 6, 7 and 8 m).

Table 3 displays the results after applying the error in 
the horizontal coordinate. The estimated parameters (h, w, 
θ and Ac) are 8.04 m, 4 m, 55.15° and 1392.76 nT, respec-
tively, and correspond to the minimum RMS of 83.692 nT. 
The error in computed depth is 10.66%, in half-width is 0%, 
in index parameter is 10.3% while the error of estimated 
amplitude factor is 7.15%.
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Table 3  Numerical results for 
a synthetic example composed 
of a 2D inclined dike (with 
h = 9 m, θ = 50°, Ac = 1500 nT 
and w = 4 m), with incorrect 
origin

Bold represents the best-fit parmeters estimated

w (m) Parameters s (m) Average Variance RMS error (nT)

5 6 7 8

2 h (m) 9.25 9.06 8.91 8.79 9.00 0.038 88.894
θ (°) 57.07 55.83 54.38 52.86 55.04 3.317
Ac (nT) 3122.66 3040.55 2982.16 2938.89 3021.06 6322.521

2.5 h (m) 9.05 8.88 8.75 8.64 8.83 0.031 87.734
θ (°) 57.06 55.86 54.44 52.95 55.08 3.152
Ac (nT) 2452.09 2396.34 2356.67 2327.48 2383.15 2909.129

3 h (m) 8.80 8.66 8.55 8.46 8.62 0.022 86.464
θ (°) 57.04 55.89 54.52 53.07 55.13 2.946
Ac (nT) 1995.06 1959.30 1933.78 1915.10 1950.81 1198.323

3.5 h (m) 8.50 8.39 8.30 8.23 8.35 0.013 85.357
θ (°) 57.01 55.93 54.62 53.21 55.19 2.696
Ac (nT) 1659.33 1640.15 1626.27 1616.27 1635.50 348.218

4 h (m) 8.12 8.06 8.01 7.97 8.04 0.004 83.692
θ (°) 56.28 55.99 54.75 53.60 55.15 1.513
Ac (nT) 1398.38 1394.07 1390.47 1388.12 1392.76 20.004

4.5 h (m) 7.64 7.66 7.79 7.62 7.68 0.006 84.439
θ (°) 56.94 56.07 54.92 53.63 55.39 2.061
Ac (nT) 1185.92 1195.94 1202.01 1206.78 1197.66 80.937

5 h (m) 7.11 7.19 7.24 7.28 7.21 0.005 85.765
θ (°) 56.90 56.18 55.14 53.92 55.53 1.674
Ac (nT) 1005.60 1030.32 1046.05 1057.85 1034.96 510.024

Fig. 4  A vertical component magnetic anomaly Bayburt–Sarihan 
(northeast of Turkey) skarn dike by Dondurur and Pamukçu (2003)
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Field examples

To test the validity and the rationality of the anticipated 
approach, we have explored two real field cases with increas-
ing complexity of the geological sources collected from the 
available published literature.

Magnetic anomaly of the Bayburt–Sarihan skarn 
zone, Turkey

A vertical component magnetic field profile was taken over 
the Bayburt–Sarihan (northeast of Turkey) skarn dike by 
Dondurur and Pamukçu (2003) (Fig. 4). The length of this 
profile is 714.5 m, and it was digitized at 8.93 m sample 
interval. We have applied our new technique to determine 
the body parameters (z, d) using five successive windows 

(s = 62.51, 71.44, 80.37, 89.3, and 98.23 m) for the horizon-
tal derivative anomalies. Table 4 shows that the parameters 
with the best-fit parameters are: w = 64.74 m, h = 87.65 m, 
θ = − 71.37° and Ac = − 409.25 nT (RMS = 69.353). Table 5 
shows the comparison with other interpretation methods 
from the published literature.  

Magnetic anomaly in the Marcona district, Peru

The magnetic field profile taken by Gay (1963) near the 
magnetic equator in the Marcona district, Peru, is shown 
in Fig. 5. The profile length is 1125 m and was digitized 
at 14.06 m. Following the previous outlined process, the 
horizontal derivative anomalies were calculated from 
Eq. (2) by using seven s value (s = 126.54, 140.6, 154.66, 
168.72, 182.78, 196.84 and 210.9 m). For our algorithm, 

Table 4  Numerical results for Bayburt–Sarihan (northeast of Turkey) skarn zone field example

Bold represents the best-fit parmeters estimated

w (m) Parameters s (m) Average Variance RMS error (nT)

62.51 71.44 80.37 89.3 98.23

 62.51 h (m) − 71.44 − 71.19 − 71.31 − 71.49 − 71.46 90.62 221.299 70.726
θ (°) − 71.44 − 71.19 − 71.31 − 71.49 − 71.46 − 71.38 0.016
Ac (nT) − 297.61 − 362.74 − 438.02 − 518.46 − 574.60 − 438.29 12,626.513

 64.74 h (m) 67.44 78.70 89.65 99.85 102.63 87.65 216.427 69.353
θ (°) − 71.38 − 71.21 − 71.30 − 71.49 − 71.46 − 71.37 0.013
Ac (nT) − 277.08 − 341.67 − 415.35 − 493.68 − 518.49 − 409.25 10,283.907

 66.98 h (m) 63.74 75.84 87.29 97.83 103.81 85.70 264.218 76.328
θ (°) − 71.32 − 71.13 − 71.28 − 71.48 − 71.46 − 71.33 0.020
Ac (nT) − 256.98 − 321.38 − 393.73 − 470.17 − 523.82 − 393.22 11,675.083

 69.21 h (m) 59.60 72.74 84.77 95.68 101.90 82.94 293.448 79.520
θ (°) − 71.24 − 71.10 − 71.27 − 71.48 − 71.46 − 71.31 0.025
Ac (nT) − 237.06 − 301.74 − 373.02 − 447.81 − 500.41 − 372.01 11,345.857

 71.44 h (m) 54.88 69.34 82.07 93.41 99.88 79.92 330.915 83.035
θ (°) − 71.15 − 71.06 − 71.25 − 71.47 − 71.46 − 71.28 0.034
Ac (nT) − 216.96 − 282.57 − 353.10 − 426.45 − 478.14 − 351.44 11,127.507

 73.67 h (m) 49.32 65.60 79.16 90.99 97.75 76.57 381.454 86.962
θ (°) − 71.04 − 71.02 − 71.24 − 71.47 − 71.47 − 71.25 0.048
Ac (nT) − 196.10 − 263.68 − 333.82 − 405.96 − 456.88 − 331.29 11,050.705

Table 5  Comparison between 
numerical results of different 
methods for Bayburt–Sarihan 
(northeast of Turkey) skarn 
zone field example

Parameters Method

Aydin and Gelişlli 
method (1996)

Dondurur and Pamukçu method 
(2003)

Abdelrahman et al. 
method (2007b)

Present method

Inverse 
solution

Hilbert 
transform

Power 
spectrum

haverg (m) 94 97 100 98 100 87.65
w (m) 66 76 75 70 79 64.74
θ (°) – – – – – − 71.37
Ac (nT) – – – – – − 409.25
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the retrieved parameters are as follows: h = 138.28  m, 
w = 196.84 m, θ = 40.49° and Ac = 1862.75 nT which are the 
best-fit model parameters (RMS = 48.5567 nT) (Table 6). 
The estimated results from our process are in sensible agree-
ment with those published in the literature (Table 7).

Conclusions

The estimation of the parameters of an inclined dike are very 
important in geophysical exploration. We have devised an 
algorithm, which is based on the first horizontal derivative 
technique to gauge the body parameters. Our new approach 
is easy, semiautomatic and it does not necessitate any graph-
ical supports. To verify the accurateness and pertinence of 
our method, the approach has been applied to synthetic data 
without and with random noise, and applied it also to a more 
complicated synthetic model including interference effect, 
again with and without random noise.

From our outcomes, we show that the best-fit parameters 
for the inclined dike can be determined with reasonable 
accuracy from our new algorithm even if the observed data 
are tainted with noise. Furthermore, the method has been 

Fig. 5  Observed magnetic anomaly near the magnetic equator at Mar-
cona district, Peru (Gay 1963)

Table 6  Numerical results for Marcona district field example, Peru

Bold represents the best-fit parmeters estimated

w (m) Parameters s (m) Average Variance RMS error (nT)

126.54 140.6 154.66 168.72 182.78 196.84 210.9

 182.78 h (m) 162.75 161.89 161.78 169.32 171.39 218.26 264.72 187.16 1571.434 167.75
θ (°) 43.25 42.90 42.78 41.40 40.27 37.45 35.45 40.50 9.029
Ac (nT) 2015.96 2001.90 2012.43 2084.94 2104.35 2581.12 3075.90 2268.09 168,446.901

 186.295 h (m) 151.30 152.95 154.12 162.74 165.46 213.67 260.92 180.17 1735.987 147.413
θ (°) 43.01 42.83 42.83 41.52 40.44 37.54 35.50 40.53 8.664
Ac (nT) 1872.86 1889.78 1915.10 1996.94 2023.01 2498.11 2987.91 2169.10 176,661.701

 189.81 h (m) 138.10 143.06 145.75 155.64 159.12 208.87 256.97 172.50 1947.912 124.877
θ (°) 42.67 42.74 42.90 41.66 40.64 37.64 35.55 40.54 8.253
Ac (nT) 1722.36 1775.31 1816.74 1908.94 1942.11 2416.72 2902.14 2069.19 187,800.103

 193.325 h (m) 122.55 131.94 136.48 147.94 152.29 203.82 252.87 163.98 2230.391 100.424
θ (°) 42.15 42.62 42.98 41.83 40.88 37.74 35.61 40.54 7.791
Ac (nT) 1561.62 1657.20 1716.34 1820.29 1861.19 2336.77 2818.42 1967.40 202,915.960

 196.84 h (m) 103.96 119.25 116.08 129.50 134.93 159.58 204.68 138.28 1163.967 48.5567
θ (°) 41.26 42.43 43.07 42.03 41.15 37.86 35.67 40.49 7.327
Ac (nT) 1588.76 1533.68 1612.39 1730.15 1779.66 2258.01 2536.59 1862.75 146,803.465

 200.355 h (m) 82.56 104.36 113.95 129.98 136.71 192.94 244.17 143.52 3154.515 49.782
θ (°) 39.60 42.12 43.19 42.27 41.47 37.49 35.73 40.27 7.700
Ac (nT) 1211.73 1402.29 1502.24 1637.19 1696.66 2180.25 2656.48 1755.26 249,038.578

 203.87 h (m) 62.28 86.38 99.06 119.06 127.55 187.03 239.55 131.56 3801.377 51.463
θ (°) 36.75 41.55 43.36 42.60 41.88 38.13 35.80 40.01 9.285
Ac (nT) 1063.55 1259.95 1379.91 1539.05 1610.86 2103.22 2577.95 1647.78 274,887.994
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relevantly applied to two field data from Turkey and Peru, 
obtained over mineral rich deposits. The limitation of our 
approach concerns the convergence of s-values, i.e., not all 
s-values can give results. The good agreement of the results 
acquired from our method with those published in the litera-
ture shows that the inclined dike parameters can be reason-
ably and efficiently determined.
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Appendix

Hood (1964), McGrath and Hood (1970) and Essa and 
Elhussein (2017) represent an equation for the total magnetic 
anomaly of an inclined dike (Fig. 1) as follows:

where h (m) is the depth to the top of the inclined dike, w 
(m) is the half-width of the inclined dike, θ (°) is the angle 
of magnetization (index parameter), xj (m) are the horizontal 
coordinates, and A (nT) is the amplitude factor.

Using three observation points (xj − s, xj, xj + s) along the 
anomaly profile; the first horizontal derivative (Hx) of the 
total magnetic anomaly is given by the following expression:

where s = 1, 2, …M spacing units which is called the grati-
cule spacing or window length.
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Substituting Eq.  (10) in Eq.  (11), the first horizontal 
derivative (FHD) of the total magnetic anomaly is given by:

By substituting xj = 0 in Eq. (12), the amplitude factor 
(Ac) can be estimated as follows when s > w:

Using Eq. (13), Eq. (12) can be written as the follows:
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Table 7  Comparison between 
numerical results of different 
methods for Marcona district 
field example, Peru

Parameters Method

Gay 
method 
(1963)

Koulomzine et al. 
method (1970)

Pal method (1985) Al-Garni 
method 
(2015)

Present method

With (φ) With (µ)

haverg (m) 124 126.7 135.5 132.6 130 138.28
w (m) 186 205.95 202.75 193.75 191.7 196.84
θ (°) – – – – – 40.49
Ac (nT) – – – – – 1862.75
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Putting xj = + s, xj = − s, xj = + 2s, xj = − 2s, we get the fol-
lowing four equations, respectively:

(15)

Hx(+s)

=
Hx(0)

cos

�
� ×

�

180

�
ln

�
(s−w)2+h2

(s+w)2+h2

�

×

⎡
⎢⎢⎢⎣
sin

��
� ×

�

180

�
×

�

180

��
tan−1

�
2s + w

h

�

+ tan−1
�
w − 2s

h

�
+ 2 tan−1

�
−
w

h

��

+

cos

�
� ×

�

180

�

2
ln

�
(2s − w)2 + h2

(2s + w)2 + h2

�⎤
⎥⎥⎥⎦

(16)

Hx(−s) =
Hx(0)

cos

�
� ×

�

180

�
ln

�
(s−w)2+h2

(s+w)2+h2

�

×

⎡⎢⎢⎢⎣
sin

�
� ×

�

180

��
2 tan−1

�
w

h

�

+ tan−1
�
2s − w

h

�
+ tan−1

�
−2s − w

h

��

+

cos

�
� ×

�

180

�

2
ln

�
(2s − w)2 + h2

(2s + w)2 + h2

�⎤⎥⎥⎥⎦

(17)

Hx(+2s) =
Hx(0)

cos

�
� ×

�

180

�
ln

�
(s−w)2+h2

(s+w)2+h2

�

×

⎡⎢⎢⎢⎣
sin

�
� ×

�

180

��
tan−1

�
3s + w

h

�

+ tan−1
�
w − 3s

h

�
+ tan−1

�
−s − w

h

�

+ tan−1
�
s − w

h

��
+

cos

�
� ×

�

180

�

2

× ln

⎛⎜⎜⎜⎝

�
(s+w)2+h2

(s−w)2+h2

�
�

(3s+w)2+h2

(3s−w)2+h2

�
⎞⎟⎟⎟⎠

⎤⎥⎥⎥⎦

By subtracting Eq. (16) from Eq. (15) and Eq. (18) from 
Eq. (17), we get the following two equations, respectively:

Then by dividing Eq.  (19) by Eq.  (20), we get the 
following:
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From Eq. (21) and by rearrangement, we can calculate hf 
from the following equation:

where

Equation (22) can be deciphered for h using the standard 
methods for solving nonlinear equations (Press et al. 1986), 
and its iteration form can be expressed as:

wherehi is the initial depth estimate and hf is the revised 
depth, for the next iteration hf will be used as hi. The itera-
tion stops when ||hf − hi

|| ≤ e , where e is a small predeter-
mined real number close to zero.

From Eq. (15), we can calculate the magnetization angle 
as follows:
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Abstract
The geophysical electromagnetic (EM) theories are commonly based on the assumption that the conductivity of underground 
media is frequency independent. However, due to the existence of induced polarization (IP) effect, many earth materials 
are dispersive, and their electrical conductivity varies significantly with frequency. Therefore, the conventional numerical 
techniques are not proper for EM forward modeling in general dispersive medium. We present a new algorithm for mod-
eling three-dimensional (3D) EM data containing IP phenomena in frequency domain by using an edge-based finite element 
algorithm. In this research, we describe the dispersion behavior of earth media by using a Cole–Cole complex conductivity 
model. Our algorithm not only models land and airborne EM surveys but also provides more flexibility in describing the 
surface topography with irregular hexahedral grids. We have validated the developed algorithm using an analytic solution 
over a half-space model with and without IP effect. The capabilities of our code were demonstrated by modeling coupled 
EM induction and IP responses in controlled-source audio magnetotelluric (CSAMT) and airborne electromagnetic (AEM) 
examples. This algorithm will have important guiding significance for survey planning in the dispersive areas, and it could 
be taken as a forward solver for practical 3D inversion incorporated IP parameters.

Keywords Frequency-domain electromagnetic method · Edge-based finite element · Dispersion · Induced polarization 
effect

Introduction

The frequency domain electromagnetic (EM) method has the 
advantages of large exploration depth, high resolution and 
strong anti-interference ability. It has been widely used for 
various geophysical fields such as geologic mapping (Seng-
piel 1983), the detection of hydrocarbon (Constable 2010), 
mineral resource exploration (Vallée et al. 2011) as well as 
environmental and engineering investigations (Delefortrie 
et al. 2014; Scheuermann 2016). In the practical geophysical 

electromagnetic applications, we usually consider the physi-
cal properties of the earth materials are frequency independ-
ent. However, the conductivity of earth materials varies sig-
nificantly with frequency, and it is manifested by induced 
polarization (IP) effect in geophysical EM survey (Ward 
et al. 1988).

IP effect is an electromagnetic phenomenon; it can be 
characterized by a frequency-dependent complex conductiv-
ity in frequency domain. Many parametric models have been 
developed to describe the nature of this phenomenon, where 
the Cole–Cole relaxation model is the simplest and com-
monly used one (Cai et al. 2017a, b). Based on the a large 
number of measurements of rock and ore samples, Pelton 
et al. (1978) pointed out that the dispersive resistivity can 
be expressed as follows:

In this equation, �0 is the electrical conductivity at 
zero-frequency (DC), � is a characteristic constant, � is 
chargeability, and c is frequency dependent ranging from 

(1)�(�) = �0

(

1 − �
(

1 −
1

1+(i��)c

))−1
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zero to one; when c = 1, it is the popular Debye model. 
However, this phenomenon is not usually included in 
traditional EM numerical algorithm. Hence, numerical 
analysis of dispersive materials with suitable methods is 
of considerable importance, especially in the 3D geologi-
cal environment. Recently, Marchant et al. (2014) used an 
implicit time-stepping approach to analyze IP effects in 
time-domain electromagnetic responses and found nega-
tive values appear in time-domain EM data in the pres-
ence of chargeable materials. Then, Cai et  al. (2017a, 
b) extended this approach using finite element method 
to make it more computationally efficient. Furthermore, 
Commer et  al. (2017) modeled dispersive TEM fields 
using an explicit time-stepping finite difference time-
domain (FDTD) algorithm. Most work focused on the 
effect of dispersive physical properties is in time-domain 
electromagnetic data. Although studies relating to invert-
ing IP data to obtain complex resistivity information have 
been published (Commer et al. 2011; Xu and Zhdanov 
2015), the IP effects in frequency domain EM data in a 
complex 3D dispersive environment have not been dis-
cussed in the literature. In this case, the interpretation of 
frequency-domain EM data in the field urgently needs a 
forward solver that can deal with EM induction and IP 
effect simultaneously.

There are several techniques for 3D frequency-domain 
EM numerical simulations, such as integral equation method 
(IE) (e.g., Raiche 1974; Xiong and Tripp 1997), finite dif-
ference method (FD) (e.g., Wang and Hohmann 1993; New-
man and Alumbaugh 1995; Groot-Hedlin 2006), and finite 
element method (FE) (e.g., Hu et al. 2015; Chung et al. 
2015; Ansari and Farquharson 2014). IE method works 
effectively for the models with compact bodies in a layered 
background. However, the computational demand is rigorous 
when handling those complex models with large conduc-
tivity contrast (Zhdanov et al. 2006). FD method is one of 
the most commonly used approaches in 3D EM numerical 
simulations. However, it encounters some problems when 
the topography and complex structures appear in the mod-
els (Weiss and Newman 2002; Sasaki and Nakazato 2003; 
Mittet 2010). Compared with the other two methods, the 
FEM which uses the unstructured mesh is more suitable 
for 3D EM modeling in a complex model geometry (Gray-
ver and Kolev 2015; Soloveichik et al. 2018). Recently, FE 
method has been used extensively to model 3D EM prob-
lems. However, the use of traditional nodal basis functions 
to vector problem cannot satisfy the condition that the elec-
tromagnetic field is continuous on the physical boundary and 
usually results in the appearance of spurious solutions (Jin 
2015). Recently, a new vector basis function solves these 
problems by assigning degrees of freedom to be determined 
on the edges of the discrete element and only requiring the 
electromagnetic field to be tangential continuous. At the 

same time, the basis function of edge-based element satis-
fies the condition of zero divergence automatically (Cai et al. 
2014, 2017a, b). However, up to now, few have taken the IP 
effects into account, 3D forward modeling for fully coupled 
EM-IP problem is in urgently need.

In this study, we use our newly developed edge-based 
finite element (EDFE) forward modeling code to analyses 
and discuss IP effects in land and airborne electromagnetic 
survey in detail. The outline is as follows. In “Methodol-
ogy” section, we adopt edge-based FE method to solve EM 
problems in a 3D dispersive medium. In this algorithm, the 
electrical conductivity is modeled by Cole–Cole relaxation 
model. To make our code more practical, irregular hexa-
hedral grids were used. In “Numerical examples” section, 
we first validate the accuracy and efficiency of our 3D 
EDFE method. Further, we use two synthetic examples of 
controlled-source audio magnetotelluric (CSAMT) and air-
borne electromagnetic (AEM) to demonstrate the effect of 
dispersive materials and different Cole–Cole parameters on 
EM responses. Finally, we present a model results for AEM 
system over 3D rugged topography.

Methodology

Governing equations

In low-frequency electromagnetic applications, we can 
ignored the displacement currents, assuming the temporal 
dependence is e−i�t , and the diffusive forms of electromag-
netic field are described as (Zhdanov 2009):

where E⃗ and H⃗ represent the electric and magnetic field, 
respectively. � = 2�f , is the angular frequency; j⃗  is the 
extraneous electric or magnetic source;� represents magnetic 
permeability; � is the conductivity which is the inverse of the 
resistivity (�) , and it is represented in the form of complex 
conductivity by Cole–Cole model in this study.

Since the conductivity in the air is close to zero, when 
solving the electromagnetic field using the above two for-
mulas, the first term 𝜎E⃗ at the right end of Eq. (2b) is rela-
tively small and then Eq. (2a) and Eq. (2b) will form weak 
coupling, resulting in the equation solution not converging. 
Therefore, the rotations of the upper equations are converted 
into second-order non-homogeneous Helmholtz equations:

To solve the problem of field singularities and avoid exces-
sive meshing near the source, we divided the electromagnetic 

(2a)∇ × E⃗ = i𝜔𝜇H⃗

(2b)∇ × H⃗ = 𝜎E⃗ + j⃗

(3)∇ × ∇ × E⃗ = i𝜔𝜇𝜎E⃗ + i𝜔𝜇j⃗
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field is into the background field and the scattering field. 
The equation for the anomalous electric field is described as 
follows:

(4)∇ × ∇ × E⃗s = i𝜔𝜇𝜎E⃗s + i𝜔𝜇�̂�E⃗b

In Eq. (4), subscript p and s stand for the background field 
and the scattering field. �̂� = 𝜎 − 𝜎0 is the anomalous conduc-
tivity. In the above formula, the background field E⃗b needs to 
be pre-calculated over a 1D layered earth (Ward et al. 1988). 
Here, the above differential equation was solved using the first 
type of boundary conditions (Dirichlet boundary condition). 

Fig. 1  An illustration of an edge 
element. a The ���-coordinate 
system. b The xyz-coordinate 
system

Fig. 2  Comparison of the normalized secondary vertical magnetic 
field from 3D numerical results and analytic solutions (Kim et  al. 
2011). a, b Responses of a non-dispersive model with a conductiv-

ity of 0.01 S/m and its relative error. c, d Responses of a dispersive 
model and its relative error



548 Acta Geophysica (2019) 67:545–555

1 3

Once the scattering electric field is calculated from Eq. (4), we 
can get the scattering magnetic field easily based on following 
formulation:

The total field becomes the sum of the background field and 
the scattering field.

Finite element approximation and analysis

We use EDFE method to solve the above partial differential 
equation Eq. (4). EDFE method assigns degrees that can sat-
isfy the tangential continuity of the electromagnetic field and 
eliminate no-physical solutions (Noh et al. 2016). To make the 

(5)H⃗s = −
1

i𝜔𝜇
∇ × E⃗s

codes more capable of modeling arbitrary three-dimensional 
geometries, irregular hexahedral elements were used in this 
work (Grayver and Kolev 2015).

As shown in Fig. 1, we define the center coordinates of 
element as 

(

xe
0
, ye

0
, ze

0

)

 , and he
x
, he

y
, he

z
 are the element lengths in 

three direction along the Cartesian coordinate system, respec-
tively (Jin 2015). We adopted vector basis function ���⃗�k

e , the 
E-field components inside the element is written as follows:

By Coordinate conversion, the edge-based element basis 
functions in ���-coordinate system can be written as:

Based on Eq. (6) and Eq. (4), we apply weighted residual 
approach, and the weak form of the secondary E-field Helm-
holtz equation is described as:

The following discretized form of Eq. (8) is derived:

where Ae and Be are element stiffness matrices

After finite analysis, a large sparse equation system can be 
obtained:

where

There are two ways to solve this large, sparse system of 
equations, such as iterative solver and direct solver (da Silva 
et al. 2012). The geophysical EM simulations are usually 

(6)E⃗
e
=

12
∑

k=1

���⃗�k
eEe

k

(7a)���⃗�k
e =

he
k

8

(

1 + 𝜁𝜁k
)(

1 + 𝜂𝜂k
)

∇𝜉, k = 1, 2, 3, 4

(7b)���⃗�k
e =

he
k

8

(

1 + 𝜁𝜁k
)(

1 + 𝜉𝜉k
)

∇𝜂, k = 5, 6, 7, 9

(7c)���⃗�k
e =

he
k

8

(

1 + 𝜂𝜂k
)(

1 + 𝜉𝜉k
)

∇𝜁 , k = 10, 11, 12, 13

(8)
F
(

���⃗Es
e
)

= ∫ ���⃗�k
e
[

∇ × ∇ × E⃗s − i𝜔𝜇𝜎E⃗s − i𝜔𝜇Δ𝜎E⃗p

]

dv

(9)F
�

Es

�

k
=

Ne
∑

e=1

�

AeEe
s
− i���eB

eEe
s
− i��Δ�eB

eEe
p

�

(10)��
��
= ∫

(

∇ × ���⃗�k
e
)

⋅

(

∇ × ���⃗�j
e
)

��

(11)��
��
= ∫ ���⃗�k

e
⋅ ���⃗�j

e��

(12)
N
∑

e=1

�

12
∑

k=1

�

12
∑

j=1

Ke
kj
Ee
sj
− Pe

k

��

= 0

(13)Ke
kj
= Ae

kj
− i���Be

kj

(14)Pe
i
= i𝜔𝜇Δ𝜎 ∫ Ep ���⃗�k

edv

Fig. 3  A simple 3D model for verifying the accuracy of our proposed 
method

Fig. 4  Comparison of vertical anomalous magnetic field from 3D 
EDFE and IE solutions
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multi-source and multi-frequency problems. Direct solv-
ers have great advantages for such problems (da Silva et al. 
2012; Bo et al. 2015). In this study, a parallel direct solver 
called PARDISO was used to solve this large equation sys-
tem (Schenk and Gärtner 2004; Kumbhar et al. 2011).

Numerical examples

Verification of accuracy and efficiency

We first validate our 3D EDFE code using analytic solutions 
over a half-space model. The configuration is a horizontal 
coplanar (HCP) loop with an 8-m offset, and the vertical 
magnetic dipole set at 30 m above the earth surface. The 
calculation domain is set to 2 km × 2 km × 1 km with a 
5 km extension along x, y, z directions, and totally 80,000 
hexahedron elements were discretized. We did two calcula-
tions: a non-dispersive model with the resistivity of 100Ωm 
and a dispersive model with the IP parameters with c = 0.5, 
� = 0.5, � = 0.1s and �0 = 0.01 S/m . The vertical secondary 
magnetic field was calculated at 25 frequencies from 101 Hz 
to 105Hz which distributed in logarithmic scale uniformly. 
The total run time of this model is 18s on a personal com-
puter with an i7 CPU at 2.9 GHz and 16 G RAM.

As shown in Fig. 2a, c, the vertical anomalous magnetic 
field of our 3D numerical results and analytic solutions 

showed high agreement over both non-dispersive and disper-
sive model. The relative error value is less than 4% (Fig. 2b, 
d).

The accuracy of our algorithm was also verified by the 
integral equation solutions (Xiong and Tripp 1997) for a 
fully 3D problem. The EDFE and IE solutions of 3-D models 
are described in Fig. 3. The transmitter and receiver configu-
ration is a horizontal loop–loop system with an 8-m offset, 
and the height of this system is 30 m above the surface. The 
calculate frequency is 925 Hz. The results of our proposed 
EDFE method and integral equation approach for the vertical 
secondary magnetic field responses are shown in Fig. 4. It is 
in high agreement with IE solutions. 

IP effect in airborne EM data

To well understand the IP effect in Airborne EM data, a 
single chargeable block is buried in a uniform background 
which is the same as in the previous example (shown in 
Fig. 3). We first consider the anomalous body exhibits Debye 
dispersion with �0 = 1 S/m , � = 0.5 s , and � = 0.5 . Two for-
ward modeling were run: the responses of the model with 
a non-chargeable anomalous body, and a chargeable anom-
alous body, respectively. Figure 5 presents the secondary 
magnetic field responses from the two simulations. Due to 
the IP effect, the responses of the model are significantly 
increased. The results show the varied maximum value of 

Fig. 5  Normalized components 
of anomalous magnetic field 
responses of an anomalous body 
in a resistive half-space for a 
100-Hz source
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50% in in-phase component and the varied maximum value 
of 30% in out-of-phase component. 

Then, we study a general chargeable model with differ-
ent c and � values. We calculated the responses along the 
y-direction direction profile for a 100-Hz source. Figure 6 
reveals the AEM responses become larger with the fre-
quency dependence c increases. It shows that their varied 
maximum value of 30% at c = 0.8 in in-phase component 
and varied maximum value of 20 per sent at c = 0.8 in out-
of-phase component. Figure 7 reveals the AEM responses 
increase with the increase in chargeability. The results show 
that their varied maximum value of 30% at � = 0.5 in in-
phase component and varied maximum value of 10 per cent 
at � = 0.1 in out-of-phase component. Even if the Cole–Cole 
model parameter values is quite small in this model study, 
but the IP effect is still significant in AEM responses.

Figure 8 presents the responses of previous 3D model 
in dispersive medium. We can obviously see that AEM 
responses are significantly disturbed by the IP effect if the 
medium is dispersive. It shows the responses will become 
larger and an anomaly in the dispersive medium becomes a 
wider distance interval than in a non-dispersive medium. So, 
if the medium is dispersive and not modeled properly, the 
information of anomaly will be masked.

IP effect in land EM data

To study the IP effect in land EM survey, a 3D CSAMT mod-
eling is carried out. The geometry of this model is shown 
in Fig. 9. In this test, we use an y-oriented electric dipole 
source, and the length of the source is 1km . In this model, a 
conductive anomalous body and a resistive anomalous body 
are buried in a half space background. The measurement 
range is from − 1000 m to 1000 m with a constant 100 m 
spacing in the y-direction at x = 0, total 21 sounding points. 

We ran four numerical tests, and the dispersive properties 
of the physical unit are shown in Table 1. Three frequencies 
are 10 Hz, 100 Hz and 1000 Hz. We plot the amplitude and 
phase data component of inline electric field in Fig. 10. The 
conductive body shows a significantly anomaly along the 
y-direction. However, the resistive body shows little change 
along this profile. It shows the Ey responses are more sensi-
tive to the conductive anomaly than to the resistive anomaly, 
and the response of the phase data in the horizontal direction 
is higher than amplitude data. In CSAMT responses, anoma-
lous bodies with IP effect have little impact on the results, 
because compared to the background, its size is too small. 
However, we can clearly see that the background with IP 
effect has a huge impact on CSAMT responses.

Fig. 6  Normalized compo-
nents of anomalous secondary 
magnetic field responses for 
different c
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Fig. 7  Normalized components 
of anomalous magnetic field 
responses for different η

Fig. 8  The in-phase (top) and 
out-of-phase (bottom) responses 
of model shown in Fig. 3. 
The black solid line denotes 
responses of a non-dispersive 
medium, and the arrow line 
denotes the responses of a dis-
persive medium with Cole–Cole 
parameter of �

0
 = 0.01 S/m, 

η = 0.2, τ = 0.5, and c = 0.5
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Next, to qualitatively categorize effects of IP parameters 
on CSAMT responses, different combinations of � and c in 
the test 4 (T04) were calculated. The transmitter frequency 
is 100 Hz. Figure 11 shows the amplitude responses of inline 

electric filed. Figure 11a displays the amplitude variations 
with frequency dependence c, and it shows the amplitude 
decreases with increasing frequency exponent c; Fig. 11b 
displays the amplitude and phase variations with time con-
stant � and chargeability � . It shows the amplitude values 
will decrease with increasing chargeability and the results 
are not changed significantly when time constant � changes.

Analysis of IP effect in a topographic model

It has been demonstrated by Zhang et al. (2016) that the 
topography gives an important response on AEM data. To 
illustrate capabilities of our code for simulating models 
with terrain, we design a model with two hills and a val-
ley as shown in Fig. 12a, b. The hills have an altitude of 
70 m and 80 m, while the valley is 40 m below the sea level. 
A conductive anomalous body  with a DC conductivity of 
0.2S∕m is embedded in the  background with a DC conduc-
tivity of 0.01S∕m . The size of plate is 400 × 20 × 70 m . The 
height of AEM system is always 30 m above the ground over 
the whole fight. The HCP offset is set to 8 m. 

We ran four simulations: the electromagnetic response of 
the uniform half space, the model in presence of a conduc-
tive anomaly, the model without conductive anomaly, and 
the response of the model with a non-chargeable conductive 
anomalous body in the chargeable half space with IP param-
eters are of � = 0.2 , � = 0.2 s , and c = 1 . To perform a more 
quantitative analysis of IP effect and topographic effect in 

Fig. 9  The cross section of the CSAMT model

Table 1  Classification of attributes in CSAMT model. IP parameters: 
� = 0.5 , � = 0.2 , c = 1

Test Resistive anomaly Conductive anomaly Background

T01 Non-chargeable Non-chargeable Non-chargeable
T02 Chargeable Non-chargeable Non-chargeable
T03 Non-chargeable Chargeable Non-chargeable
T04 Non-chargeable Non-chargeable Chargeable

Fig. 10  Responses of the CSAMT model. a–c Amplitude; e, f phase
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Fig. 11  Responses for the 
CSAMT model

Fig. 12  AEM system over a topographic model. a 3D view of this model. b 2D view in XZ-plane. Blue rectangle box represents the range of the conductor
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AEM data, the corresponding ratio with or without anoma-
lous body is calculated. Figure 13 shows the anomaly ratio 
of vertical magnetic field response, we can see the topogra-
phy affects EM data a lot, it may result in wrong results if 
not considering topography in interpretation of data. It is not 
very easy to recognize conductive anomaly in the presence 
of topography, whether or not it is dispersive. The AEM 
response was generally dominated by the IP effect if the 
background medium is dispersive, and it is very difficult to 
detect basement conductor buried in chargeable medium if 
IP effect is not modeled. 

Conclusions

We have presented a frequency-domain electromagnetic 
forward modeling solver in 3D general dispersive medium 
based on an edge finite-element approach. The irregular 
hexahedral meshes used in this paper can describe surface 
topography properly. Using Cole–Cole conductivity model, 
we can fully simulate EM-IP responses. This method can 
be used to model not only land EM but also airborne EM 
data. From the results of AEM and CSAMT examples, we 
can clearly see that in presence of chargeable materials 
the standard EM modeling (EM induction-only) yields inac-
curate results if the IP effect is not modeled. Our approach 
could be very useful in survey plan in the presence of 

chargeable materials. It is worth mentioning that our method 
can become a useful forward solver for extracting IP param-
eters form EM data.
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Abstract
In recent years, many important discoveries have been made in global deep oil and gas exploration, which indicates that deep 
exploration has gradually become one of the most important areas in current and future hydrocarbon exploration. However, 
the prediction of deep reservoirs is very challenging due to their low porosity and complex pore structure characteristics 
caused by the burial depth and diagenesis. Rock physics provides a link between the geologic reservoir parameters and 
seismic elastic properties and has evolved to become a key tool of quantitative seismic interpretation. Based on the min-
eral component and pore structure analysis of studied rocks, we propose an improved rock-physics model by introducing a 
third feldspar-related pore for deep-buried sandstone reservoirs to the traditional Xu–White model. This modelling process 
consists of three steps: first, rock matrix modelling using time-average equations; second, dry rock modelling using a multi-
pore analytical approximation; and third, fluid-saturated rock modelling using a patchy distribution. It has been used in total 
porosity estimation, S-wave velocity prediction and rock-physics template establishment. The applicability of the improved 
rock-physics model is verified by a theoretical quartz-water model test and a real data total porosity estimation compared 
with the traditional Xu–White model and the density method. Then, a rock-physics template is generated by the improved 
rock-physics model for porosity and gas saturation prediction using seismic data. This template is carefully calibrated and 
validated by well-log data at both the well-log scale and seismic scale. Finally, the feasibility of the established rock-physics 
template for porosity and gas saturation prediction is validated by a deep-buried sandstone reservoir application in the East 
China Sea.

Keywords Deep exploration · Gas-bearing sandstone · Pore structure · Rock-physics modelling · Seismic prediction

Introduction

With the development of deep exploration technologies in 
both the geological, geophysical theory and engineering, 
many giant oil and gas fields have been discovered in the 
world’s deep petroliferous basins (Dyman et al. 2003; Dut-
ton and Loucks 2010; Sun et al. 2013; Pang et al. 2015; Lai 
et al. 2017; Wang et al. 2018; Yuan et al. 2019a). However, 
the characterization of deep reservoirs is challenging due 
to the low porosity and complex pore structures caused by 
the burial depth and diagenesis (Zou et al. 2012; Rezaee 
et al. 2012; Lai et al. 2016). Rock physics is an effective 
tool to combine reservoir parameters (porosity, shale vol-
ume, fluid saturation, etc.) with seismic elastic parameters 
(P-wave velocity, S-wave velocity, density, etc.) (Avseth 
et al. 2005; Mavko et al. 2009; Best 2014). Depending on 
whether the combination is stepwise or unified, the applica-
tion workflow may be grouped into two categories: one is 
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the sequential or cascaded approach (Buland et al. 2008), 
and the other is the joint or simultaneous approach (Bosch 
et al. 2009; Yuan et al. 2019b). Since we mainly focus on the 
establishment and verification of an improved rock-physics 
model, we adopt the first cascaded approach to obtain the 
rock-physics modelling results. Rock-physics models can 
be used to simulate and infer possible geological scenarios 
beyond available observation data. They play an important 
role in both the seismic forward modelling analysis and the 
quantitative interpretation of seismic inversion results (Avs-
eth et al. 2005).

For high-porosity (larger than 20%) sandstones, combi-
nation of granular medium Hertz–Mindlin contact model 
and Hashin–Shtrikman bounds is often applied to calculate 
the dry rock moduli under different sorting and cementa-
tion trends (Dvorkin and Nur 1996; Ødegaard and Avseth 
2004; Mavko et al. 2009; Ruiz and Dvorkin 2009; Avseth 
et al. 2014). For this type of modelling, the key parameters 
are the amount and localization of the cement within the 
grain structure and the coordination number of grains (the 
average number of contacts per sphere). Since the initial 
cementation effect will cause a large velocity increase with 
only a small decrease in porosity, this contact-cement model 
is often found to overpredict shear stiffnesses in cemented 
sandstones when the nonuniform contacts and heterogeneous 
stress are not taken into account (Bachrach and Avseth 2008; 
Avseth et al. 2010).

For low-porosity sandstones, the influence of pore struc-
ture on elastic parameters is more significant than the lithol-
ogy variation or pore size (Berge et al. 1993; Johansen et al. 
2002), which is the main reason for the complex relationship 
between the elastic parameters and reservoir parameters of 
deep sandstone reservoirs. The inclusion models (Mavko 
et al. 2009) can take all these microstructure factors into 
account and are usually adopted for this kind of modelling. 
Kuster and Toksöz (1974) derived expressions for the effec-
tive elastic moduli by using the long-wavelength first-order 
scattering theory on the assumption of the noninteraction 
between inclusions, which means the porosity must be much 
smaller than the pore aspect ratio. To eliminate this limita-
tion, the differential effective medium (DEM) model calcu-
lates the effective elastic moduli by incrementally adding 
inclusions to the background rock matrix (Norris 1985; Zim-
merman 1985; Berryman 1992). This allows the porosity to 
be higher than the aspect ratio, and the results are always 
consistent with the rigorous bounds. However, since the 
system of ordinary differential equations is coupled in the 
DEM model, the solution must be computed by a numerical 
iterative process, which will cause tremendous computation 
time in the real 3D seismic inversion applications. Moreo-
ver, for multiple pores, the DEM model is sensitive to the 
order in which the pores are added to the background rock 
matrix (Mavko et al. 2009). To overcome these deficiencies 

of the DEM model, many approximate analytical expres-
sions are made under different assumptions. By assuming 
the variations of Poisson’s ratio caused by the changes of 
crack porosity are negligible to first order, Berryman, Pride 
and Wang (2002) deduced the analytical expressions for 
rocks with dry and saturated cracks. Keys and Xu (2002) 
decoupled the DEM system by assuming a constant dry rock 
Poisson’s ratio and obtained the analytical dry rock approxi-
mation formula, which shows a clear relationship between 
the elastic parameters and pore parameters and can be eas-
ily used for the porosity and pore aspect ratio estimation 
(Vernik and Kachanov 2010; Bai et al. 2013; Zhao et al. 
2013; Keys et al. 2017). Li and Zhang (2012) obtained the 
analytical expression of the dry rock modulus ratio for dif-
ferent specific pore shapes by assuming the linear relation-
ship between the polarization factors in the DEM system 
and the modulus ratio. In addition, Jakobsen et al. (2003a, 
b) derived the common tensor form inclusion model, which 
can consider other complicated pore microscopic features 
using the T-matrix method.

The objective of our study is to establish a suitable rock-
physics model for porosity and gas saturation prediction of 
deep-buried sandstone reservoirs. This paper is organized as 
follows: We first introduce the geological characteristics of 
studied rocks. Then, we illustrate the theory and methodol-
ogy of the improved rock-physics model. Next, we apply 
this model in total porosity estimation, S-wave velocity pre-
diction, and rock-physics template establishment. Next, we 
use the established template for porosity and gas saturation 
prediction from real seismic data to demonstrate its perfor-
mance. Finally, we discuss the parameter calibration rules, 
the assumptions and uncertainties, and the scale problem by 
using the improved rock-physics model. Several key conclu-
sions are also drawn at the end of this paper.

Geological setting

The data used in this study are from the East China Sea 
shelf basin, which is one of the key areas for offshore nat-
ural gas exploration in China (Sun et al. 2013). The main 
target layer is a Paleogene sandstone layer buried more 
than 4 km depth with an average porosity of 13%. Since 
the study area is close to the source area, the sandstone 
has a low compositional maturity and contains unsta-
ble feldspar minerals (Hu et al. 2013; Wu et al. 2017). 
Figure 1 displays the quartz–feldspar–lithic diagram for 
the Folk’s sandstone classification; we observe that the 
studied sandstone contains an average quartz content of 
67.6%, feldspar content of 16.2% and lithic content of 
17.2%. The unstable feldspar particles lay a lithologic 
basis for the development of secondary dissolution pores 
in deep-buried sandstone reservoirs (Cao et al. 2017). 
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Figure 2 shows the pore types of deep-buried sandstone 
reservoirs by scanning electron microscope (SEM) obser-
vations. We observe three pore types, which are the pri-
mary intergranular pore, the secondary dissolution intra-
granular and moldic pore, as well as a few microcracks.

The pore characteristics of rocks are closely related 
to the burial depth and diagenesis (Avseth et al. 2014). 
As the burial depth increases, the target sandstone layer 
in the study area has undergone complicated diagenesis, 
mainly including compaction, cementation and dissolu-
tion (Morad et al. 2010; Cao et al. 2017; Lai et al. 2018). 
Figure 3 displays the diagenesis and pore evolution mode 
of the target sandstone reservoirs in different stages. Stage 
I is the mechanical compaction. We see that the primary 
intergranular porosity decreases rapidly, and the contact 
pattern of mineral particles shows changes from the point 
contact to the suture line contact, accompanied by the 
quartz overgrowth phenomenon. In this stage, the sili-
ceous cement content is low, with an average content of 
only 0.5% (Hu et al. 2013). As the burial depth increases 
in stage II, the calcite and clay mineral cements begin 
to form and fill the intergranular pores (Fig. 2a), which 
also decreases the porosity. With the further increase in 
the burial depth in stage III, part of the feldspar particles 
is dissolved by organic acid, forming secondary pores, 
including intragranular dissolved pores (Fig. 2b) and mol-
dic pores (Fig. 2c), which greatly improves the reservoir 
pore space. 

Methodology and model test

The extended Xu–White model

According to the above-mentioned geological analysis, the 
major mineral components of deep-buried low-porosity 
sandstone reservoirs in the study area are quartz, feldspar 
and clay. The pore types mainly include primary quartz 
intergranular semi-stiff pores, secondary feldspar dissolu-
tion stiff pores and wet clay soft pores.

Based on the Kuster–Toksöz (1974) and the differential 
effective medium theories, Xu and White (1995) proposed a 
clay–sand mixture rock-physics model considering both sand 
pores and wet clay pores. However, it inherits the defects of 
the Kuster–Toksöz model and the DEM model, which have 
low computational efficiency and are sensitive to the pore 
addition order (Keys and Xu 2002). Here, we extend the 
Xu–White model by introducing a third type of feldspar-
related pores to establish a rock-physics model for deep-
buried low-porosity gas-bearing sandstone reservoirs. The 
modelling process is mainly divided into three steps accord-
ing to the Xu–White model framework, which includes the 
modelling of the solid rock matrix, dry rock, and fluid-sat-
urated rock (Fig. 4).

Step 1. Solid rock matrix effective elastic moduli calcula-
tion

Following the Xu–White model (1996), we use the time-
average equations (Wyllie et al. 1956) to calculate the effec-
tive moduli of the solid rock matrix composed of sand grains 
and clay particles. According to the clastic rock bulk volume 
formula (Guéguen and Palciauskas 1994),

where VS and VC represent the sand and clay volume of the 
whole rock; � is the total porosity. The parameters VC and 
� are obtained from well-log data. Then, we can obtain the 
sand and clay volumes of the rock matrix which are given 
by:

The P- and S-wave transit time of the rock matrix can be 
calculated using the time-average equations

and the density of the rock matrix is calculated by

(1)VS+VC + � = 1,

(2)Vm
C
=

VC

1 − �
,

(3)Vm
S
=

1 − � − VC

1 − �
,

(4)Tp
m
= Vm

S
T
p

S
+ Vm

C
T
p

C
,

(5)Ts
m
= Vm

S
Ts
S
+ Vm

C
Ts
C
,

Fig. 1  Quartz–feldspar–lithic (QFL) diagram showing the mineral 
composition of deep-buried sandstone reservoirs. After Hu et  al. 
(2013)
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where Tp
m , Tp

S
 and Tp

C
 are the P-wave transit time of the rock 

matrix, sand and clay, respectively; Ts
m

 , Ts
S
 and Ts

C
 are the 

(6)�m = Vm
S
�S + Vm

C
�C,

corresponding S-wave transit time, respectively; and �m , �S 
and �C represent the corresponding density, respectively.

Then, the effective bulk modulus Km and shear modulus 
�m of solid rock matrix can be expressed as

Fig. 2  Pore types of deep-buried sandstone reservoirs by SEM observations (after Cao et al. 2017): a primary intergranular pores filled with 
authigenic kaolinite; b secondary feldspar dissolution intragranular pores; c secondary feldspar dissolution moldic pores; d microcracks

Fig. 3  Diagenesis and pore evolution mode of deep-buried sandstone reservoirs. Stage I represents mechanical compaction, stage II represents 
early cementation and stage III represents the dissolution of feldspar grains
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Step 2. Multi-pore dry rock effective elastic moduli cal-
culation

In a two-phase composite, assuming that the host mate-
rial has elastic moduli Km and �m , and the inclusion mate-
rial has elastic moduli Ki and �i , with porosity � , the effec-
tive bulk and shear moduli of this composite K∗(�) and 
�∗(�) can be obtained by solving the coupled system of 
ordinary differential equations (Berryman 1992)

where P∗
i
 and Q∗

i
 are the geometric factors associated with 

Poisson’s ratio of the composite and the aspect ratio of the 
inclusion material, respectively (Keys and Xu 2002; Berry-
man et al. 2002), and i represents the inclusion phase. The 
expressions of geometric factors can be easily found in many 

(7)Km = �m

[

(

1

T
p
m

)2

−
4

3

(

1

Ts
m

)2
]

,

(8)�m = �m

(

1

Ts
m

)2

.

(9)(1 − �)
d

d�
[K∗(�)] = [Ki − K∗(�)]P∗

i
,

(10)(1 − �)
d

d�
[�∗(�)] = [�i − �∗(�)]Q∗

i
,

published papers (Cheng and Toksöz 1979; Xu and White 
1995; Keys and Xu 2002).

For the dry rock, Ki = 0 and �i = 0 . Equations (9) and 
(10) become

Assuming that the dry rock Poisson’s ratio is constant, 
the geometric factors P∗

i
 and Q∗

i
 can be approximated by 

Pi and Qi , which are now related to Poisson’s ratio of 
the rock matrix and aspect ratio of the inclusion pores. 
In this case, the geometric factors are independent of the 
porosity � , and the ordinary differential equations system 
can be decoupled (Keys and Xu 2002). Then, integrating 
Eqs. (11) and (12) within the porosity interval 0 to �i gives

Combining the initial conditions K∗(0) = Km and 
�∗(0) = �m with Eqs. (13) and (14), the single-pore dry 
rock analytical solutions of the effective bulk and shear 
moduli can be written as

For the multi-pore system of deep-buried sandstone res-
ervoirs, we consider the total pore volume � is composed 
of quartz intergranular semi-stiff pores �Q , feldspar dis-
solution stiff pores �F and wet clay soft pores �C ; then, 
we have

Since the porosity of each pore type is proportional 
to the corresponding mineral content to the first-order 
approximation (Xu and White 1995), it can be denoted as 
�Q = aVm

S
� , �F = bVm

S
� , �C = Vm

C
� , where the coefficients 

a and b can be obtained from the analysis of rock slices. 
Finally, the multi-pore dry rock analytical approximation 
of effective bulk and shear moduli can be expressed as:

Compared with the DEM Eqs. (9) and (10), the multi-
pore dry rock analytical approximation Eqs. (18) and (19) 
are more computationally efficient and are not affected by 
the addition order of the different pore types.

(11)
d[K∗(�)]

[K∗(�)]d�
= −

P∗
i

(1 − �)
,

(12)
d[�∗(�)]

[�∗(�)]d�
= −

Q∗
i

(1 − �)
.

(13)lnK∗(�i) − lnK∗(0) = Pi ln(1 − �i),

(14)ln�∗(�i) − ln�∗(0) = Qi ln(1 − �i).

(15)K∗(�i) = Km(1 − �i)
Pi ,

(16)�∗(�i) = �m(1 − �i)
Qi .

(17)� = �S + �C = �Q + �F + �C

(18)K∗(�) = Km(1 − �Q)
PQ (1 − �F)

PF (1 − �C)
PC

(19)�∗(�) = �m(1 − �Q)
QQ(1 − �F)

QF (1 − �C)
QC

Fig. 4  Schematic diagram of the extended Xu–White model for deep-
buried sandstone reservoirs (after Xu and Payne 2009). Step I repre-
sents the solid rock matrix modelling, step II represents the dry rock 
modelling, and step III represents the fluid-saturated rock modelling
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Step 3. Fluid-saturated rock effective elastic moduli cal-
culation

A fundamental assumption of Gassmann theory is that 
the pore pressures are equilibrated throughout the pore space 
(Mavko et al. 2009), which means it is appropriate for rocks 
with good fluidity and high porosity. However, due to the 
low porosity and clay–sand mixture background of deep-
buried reservoirs in this study area, the pore fluid could have 
a patchy distribution behaviour (White 1975; Müller et al. 
2010; Avseth et al. 2010).

Ignoring attenuation and dispersion caused by the wave-
induced fluid flow in porous media, patchy-saturation model 
(Mavko et al. 2009) calculates the bulk modulus of each fluid 
phase locally using the Gassmann equation with the shear 
modulus remaining unchanged. Then, the effective moduli 
of the patchy-saturated rock can be approximately estimated 
by the Reuss average. Considering the gas–water two-phase 
fluid situation, the calculation process can be described by

where Kf ,i , Ksat,i and Msat,i are the bulk modulus, saturated 
rock bulk modulus and saturated rock compressional modu-
lus of fluid phase i , respectively; Kdry and �dry are the dry 
rock bulk and shear moduli obtained in step 2; Sg and Sw are 
gas saturation and water saturation, respectively; and Msat 
and �sat are the effective compressional modulus and shear 
modulus of fluid-saturated rock, respectively.

Finally, from the saturated rock modulus we can cal-
culate the P-wave velocity Vp =

√

Msat∕�sat  and S-wave 
velocity Vs =

√

�sat∕�sat , where the bulk density is given 
by �sat = (1 − �)�m + �(Sw�w + Sg�g).

Theory model test

To analyse the applicability of the proposed extended 
Xu–White model and the influence of the pore aspect 
ratio on elastic parameters, theory model tests of single- 
and multi-pore type rocks are performed on water–quartz 
and gas–quartz systems, respectively. We take quartz as 
the host matrix, having Km = 36.6GPa , �m = 37GPa , 
�m = 2650 kg/m3 , and water or gas as the pore fluid, 

(20)Ksat,i = Kdry +
(1 − Kdry

/

Km)
2

�
/

Kf ,i + (1 − �)
/

Km − Kdry

/

K2
m

,

(21)�sat = �dry,

(22)Msat,i = Ksat,i +
4

3
�sat,

(23)Msat =

(

Sg

Msat,g

+
Sw

Msat,w

)−1

,

having Kw = 2.5GPa , �w = 1020 kg/m3 , Kg = 0.05GPa , 
�g = 140 kg/m3 (Mavko et al. 2009). The porosity range is 
set to 0–0.4. According to the average mean aspect ratios 
of different pore types defined by Xu and Payne (2009), 
the pore aspect ratios here are set to � = 0.02 (soft pores), 
� = 0.12 (semi-stiff pores) and � = 0.8 (stiff pores).

Figure 5 displays the single-pore test results. The bulk 
and shear moduli of saturated rock are calculated using dif-
ferent rock-physics modelling methods with a single-pore 
aspect ratio. In both the water saturation and gas satura-
tion models, the results of Hashin–Shtrikman bounds (black 
lines) and DEM model (blue lines) are considered as refer-
ences to compare with the results of Kuster–Toksöz model 
(green points) and the proposed extended Xu–White model 
(red points). Note that the Kuster–Toksöz model results are 
close to the DEM model only when the porosity is smaller 
than the pore aspect ratio, and some points exceed the 
Hashin–Shtrikman lower bound. When the pore aspect ratio 
is close to 1, the Kuster–Toksöz model results are close to 
the Hashin–Shtrikman upper bound. The results obtained 
by the extended Xu–White model are sound, consistent 
well with the DEM results in the given porosity interval, 
and always within the Hashin–Shtrikman upper and lower 
bounds.

Figure 6 displays the multi-pore test result. The elastic 
moduli of saturated rock are calculated using the extended 
Xu–White model with different soft and stiff pore volumes 
along with the background semi-stiff pores. The red solid 
line represents rock moduli with only semi-stiff pores. 
The lower dashed green lines and the upper dashed blue 
lines indicate the increasing volume of soft pores and stiff 
pores, respectively. From both the water saturation and gas 
saturation models, we can observe that the bulk and shear 
moduli decrease with the increase in the soft pore volume 
and increase with the increase in the stiff pore volume. This 
rule is useful in the selection and adjustment of the rock-
physics parameters in the real data application. In addition, 
the results are also consistent with the Hashin–Shtrikman 
upper and lower bounds within the given porosity range.

Application

Diagnostics of well‑log data

Well-log data can effectively reflect the properties of rocks 
and pore fluids underground and are often used in the cali-
bration and verification of rock-physics models. The quality 
of well logs has a significant influence on reservoir char-
acteristics analysis and the establishment of rock-physics 
templates. Figure 7 displays the original well logs and 
interpreted log-facies for the target interval of a calibration 



563Acta Geophysica (2019) 67:557–575 

1 3

well W1. The data set contains a complete set of well logs, 
including sonic logs (P- and S-wave velocities), a density log 
and petrophysical curves (porosity, shale volume and water 
saturation). Two main gas-bearing sandstone reservoirs are 
shown in yellow facies; their thicknesses are about 15 m 
and 20 m; and the average porosity inside the reservoir is 
approximately 13%. The original porosity curve in Fig. 7d 
is the effective porosity. Note that the shale layers have zero 
porosity and 100% shale volume values, as shown by the red 
arrows in Fig. 7. These values are not appropriate for rock-
physics modelling. In addition, due to these zero porosity 
values, the crossplots of the effective porosity versus the 
P- and S-wave velocity in Fig. 8 show a messy distribution, 
especially the shale and siltstone points in the marked red 
ellipses. Thus, we need to estimate the total porosity before 
rock-physics modelling.

Since rock-physics models predict P- and S-wave veloci-
ties from the total porosity and shale volume, they can be 
used in an inversion mode to estimate a total porosity curve 
that matches the measured velocities. We use the extended 
Xu–White model to estimate the total porosity constrained 
by the measured P-wave velocity and compare the results 
with the conventional Xu–White model and density method. 
The estimated total porosity is then used in the prediction of 
the S-wave velocity. Because no constraint is imposed on the 
predicted S-wave velocity, the match between the predicted 
and measured S-wave velocities can reflect the reliability 
of the total porosity estimation result to some extent. The 
rock properties for the total porosity estimation using the 
extended Xu–White model and the conventional Xu–White 
model are listed in Table 1. Among them, the solid parame-
ters (bulk modulus, shear modulus and density) and the pore 
aspect ratios are determined from the calibration of well W1; 

Fig. 5  Single-pore-saturated rock modelling with different pore aspect ratios, water-saturated bulk modulus (a) and shear modulus (b) versus 
porosity, gas-saturated bulk modulus (c) and shear modulus (d) versus porosity
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the fluid parameters are calculated by the Batzle–Wang for-
mulas (1992) at a temperature of 170 °C and a pore pressure 
of 25 MPa for the target zone. In the extended Xu–White 
model, we consider three pore types, the intergranular semi-
stiff pore, feldspar dissolution stiff pore and wet clay soft 
pore, while in the conventional Xu–White model, only two 
pore types, the semi-stiff pore and soft pore, are considered.

Figure 9a shows the corrected and original shale volume 
curves. The corrected curve is more reasonable as it does not 
contain 100% shale volume values, considering the exist-
ence of bound wet clay pores in shale layers. Figure 9b com-
pares the estimated total porosity curves using the extended 
Xu–White model, conventional Xu–White model and density 
method. The density-estimated porosity (green) has values that 
exceed the general sandstone critical porosity; the extended 
Xu–White model result (red) is close to the conventional 
Xu–White model result (blue) overall but is more accurate at 
the sandstone reservoir locations, as the red arrows show. Fig-
ure 9c–e shows the comparisons of the predicted and measured 
P- and S-wave velocities and densities, using the total porosity 
estimated by the extended and conventional Xu–White models, 

respectively. Since the measured P-wave velocity is used as a 
constraint in the total porosity estimation, the predicted P-wave 
velocity curves overlap with each other as expected. The 
S-wave velocity predicted by the extended Xu–White model 
(red) matches better with the measured S-wave velocity (black) 
than the conventional Xu–White model result (blue), which 
indicates that the total porosity estimated by the extended 
model is more reliable. In addition, the predicted density pro-
vides a more realistic value than the original density at the 
location where the calliper log shows an expansion in Fig. 9f.

Furthermore, we replace the original effective porosity of 
the crossplots in Fig. 8 with the estimated total porosity by 
the extended Xu–White model, as shown in Fig. 10. Note 
that the crossplots show clear rock-physics characteristics in 
this case. The scattered data points of different lithologies 
distributed regularly between the theoretical clean sandstone 
line and pure shale line, and the shale volume trend is con-
sistent with the log interpretation results, as the black arrows 
indicate.

(a) (b)

(c) (d)

Fig. 6  Multi-pore-saturated rock modelling with different volumes of soft and stiff pores, water-saturated bulk modulus (a) and shear modulus 
(b) versus porosity, gas-saturated bulk modulus (c) and shear modulus (d) versus porosity
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Fig. 7  Original log data of well W1. a P-wave velocity; b S-wave 
velocity; c density; d porosity; e shale volume; f water saturation; g 
facies defined by well-log interpretation. In the facies profile, shale 

is dark green, siltstone is light green, the coal formation is black, the 
water-saturated sandstone is blue, and the gas-bearing sandstone is 
yellow

Fig. 8  Crossplots of P-wave velocity (a) and S-wave velocity (b) versus the original effective porosity from well W1

Table 1  Rock-physics model 
parameters for total porosity 
estimation

The extended Xu–White model uses the semi-stiff, stiff and soft pores, while the conventional Xu–White 
model uses only the semi-stiff and soft pores

Lithology or fluid Bulk modu-
lus (GPa)

Shear modu-
lus (GPa)

Density (g/cm3) Pore type Pore aspect ratio

Sand 43.00 32.00 2.66 Semi-stiff 0.12
Stiff 0.60

Clay 25.00 9.00 2.58 Soft 0.05
Water 2.33 0.00 0.95
Gas 0.05 0.00 0.14
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Establishment and verification of rock‑physics 
template

Rock-physics templates (RPTs) are charts or templates of 
rock-physics models for the interpretation of lithology and 
hydrocarbons (Ødegaard and Avseth 2004; Chi and Han 
2009; Avseth et al. 2010). RPTs consist of crossplots of seis-
mic parameters (e.g. acoustic impedance vs. Vp/Vs ratios), 

which allow us to perform the rock-physics analysis of both 
well data and elastic inversion results.

Figure 11 displays the crossplots of acoustic impedance 
versus Vp/Vs ratios for the target zone of the calibration well 
W1, superimposed with RPT generated from the extended 
Xu–White model using the previous rock parameters in 
Table 1. The porosity range is set from 0 to 20%, and the 
shale volume and the water saturation ranges are set from 0 
to 100%. Their variation trends are shown by arrows in each 

Fig. 9  Total porosity estimation-related curves. a Shale volume; b 
porosity; c P-wave velocity; d S-wave velocity; e density; f calliper 
log. The measured P-wave velocity is used as a constraint to invert 

the total porosity, and the measured S-wave velocity is used as a ref-
erence to test the total porosity estimation result

Fig. 10  Crossplots of P-wave velocity (a) and S-wave velocity (b) versus the estimated total porosity. The blue line and black line represent the 
theoretical clean sand line and the pure shale line, respectively. The black arrows indicate the increasing direction of the shale volume
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crossplot of Fig. 11. The green solid line represents pure 
shale; the blue and red solid lines represent water- and gas-
saturated sandstone with 5% clay content, respectively; and 
the black solid lines and the yellow dotted lines represent 
isolines of porosity and water saturation, respectively. Note 
that the RPT-indicated porosity for the data points in the 
reservoir zone is approximately 10–15%, which is consist-
ent with the porosity shown by the colour-coded values of 
these points in Fig. 11a. The RPT-indicated water saturation 
and shale volume are also consistent with the corresponding 
colour-coded values in Fig. 11b, c. In addition, in Fig. 11d, 
we observe that the artificial log-interpreted gas-bearing 
sandstone points almost fall in the reservoir zone, and the 
water-saturated sandstone, siltstone and shale points sit just 
between the theoretical water-saturated sandstone line and 
pure shale line.

Our rock-physics model uses patchy distribution to cal-
culate fluid-saturated rock moduli, as previously mentioned. 
For comparison, we here assume a uniform distribution of 
fluid in the RPT modelling. The result is shown in Fig. 12. 
Note that the main difference in Figs. 11b and 12 is the 
water saturation of the template. In the patchy distribution 

mode, the elastic properties show a more linear change with 
increasing gas saturation, as shown by the yellow dotted 
lines in Fig. 11b, while in the uniform distribution mode, 

Fig. 11  Acoustic impedance versus Vp/Vs crossplots of well-log data from calibration well W1 superimposed with the modelled RPT and col-
our-coded by: a porosity, b water saturation, c shale volume and d well-log interpretation conclusions

Fig. 12  Acoustic impedance versus Vp/Vs crossplots of well-log data 
from calibration well W1 superimposed with the comparative RPT 
using uniform fluid distribution and colour-coded by water saturation
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a small amount of gas will cause almost the same elastic 
properties as the commercial amount of gas, as shown by 
the yellow circles in Fig. 12. In addition, the RPT-indicated 
minimum water saturation under the uniform distribution 
assumption is approximately 80%, which is not consistent 
with the minimum colour-coded values of data points, which 
is approximately 35%. This demonstrates that the patchy dis-
tribution assumption of the fluid saturation mode tends to 
be more suitable than the uniform distribution in our case.

To investigate the scale effect on the RPT, we apply a 
moving-window Backus averaging method (Lindsay and 
Van Koughnet 2001) to upscale the log curves to seismic 
scale in Fig. 13. The size of the upscaling window at a 
certain depth is dynamically determined by estimating the 
temporal wavelength from a chosen upscaling frequency 
and the velocity at that depth. The upscaling frequency 
here is set to 100 Hz according to the bandwidth of the 
seismic inversion results. Note that the ranges of the P- and 
S-wave velocity and density curves decrease substantially 
in Fig. 13 due to the filtering effect of the Backus average. 
After this, the scattered data points in Fig. 14 are trans-
formed to the seismic scale. We observe that the best-fit 
template clay content value decreases from 0.95 to 0.85 
when the data points upscale from the well-log scale to 
the seismic scale.

Then, a verification well, W2, is selected to verify the 
reliability of the template. Figure 15 displays the crossplots 

of the acoustic impedance versus Vp/Vs ratios for the target 
interval of the verification well W2, superimposed with the 
same RPT calibrated by well W1 at the well-log scale. Note 
that the template-indicated gas-bearing sandstone porosity 
range (10–14%), minimum water saturation (50%) and shale 
volume trend are consistent with the colour-coded values of 
scattered data points. In addition, the upscaled data points 

Fig. 13  Backus average upscal-
ing of well-log data; the black 
curves represent the original log 
data, and the red curves repre-
sent seismic-scale log data

Fig. 14  Acoustic impedance versus Vp/Vs crossplots of seismic-scale 
log data in Fig. 13 superimposed with RPTs with different clay con-
tents and colour-coded by water saturation
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in Fig. 16 also match well with the seismic-scale template in 
which the clay content is equal to 0.85. These demonstrate 
a good validity of the established RPT at both the well-log 
and the seismic scales.

Porosity and gas saturation prediction

In the following section, we apply the established RPT 
to predict the porosity and gas saturation of deep-buried 
sandstone reservoirs from the prestack seismic data. Fig-
ure 17 displays three partial angle stack seismic sections 
passing through well W1 which is located at CDP 1071. 
The inserted well synthetic seismic records in each section 
are calculated from the elastic parameters (P- and S-wave 
velocity and density) of well-log data and a 30-Hz zero-
phase Ricker wavelet using the Aki and Richards equa-
tion (2002) with the corresponding average incident angles 
of 9°, 15°, 21°. Note that the synthetic seismic records 
match well with the real seismic data and has an obvi-
ous amplitude-versus-angle (AVA) response at the gas 
layers. The seismic amplitude decreases as the incidence 
angle increases, which can also be observed from the 

Fig. 15  Acoustic impedance versus Vp/Vs crossplots of well-log data from verification well W2 superimposed with the same rock-physics tem-
plate calibrated by well W1 and colour-coded by: a porosity, b water saturation, c shale volume and d well-log interpretation conclusions

Fig. 16  Acoustic impedance versus Vp/Vs crossplots of seismic-scale 
log data from verification well W2 superimposed with RPTs with dif-
ferent clay contents and colour-coded by water saturation
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borehole-side seismic data. Figure 18 shows the acoustic 
impedance and Vp/Vs inversion results for the seismic line 
in Fig. 17 using the Bayesian linearized AVO inversion 
(Buland and Omre 2003). Arrows indicate two gas-bearing 

sandstone reservoirs with medium acoustic impedance and 
low Vp/Vs values. Note that we can only roughly esti-
mate the locations of two gas layers just from the inversion 
results. However, with the RPT, we can further estimate 

Fig. 17  Partial angle stack seismic sections crossing well W1 with 
average incident angles of 9°, 15°, 21°, respectively. The inserted well 
curve represents the calibrated synthetic seismic records generated by 

the corresponding average incident angles; the reservoir interpretation 
results are displayed on the right side; yellow rectangle represents gas 
sand and blue rectangles represent brine sand
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the porosity and gas saturation of gas-bearing sandstone 
reservoirs.

Figure 19 displays the projection of the acoustic imped-
ance and Vp/Vs data pairs onto the seismic-scale RPT. These 
projection points are relatively concentrated due to the limited 
frequency bandwidth of the seismic inversion data. Points that 
fall in the reservoir zone are defined as sandstone reservoirs. In 
addition, based on the position of these projection data points, 
we can directly transform the acoustic impedance and Vp/Vs 
data pairs into the porosity and gas saturation data pairs. The 
porosity and gas saturation of points that fall outside the res-
ervoir zone are set to zero. That is to say, we only focus on 
the porosity and gas saturation of sandstone reservoirs and 
ignore that of shale or siltstone. Figure 20 shows the prediction 

results of the porosity and gas saturation. Note that the pre-
dicted porosity and gas saturation are in good agreement with 
the well-log data. These results demonstrate the validity of 
the improved rock-physics model and can be used as a guid-
ance for the further deep-buried gas reservoir exploration in 
this area.

Discussion

A practical workflow for rock-physics modelling of deep-
buried sandstone gas reservoirs with complex pore struc-
tures has been proposed. For clay–sand mixture layers, 
the Xu–White model can estimate both P- and S-wave 

Fig. 18  Prestack seismic inversion results of acoustic impedance (a) and Vp/Vs (b) with the corresponding log cures inserted. Arrows indicate 
the locations of two gas reservoirs in well W1
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velocities over the full range of siliciclastic rocks from 
clean sandstones to pure shales, whether consolidated 
or moderately unconsolidated (Xu and White 1996). We 
extend the Xu–White model, originally accounts for two 
pore types (wet clay soft pore and quartz intergranular 
semi-stiff pores), to our case by introducing a third feld-
spar-related dissolution stiff pore. Our extended Xu–White 
model consists of three steps: (1) rock matrix modelling 
using time-average equations; (2) dry rock modelling 
using a multi-pore analytical approximation; and (3) fluid-
saturated rock modelling using patchy saturation.

The input parameters required by the extended Xu–White 
model include the elastic moduli and densities of mineral 
particles and pore fluids, the porosity and shale volume of 
the rock frame, and three pore aspect ratios for three types of 
pores. For mixed minerals, the elastic moduli and density of 
clays are variable and not very well known, leading to uncer-
tainties in the rock matrix modelling. The estimation of these 
parameters relies on careful calibration of well logs through 
trial-and-error experiments. In practice, the parameters 
calibration process has certain rules to follow; that is, the 
mineral moduli and density control the overall adjustment 

of the predicted P- and S-wave velocity and density curves, 
while the pore aspect ratios act as a local adjustment, in 
which larger pore aspect ratios correspond to higher values 
of predicted velocities. Utilizing these rules can make the 
calibration process easier. When the predicted curves match 
well with the measured logs, we can determine these input 
rock-physics modelling parameters.

In dry rock modelling, by assuming a constant dry 
rock Poisson’s ratio, we decouple the differential effective 
medium equations and then derive a multi-pore analytical 
approximation for the dry rock moduli calculation. Despite 
this assumption, we note that the Poisson’s ratio derived 
from the multi-pore dry rock approximation in Eqs. (18) 
and (19) is not constant. In fact, the constant assumption 
is not a rigorous restriction to the dry rock Poisson’s ratio, 
because we only apply this assumption in the calculation of 
geometry parameters Pi and Qi , and the final expressions of 
dry rock moduli are still related to porosity. In addition, to 
force the dry rock Poisson’s ratio to be constant will result in 
a poor approximation for the shear-wave velocity (Keys and 
Xu 2002). On the other hand, for rock-physics templates in 
Fig. 11, note that Vp/Vs varies with porosity, especially for 

Fig. 19  Reservoir zone in 
seismic-scale RPT colour-coded 
by template-indicated porosity 
(a) and gas saturation (b); the 
projected black points represent 
acoustic impedance and the Vp/
Vs data pairs from the seismic 
inversion
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the gas-saturated sandstone model. However, also note that 
the increase in clay content will cause a more drastic varia-
tion of Vp/Vs, because the rock matrix is more sensitive to 
the clay content variation than the high-porosity rocks (Avs-
eth et al. 2010). This means that the variation degree of Vp/
Vs depends on the clay content of the rock matrix. There-
fore, when sandstone contains clay, the dry rock Poisson’s 
ratio will change with porosity, which also indicates that 
the dry rock Poisson’s should not be forced to be constant.

The clay content in sandstone is also an important 
parameter related to the scale effect, reservoir heterogene-
ity and saturation distribution (Jakobsen et al. 2003b). For 
thin-interbedded sand and shale layers, upscaling means an 
increase in the intercalating shale, which, in turn, increases 
reservoir heterogeneity and thus affects the fluid satura-
tion distribution pattern. At the well-log scale, the reser-
voir sandstone data in the studied wells match nicely with 
the template when the clay content is 0.95, which is basi-
cally consistent with the shale volume log curve values at 
sandstone locations. When upscaling to the seismic scale 
using the Backus average, the P- and S-wave velocity and 
density curves become smooth and concentrated, and the 
best-fit clay content value for the template changes. A dif-
ferent upscaling frequency corresponds to a different best-fit 
template, which leads to uncertainties in seismic interpreta-
tion. In our case, we set the upscaling frequency based on 
the frequency band of seismic inversion results. Both the 

observations at the well-log scale and the seismic scale are 
consistent with a patchy-saturation behaviour. One possible 
explanation is that the heterogeneities caused by clay content 
in sandstone control the saturation pattern, even in seismic 
scale, the seismic wave may experience patchy saturation 
when the thickness of clay–sand mixture layer is relatively 
large (Avseth et al. 2010).

In addition to the two main uncertainties associated 
with the above-mentioned clay properties, the extended 
Xu–White model is also limited by several basic assump-
tions inherited from the DEM model such as the isotropic, 
linear, and elastic rock and idealized ellipsoidal pore geom-
etries (Mavko et al. 2009). Besides, we have not consid-
ered uncertainties caused by shale-related anisotropy and 
fluid-flow-related dispersion and attenuation, which will 
be investigated in future research to obtain a better model. 
Despite these uncertainties, we have found that the extended 
Xu–White model is useful for modelling deep-buried sand-
stone reservoirs, and it can also be applied to other types of 
rocks which have complex pore structures, such as carbon-
ate rock.

Fig. 20  Prediction results of 
porosity (a) and gas saturation 
(b) for deep-buried sandstone 
reservoirs with corresponding 
porosity and gas saturation log 
curves inserted
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Conclusions

We have proposed an improved rock-physics model for deep-
buried sandstone reservoirs based on the geological charac-
teristics analysis. This model can handle complex pore struc-
ture rocks with high computational efficiency compared to 
the differential effective medium theory. It has been used in 
total porosity estimation and S-wave velocity prediction; the 
results show that our model is more accurate than the density 
method and the conventional Xu–White model, which con-
siders only two pore types. The rock-physics template gener-
ated by the extended Xu–White model provides a very useful 
tool for the porosity and gas saturation prediction of deep-
buried gas reservoirs. The template needs to be carefully cal-
ibrated and validated by well-log data while honouring local 
geologic factors. The reliability of the template depends on 
the input data quality and the model assumptions. Moreo-
ver, the scale effects on the template should be considered 
when we move from the well-log scale to the seismic scale. 
Nevertheless, the established rock-physics template shows 
good performance in the porosity and saturation prediction 
of gas reservoirs and can help reduce risk in the deep seismic 
exploration and prospect evaluation.
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Abstract
The knowledge of Q is desirable for improving seismic resolution, facilitating amplitude analysis and seismic interpretation. 
The most commonly used methods for Q estimation are the frequency-spectrum-based methods. Generally, these methods are 
based on the plane wave theory assuming that the transmission/reflection loss is frequency independent. This assumption is 
reasonable in the far-field situation and makes the transmission/reflection coefficient irrelevant with the Q estimation result. 
However, in the near-surface context, this assumption is invalid because the seismic wave propagates in the form of spherical 
wave in the real seismic surveys and the spherical-wave transmission/reflection coefficient is frequency dependent. As a result, 
deviation will exist. In this paper, the influence of the spherical-wave effect on the Q estimation in the near-surface context 
was proved in both synthetic data and field data for the first time, and it was found that the deviation due to the spherical-
wave effect is of order comparable to the intrinsic attenuation. The compensation method based on the forward modeling is 
then proposed to correct this deviation, and the effectiveness of the proposed method is proved by the reasonable estimated 
results of both synthetic data and field data example. These results raise caution for the interpretation of the extracted Q in 
the near-surface context if they do not account for the spherical-wave effect and point to the necessity of incorporating a 
frequency-dependent term in the frequency-spectrum-based method when applied to the Q estimation in the near surface.

Keywords Spherical-wave effect · Attenuation estimation · Near-field · Frequency-spectrum-based method

Introduction

Estimating the anelastic attenuation that is generally 
denoted by the quality factor Q is playing an important role 
in seismic imaging, data enhancement, reservoir charac-
terization and other applications (Yuan et al. 2017). In gen-
eral, Q is assumed to be frequency independent (Dasgupta 

and Clark 1998; Zhang and Ulrych 2002; Li et al. 2015). 
The most commonly used methods for the Q estimation are 
the frequency-spectrum-based methods, such as the spec-
tral ratio (SR) method (Tonn 1991), the frequency shift-
ing methods (Quan and Harris 1997; Zhang and Ulrych 
2002), the time–frequency methods (Hao et al. 2016) and 
the reflectivity spectrum method (Li et al. 2016a, b, c). 
These methods are based on the plane wave theory and 
assume that the transmission/reflection coefficient is fre-
quency independent. This assumption makes the transmis-
sion/reflection coefficient irrelevant with the Q estimation 
result. As a far-field (when the propagation distance is very 
long or the frequency is very high, i.e., when KR is very 
large, where K is the wavenumber and R is the propagation 
distance) approximation of the spherical-wave coefficient, 
the plane wave transmission/reflection coefficient is indeed 
frequency independent (Li et al. 2017). As a result, these 
methods have been successfully applied on numerous field 
data sets, as the far-field approximation is valid in most 
seismic exploration contexts (Dasgupta and Clark 1998; 
Matsushima 2006; Matsushima et al. 2015). However, in 
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the near-field context, the seismic wave propagates in the 
form of spherical wave and the spherical-wave transmis-
sion/reflection coefficient is frequency dependent (Alulaiw 
and Gurevich 2013; Li et al. 2017). Consequently, it is 
reasonable to infer that because of the difference between 
the frequency-dependent spherical-wave coefficient and 
the plane wave coefficient, deviation will exist in the Q 
estimation results derived by frequency-spectrum-based 
methods. Although many researchers have investigated the 
frequency-dependent spherical-wave coefficient in different 
aspects, for example, Li et al. (2017) addressed such issue 
for amplitude versus offset analysis, Wehner et al. (2018) 
investigated frequency-depth-dependent spherical reflection 
response from the sea surface, no attempt has been reported 
to investigate the influence on the attenuation estimation in 
the field data and to correct it.

In general, VSP (vertical seismic profile) data and cross-
well data are used to investigate the near-surface Q, since the 
VSP measurement (including zero offset, offset, walkaway 
and reverse VSP) is considered to be best suited for attenua-
tion studies and it enables sampling of the wavefield at vari-
ous known depths (Matsushima 2006). To straightforward 
demonstrate the influence of the spherical-wave effect and 
minimize the influence of irrelevant factors, simple reverse 
VSP data with one interface are selected and synthetic data 
with similar geometry are designed to support the field data 
analysis. Because a similar geometry is used in both syn-
thetic data and field data, the results can prove and con-
firm each other and keep consistency. In both synthetic data 
and field data, firstly, we demonstrated the influence of the 
spherical-wave effect in the near-field context: in synthetic 
data test, the deviation was proved based on the theoretical 
deduction, and in the practical VSP data test, the deviation 
was proved by a simple but novel experiment; secondly, 
we utilized the forward modeling-based compensation 
method to correct the deviation and derived the reasonable 
Q estimation.

Note that the influence of the spherical-wave effect on the 
attenuation estimation includes the frequency dependency of 
the spherical-wave transmission and reflection coefficient. 
However, in this paper, according to the available field data, 
we concretized the influence of the spherical-wave effect 
as the influence of the frequency-dependent spherical-wave 
reflection coefficient (FSRC) and adopted the reflection wave 
to conduct the attenuation analysis. Actually, using reflection 
wave to estimate Q in the near-surface context has several 
advantages: firstly, in the near-surface context, comparing 
first arrival traces that are too close together may lead to 
poor Q estimate and the reflection wave is an alternative 
to have more reliable estimation; secondly, the reflection 
wave can generally offer more useful areal coverage; thirdly, 
the reflection wave data in the VSP data are similar to the 
surface seismic data—a data type commonly used in the 

seismic exploration, so the studies of the attenuation esti-
mation using near-surface reflection wave is instructive and 
applicable to the attenuation estimation using surface seis-
mic data (Montano 2015; Beckwith et al. 2016).

The reminder of the paper is organized in the following 
way: Firstly, we briefly reviewed the theory of the frequency-
spectrum-based method and the FSRC; secondly, we proved 
and compensated the deviation caused by the FSRC in the 
Q estimation in the synthetic data and field data; thirdly, 
we discussed the potential difficulties of application and the 
further research directions; finally, some conclusions were 
drawn.

Theory

The frequency‑spectrum‑based method

There are many attenuation estimation methods, however, 
measurement of attenuation using frequency-spectrum-based 
methods may be a more convenient and stable procedure 
(Matsushima et al. 2015). The SR method is one of the most 
commonly used methods, and in this paper, we utilized SR 
method on behalf of these methods. The SR method is based 
on that the logarithm of the spectral amplitude of a seismic 
wave decays at a rate roughly proportional to the frequency. 
Seismic wave attenuation in the media of assumed constant 
Q can be modeled as the damped oscillating system as:

where A(f , x) is the amplitude spectrum at the frequency f 
with the travel distance x , and Δt is the difference in receive 
time between the two waveforms with different travel dis-
tances. B is a parameter that takes into account the geom-
etry function and frequency-independent factors, including 
the transmission/reflection coefficient (Li et al. 2016a, b, c). 
Then, take the logarithm, Eq. (1) can be rewritten as:

A linear regression is involved to estimate the slope of the 
left-hand side. The slope is equal to −�Δt∕Q (Matsushima 
2006). Finally, the Q can be estimated from the slope.

The frequency‑dependent spherical‑wave reflection 
coefficient (FSRC)

Recently, researches reveal that, in near-field context, the 
reflection wave coefficient is frequency dependent (Tao et al. 
2016; Li et al. 2017). Note that near-field-associated fre-
quency-dependent reflectivity due to the sphere wave effect 
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is different from hydrocarbons-associated frequency-depend-
ent reflectivity due to the fluid flow in the mesoscopic scale 
range (Yuan et al. 2019). Such spherical-wave frequency-
dependent effect will affect the Q estimation related to the 
fluid flow, because if the reflection coefficient is frequency 
dependent, B in Eq. (2) will be frequency dependent. As a 
result, the linear regression will lead to an incorrect result.

The most important and fundamental methods to derive 
the FSRC are the Sommerfeld integral (Sommerfeld 1909) 
and the Weyl integral (Weyl 1919); the basic concepts of 
these methods are to decompose spherical waves into the 
superpositions of cylindrical waves and plane waves, respec-
tively. In this paper, we achieved the FSRC based on the 
Sommerfeld integral (Li et al. 2016a, b, c; Li et al. 2017). 
For two different homogeneous semi-infinite acoustic media 
in contact with a plane, the frequency-dependent reflection 
coefficient can be represented as:

(3)
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and a linear regression is involved to estimate the slope of 
the left-hand side of Eq. (5) to obtain the estimation of Q.

Deviation due to the FSRC: synthetic data 
test

To show the deviation due to the FSRC, we designed a sim-
ple geometry synthetic data. The test was conducted for one 
model with a flat horizontal interface between two homoge-
neous isotropic half-spaces, as shown in Fig. 1. The upper 
half-space is described by the parameters �1 = 1000 m/s and 
�1 = 2000 kg/m3 , and the lower half-space is described by 
the parameters �2 = 1600 m/s , �2 = 2500 kg/m3 and Q = 15. 
The source is 10 m below the interface and the receivers are 
40 m below the interface. The offset is 4 m. Note that the 
geometry and the parameter of the synthetic model were 

designed approximately according to the field data to keep 
consistency. We exploited a Ricker wavelet of 50 Hz as the 
reference wavelet. Based on the convolution model (Robin-
son 1984), we first computed the original wavelet spectrum 
using Fourier transform and the reflection spectrum using 
the product of the original spectrum and the correspond-
ing reflectivity spectrum; the spectrum of the PRC is cal-
culated using B in Eq. (3) and the spectrum of the FSRC 

Fig. 1  Geometry of the synthetic model. The upper half-space is 
described by the parameters �1 = 1000 m/s and �1 = 2000 kg/m3 , 
and the lower half-space is described by the parameters 
�2 = 1600 m/s , �2 = 2500 kg/m3 and Q = 15. The source is 10  m 
below the interface and the receivers are 40  m below the interface. 
The offset is 4 m

where B(x) =
�2∕�1x−�1∕�2

√

1−(1−x2)�2
2
∕�2

1

�2∕�1x+�1∕�2

√

1−(1−x2)�2
2
∕�2

1

 is the plane wave 

reflection coefficient (PRC) corresponding to the incident 
angle � , x = cos(�) is the integral variable, i is the imaginary 
unit, � is the angular frequency, J0 is the zero-order Bessel 
function, r is the offset, h is the distance from the source to 
the interface, zr is the distance from the receiver to the inter-
face, �1 and �2 are the velocity of upper and lower media, 
respectively and �1 and �2 are the density of the upper and 
lower media, respectively. In anelastic situations (finite Q), 
velocities are frequency dependent and complex (Aki and 
Richards 1980): �(�) = �ref

[

1 + ln
(

�cur∕�ref

)/

�Q − i∕2Q
]

 , 
where �cur and �ref are the angular frequencies of current 
component and reference component.

As a result, for the near-surface context, B in Eq. (2) 
should be replaced by B�

⋅ R
sph
pp (�, �) and Eqs. (1) and (2) 

should be rewritten as:

where the Rsph
pp (�, �) represents the FSRC and B′ represents 

the frequency-independent term excluding the transmission/
reflection coefficient. As a result, the FSRC obtained by the 
forward modeling is added into the modified SR method, 
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is calculated using Eq. (3); Then, the reflection plane wave 
and the reflection spherical wave in the time domain were 
obtained using inverse Fourier transform. In the near-field 
context, the result of the convolution model using the FSRC 
is closer to the practical situation than that using the PRC, 
because such result is equivalent to the numerical simulation 
of the wave equation (Li et al. 2017).

Figure 2 shows the change of reflection coefficients cal-
culated based on the spherical-wave theory and the plane 
wave theory with the frequency. The SRC changes with 
frequency, whereas the PRC remains invariant for different 

frequencies. Figure 3 shows the comparison between the 
reference wavelet (Fig. 3a) and the reflection plane wave 
and the reflection spherical wave received by the receiver 
(Fig. 3b). Both the phase of the reflection wave including the 
reflection plane wave and the reflection spherical wave shift, 
however, the shift of the reflection spherical wave is differ-
ent from that of the plane wave. First, using the reflection 
spherical wave and the reference wave, based on the con-
ventional SR method, we obtained the estimated Q = 8.45. 
As expected, the deviation exists, and the deviation is over 
40%. In fact, one can predict the existence of such deviation 
from the frequency dependency of the coefficient as shown 
in Fig. 2. Then, we calculated the FSRC based on Eq. (3) 
and utilized it to modify the SR method based on Eq. (4). 
At last, a linear regression is involved to estimate the slope 
of the left-hand side of Eq. (5) to obtain the estimation of Q. 
The estimation is Q = 15.

The synthetic test explained and proved the source of the 
deviation again and it is the complement of the theoretical 
inference. The deviation was corrected to obtain the reason-
able Q estimation result. However, the most persuasive test 
is the field data test.

Deviation due to the FSRC: field data

The description of the field data

The near-surface zone of interest is composed of uncon-
solidated soil and fine sand with a thickness of more than 
40 m. Two boreholes, spaced 4 m apart, were drilled to the 
same depth of 40 m. The sources were fired from the bot-
tom to the surface at an interval of 1 m in the shot hole. The 
receiver was placed at the bottom of the receiver hole. The 
near-surface zone can be divided into two layers, including 
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the weathering (layer 1) and subweathering layers (layer 
2), with an interface at a depth of 2 m. Near-surface veloc-
ity model was established by the interpretation of the first 
breaks (Yuan et al. 2018). The velocity increases to 1618 m/s 
in the layer 2 from 340 m/s in the layer 1 (Li et al. 2016a, 
b, c). The geometry of the field data was shown in Fig. 4.

The idea of the experiment using the field data

The data are simple but valuable to eliminate other influenc-
ing factors, as shown in the following analysis, and focus 
on the spherical-wave frequency-dependent effect. To best 
utilize the data and prove our idea, we decided to conduct a 
novel experiment. First, according to the assumption of the 
conventional SR method, the reflection coefficient is fre-
quency independent. As a result, it is irrelevant with the Q 
estimation result, which means that the Q estimation result 
using the reflection wave and the direct wave should be the 
same. As these two kinds of wavefields exist in these data, as 
shown in Figs. 4 and 5 where label ① represents the virtual 
ray path of the reflection wavefield and label ② represents the 
virtual ray path of the direct wavefield, we can estimate the 
Q using the direct wave and the reflection wave, respectively. 
Then, if we arrive at the same value (or similar value of less 
than ±5% ) for Q estimation, it is proved that there is no influ-
encing factors about the reflection in the near-field Q esti-
mation, and the conventional SR method is indeed suitable 
for near-surface context. If we arrive at different estimation 
results, as the direct wave experiences no reflection meeting 

the assumption of the SR method, the result using the direct 
wave can be treated as the reference; the result using the 
reflection wave should be corrected. Finally, we correct 
the reflection wave result using the proposed modified SR 
method, and the corrected result can be the judgment of our 
claim. If the result after the correction using the FSRC is 
similar with the reference Q estimated from the direct wave, 
the method considering FSRC effect is proved practicable.

Q estimation based on direct wave

To enhance the quality of the downgoing direct wave, 
preprocessing including a dip filtering and a spatial mix 
operation (Matsushima 2006) using different number of 
traces (one, three and five traces) was performed on the 
first arrivals aligned data. Then, primary downgoing wave-
forms were windowed with a hamming window of differ-
ent window lengths (length = 20, 25 and 30 ms) centered 
at the first peak. The window length is estimated by aver-
aging the length of the direct wave. Figure 6a shows the 
preprocessed data with three traces mix and 20 ms win-
dow. We checked the centroid frequency and relative Fou-
rier amplitude spectrum for the quality control. Figure 6b 
shows the centroid frequency achieved over a bandwidth 
of 75–350 Hz ( fc = ∫ ∞

0
fA(f )df

/

∫ ∞

0
A(f )df  , where A(f) is 

the spectral amplitude at frequency f) as a function of depth 
with different spatial mix lengths (Li et al. 2015). Figure 6b 
shows the 30 ms window case. Figure 6c shows the Fourier 
amplitude spectrum for the case of five traces mix with a 
25 ms window. The anomalies appear under the depth of 
10 m which may be caused by the interaction between the 
reflection and direct wave. The centroid frequency decreases 
with the increase in distance of propagation gently, and 
the relative Fourier amplitude spectrum also change gen-
tly. Because each trace in the common receiver gather has 
different sources, but the trend of centroid frequency and 
relative Fourier amplitude spectrum is gentle; we claim that 
after preprocessing the source signature is negligible. We 

Fig. 4  Geometry of the field data. The sources were fired from 
the bottom to the surface at an interval of 1 m in the shot hole. The 
receiver was placed at the bottom of the receiver hole. The near-
surface zone can be divided into two layers with an interface at a 
depth of 2 m. The velocity increases to 1618 m/s in the layer 2 from 
340 m/s in the layer 1. Label ① represents the virtual ray path of the 
reflection wave and label ② represents the virtual ray path of the 
direct wave

Fig. 5  Common receiver gather of the bottom receiver. Label ① rep-
resents the reflection wave, label ② represents the direct wave and 
label ③ represents the interference
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also conducted the similar quality control, including win-
dow length and number of mixed trace, and will explain 
the parameters in the Q estimation based on reflection wave 
section.

Because the result of Q estimation based on the direct 
wave will be the reference, in this section, three different 
techniques for the measurement of attenuation, SR, centroid 
frequency shift method and tartan triangle were applied.

The virtual ray path of the traces used for attenuation 
estimation is shown in Fig. 7. We used traces whose source 
depth is between 14 m and 36 m. The two traces used have 
different intervals of 1, 3 and 5 m. Figure 4 shows the 3 m 
case. Because we assumed that the Q of media is a constant, 
different trace pairs should give the same estimation of Q.

The mean value of Q estimation results with different 
intervals is shown in Table 1. The attenuation results show 

Fig. 6  Extracted direct wave 
(a), centroid frequency as a 
function of shot depth (b) and 
the relative Fourier amplitude 
spectrum as a function of shot 
depth (c). a The preprocessed 
data with three traces mix and 
20 ms window. b The 30 ms 
window case. c The five traces 
mix with 25 ms window case
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that (1) the results of the centroid frequency shift method 
and the SR method are consistent. (The difference between 
results of same processing parameter is within 10%.) (2) The 
window length and the number of mix trace do not have too 
much influence on the results in the cases of 3 m interval 
and 5 m interval. (The average standard deviation is below 
0.3.) (3) The interval of depth of shot pair of 1 m is not as 
good as other two sets, as comparing traces that are too close 
together may lead to higher estimated Q than the actual Q 
(Montano et al. 2015). (4) The estimated Q in the layer 2 
is ~ 13 − ~ 16.

We employed the so-called tartan triangle (Bendeck 
2017) to further comprehend the attenuation in the area. The 
tartan triangle (Fig. 8a) compares results from all possible 
shot pairs (preprocessed by 30 ms window and seven trace 
mix), allowing robust estimation in regions (judged accord-
ing to the standard deviation on the estimated Q within a 
given 3 × 3 traces window). From the result of the standard 
deviation (Fig. 8b), we determine the area by the black line 
as the analysis area. The mean value of Q in the interest area 
is 15.05 and the standard deviation is 2.13. The result is con-
sistent with the above estimation. Figure 8c is the velocity 
distribution derived by the ray path calculated according to 
the geometry and the picked arrival time. From Fig. 8b, c, 
we observed that the velocity in the layer 2 is almost con-
stant and the standard deviation of the obtained Q, most of 
which are under 1.5, is small. As a result, we claim that the 
heterogeneity is small in the layer 2 and the scattering effect 
will be small enough to be negligible.

Here, brief conclusion about the Q estimation based on 
the downgoing direct wave is given. Three methods, includ-
ing SR, centroid frequency shift and tartan triangle, have 
been used for the estimation of Q using the direct wave. 
The results derived under different preprocessing parameters 
showing the high quality and the low heterogeneity of the 

data. The layer 2 has an estimated Q of ~ 13–16. The esti-
mation of Q using the direct wave is well enough to be the 
reference.

Q estimation based on reflection wave

Figure 9 shows the virtual ray path of the traces used for 
attenuation estimation. Figure  10a shows the extracted 
reflection waveforms with the preprocessing parameter of 
three traces mix and 25 ms window. Figure 10b shows the 
relative Fourier amplitude spectrum of the extracted reflec-
tion waveforms. We observed that the reflection waveforms 
of depth of 40–21 m are distorted by the strong waveforms 
(see label ③ in Fig. 5) and the reflection waveforms of depth 
of 1–12 m are distorted by the interaction with the direct 
wave. The amplitude spectrum of such reflection waveforms 
is also distorted. As a result, the reflection waveforms whose 
source depth is from 19 m to 13 m are utilized for analy-
sis. Trying to avoid too close comparison of waveforms, we 
picked the waveform pairs of 19 m with 17 m, 16 m, 15 m; 
18 m with 16 m, 15 m, 17 m with 15 m.

Figure 11 shows the calculated Rsph
pp (�, �) of different shot 

depths using the velocity of 1618 m/s, an estimated density 
ratio of 0.8 and an estimated Q of 13. Figure 12 shows the 
frequency spectrum of the two selected waveform pairs and 
their corrected frequency spectrum based on the calculated 
R
sph
pp (�, �) . Figure 12a shows the 19 m with 15 m case, and 

Fig. 12b shows the 19 m with 15 m. The results of Q estima-
tion using the corrected (based on Eqs. 4 and 5) and uncor-
rected (based on Eqs. 1 and 2) spectrum with frequency band 
of 75–275 Hz are shown in Table 2. The mean value of the 
estimated Q obtained by the uncorrected waveform pairs 
deviates from the reference Q by over ~ 50%, and the mean 
value of the estimated Q obtained by the corrected waveform 
pairs is within the reference range of Q value. The incident 

Table 1  Estimated Q using different methods with different preprocessing parameters

Mean value of Q (23 pairs) Spectral ratio method Centroid frequency shift

Three traces mix Five traces mix Seven traces mix Three traces mix Five traces mix Seven traces mix

Trace pairs with interval of 1 m
 30 ms window 17.03 12.49 12.21 20.41 13.48 13.12
 25 ms window 18.17 12.89 12.59 21.24 13.81 13.45
 20 ms window 20.99 13.73 13.38 22.93 14.49 14.10

Trace pairs with interval of 3 m
 30 ms window 13.19 12.70 12.82 14.16 13.59 13.86
 25 ms window 13.63 13.12 13.26 14.53 13.96 14.25
 20 ms window 14.58 14.00 14.17 15.30 14.69 15.00

Trace pairs with interval of 5 m
 30 ms window 13.62 14.16 14.07 15.09 16.91 16.27
 25 ms window 14.18 14.85 14.69 15.06 17.82 16.97
 20 ms window 15.30 16.31 15.97 16.52 19.36 18.18
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angle of the reflection wave we used in the estimation is 
very small (within 5 degrees). As a result, although we use 
acoustic approximation, the result is reasonable.

Discussion

To improve the intrinsic attenuation estimation, many influ-
encing factors were discussed by researchers, including the 
frequency dependency of Q, the scattering effect, and the 
near-field effect, etc., (Matsushima 2006; Haase and Stewart 
2010; Mangriotis et al. 2011; Gurevich and Pevzner 2015), 
except for the influence of the spherical-wave effect. The 
confirmation of the deviation in the Q estimation caused 
by the FSRC is notably important to improve the under-
standing of influencing factors of the intrinsic attenua-
tion estimation. In order to investigate the spherical-wave 

Fig. 8  Tartan triangle of the estimated Q (a), the standard deviation of estimated Q in a 3 × 3 traces window (b) and the velocity analysis (c)

Fig. 9  Virtual ray path of the reflection wave used for attenuation 
estimation
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frequency-dependent effect on the intrinsic attenuation esti-
mation, we adopted a simple geometry VSP data with a sin-
gle interface. The data are ideal for the investigation because 
that firstly, the VSP data are the most commonly used data 
type in the Q estimation; secondly, the geometry depth of 
the data meets the near-surface assumption, and is simple 
enough to eliminate other influencing factors (such as source 
and receiver signature, transmitted wave) as proved in the 
analysis. In this paper, one of the aspects of the spherical-
wave effect that is the reflection coefficient is discussed. In 

the future, we will investigate the influence of transmission 
coefficients, elastic media and multiple layers context. Nev-
ertheless, the analysis about the frequency-dependent reflec-
tion coefficient is reasonable to show and prove our idea 
and raise cautions. Although the frequency band utilized 
to estimate Q in this paper is in a relatively high-frequency 
range, the travel distance of the wave is short enough to meet 
the near-field assumption. The knowledge from the analysis 
of this paper may also be instructive and valuable for the 
generally seismic reflection survey. Although the reflection 
seismic data of generally seismic survey have a long travel 
distance, the dominant frequency of such data is relatively 
low, and as the high-frequency content of such data is vul-
nerable to noise, sometimes, one has to utilize the low-to-
middle frequency components to estimate Q. As a result, if 
the travel distance is not that long, as in the surveys for the 
coal exploration or other resources in shallow subsurface, 
the FSRC effect may have to be considered. The velocity 
and density information used for calculation of Rsph

pp (�, �) 
are derived by well data in this paper. If there is no well data, 
such information can be derived from velocity analysis and 
empirical formula.

Conclusion

Influence of the spherical-wave effect on the attenuation esti-
mation in the near-surface context was first observed and 
discussed based on the field data. The frequency-dependent 
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spherical-wave reflection coefficient (FSRC) is one of the 
reasons causing the deviation. Based on a special-geometry 
reverse VSP data, comprehensive analysis and estimation 
of attenuation in the near-surface zone is conducted. The 
influence of the FSRC is proved by estimating Q not only 
from the direct wave but also from the reflection wave. The 
estimation results using different methods and preprocessing 
parameters are consistent making the estimated Q using the 
direct wave well enough to be the reference. After the fre-
quency-dependent correction, the estimation of Q using the 
reflection wave arrives at a reasonable result, which proved 
the theory inference and the compensation method to be 
effective. During the analysis, other influencing factors are 
evaluated and eliminated, and the main influencing factor in 
the research area is proved to be the frequency-dependent 
spherical-wave effect. It was found that the apparent attenu-
ation due to the spherical-wave effect is of order comparable 
to the intrinsic attenuation. These results raise caution for the 
interpretation of extracted Q in the near surface and point to 
the necessity of incorporating a frequency-dependent term 
in Q estimation when applied to the near surface.
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Abstract
To solve quantitative interpretation problems in coal-bed methane logging, deep learning is introduced in this study. Coal-bed 
methane logging data and laboratory results are used to establish a deep belief network (DBN) to compute coal-bed methane 
content. Network parameter effects on calculations are examined. The calculations of DBN, statistical probabilistic method 
and Langmuir equation are compared. Results show that, first, the precision and speed of DBN calculation should determine 
the restricted Boltzmann machine’s quantity. Second, the hidden layer neuron quantity must align with calculation accuracy 
and stability. Third, the ReLU function is the best for logging data; the Sigmoid function and Linear function are second; 
and the Softmax function has no effect. Fourth, the cross-entropy function is superior to MSE function. Fifth, RBMs make 
DBN more accuracy than BPNN. Furthermore, DBN calculation accuracy and stability are better than those of statistical 
probabilistic method and Langmuir equation.

Keywords Coal-bed methane · Geophysics logging · Deep learning · Restricted Boltzmann machine · Coal-bed methane 
content

Introduction

In the process of coal-bed methane (CBM) exploitation, the 
interpretation and evaluation of methane content are very 
important for the production. To date, the most accurate 
method for determining CBM content is coring and experi-
mental analysis. However, these processes are too costly to 
conduct on a large project. Therefore, while exploring and 
developing CBM, it is important to identify an economical, 
effective, and universal means of CBM logging quantitative 
interpretation. These interpretations are used to establish 
the correlation between the logging parameters and methane 
content.

Hawkins et al. (1992) adopted the Langmuir isotherm 
adsorption theory (Langmuir 1918) in their proposal of the 
Langmuir equation, which is used to calculate the CBM 
content. Yang et al. (2005) studied the relationship between 
resistivity logging and the CBM reservoir. Bhanja and 
Srivastava (2008) established the relationships among the 

lithology density, volume density, acoustic move-out and 
natural gamma logging, and CBM content. Wang (2009) 
presented the improved Langmuir equation to calculate 
CBM content. The approach achieved a good application 
effect. Zeliang et al. (2013) combined the Langmuir equation 
and multiple regressions to obtain the CBM content empiri-
cal formula and proved its effectiveness using logging data 
from the Qinshui Basin.

In general, traditional methods of CBM quantitative 
interpretation are predominantly statistical probabilistic 
approaches and the Langmuir equation. Statistical proba-
bilistic approaches are usually established based on multiple 
linear regressions, which is difficult to use with a nonlinear 
problem, such as CBM content calculation. Furthermore, the 
use of the Langmuir equation to calculate CBM content is 
affected by the methane saturation. When CBM is unsatu-
rated, the calculation can only show the relative content.

With the development of artificial intelligence technolo-
gies, neural networks have been introduced to logging data 
processing and interpretation. Currently, the most widely used 
method in CBM logging interpretation is the back-propagation 
neural network (BPNN) (Rumelhart et al. 1986). Pan and Liu 
(1997) applied a BPNN method to calculate CBM content. 
Junsheng and Ying (1999) obtained a good result by using 
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BPNN to calculate coal-bed parameters, including CBM con-
tent. However, a local minimization problem exists in BPNN 
(Xiaofan and Tingkui 1994; Juanjuan and Hong 2006), which 
often makes it difficult to consistently obtain the global opti-
mal solution; the result will change by repeated computation.

BPNN shortcomings are becoming increasingly recog-
nized. Meanwhile, deep learning has emerged (Hinton 2012) 
and has been continuously developed. Deep learning is the 
latest achievement in artificial intelligence algorithms, which 
effectively discovers and describes the complex structural fea-
tures of a problem. Moreover, it can improve computing per-
formance (Krizhevsky and Sutskever 2012; Lecun et al. 2015; 
Silver and Huang 2016; Guo and Liu 2016). Deep learning 
has achieved a considerable success in many fields (Deng and 
Yu 2014; Alipanahi and Delong 2015; Zhou and Troyanskaya 
2015; Noda and Yamaguchi 2015; Liu and Luo 2015; Tomc-
zak and Gonczarek 2017). Despite these advancements, it has 
rarely been applied to logging interpretation. In this paper, we 
introduce a deep belief network (DBN) method of deep learn-
ing to CBM logging data processing. We conducted experi-
ments and determined the network parameters and a neural 
network that can be used to compute the CBM content. The 
proposed approach can be applied to the quantitative interpre-
tation of CBM logging data.

Deep belief network

The DBN method of deep learning was proposed by Geoffrey 
Hinton, the ‘father of the neural network’, in 2006. DBN com-
bines unsupervised and supervised learning, which involves 
several restricted Boltzmann machines (RBMs) and a BPNN.

Restricted Boltzmann machine

The RBM is the most important part of unsupervised learning 
in DBN. It is mainly used to extract the features of the inputs. 
An RBM includes two layers comprised of many neurons: 
one is the visual layer, which is used to receive the inputs, 
and the other is the hidden layer, which is used to detect the 
input features. Figure 1 depicts the structure of an RBM. The 
neurons in the same layer are independent of each other. The 
respective visual layer and hidden layer neurons are connected 
by the weight matrix, V, which can be represented as:

where i is the quantity of the visual layer neurons and j is 
the quantity of the hidden layer neurons. The RBM turns the 
neurons on or off by means of V.

(1)V =

⎡
⎢⎢⎢⎣

v11 v12 ⋯ v1i
v21 v22 ⋯ v2i
⋮ ⋮ ⋱ ⋮

vj1 vj2 ⋯ vji

⎤⎥⎥⎥⎦

If the input vector in the visual layer is P = (p1, p2,…,pi)T, 
we first calculate the incentive value of the neurons in the 
hidden layer:

where h = (h1, h2,…,hi)T. Then, we calculate the probability 
that the hidden layer neurons will be turned on (represented 
by 1) by the Sigmoid function:

where hm ∈ h.
Thus, the probability that the hidden layer neurons will 

be turned off (represented by 0) is:

where hm ∈ h.
Finally, we compare the probability that the hidden layer 

neurons will be turned on with a random value u (uϵ[0,1]) 
from the uniform distribution by the function as follows:

The above procedure will determine whether the hidden 
layer neurons will be turned on.

The training of the RBM essentially establishes the prob-
ability distribution that can reflect the features of the sam-
ples by turning on or off the hidden layer’s neurons.

Back‑propagation neural network

Proposed by Rumelhart and McClelland in 1986, the BPNN 
is a multilayer feedforward neural network (MLFNN) based 
on the back-propagation algorithm. The BPNN is the part of 
supervised learning in the DBN that is mainly used to calcu-
late the final output. It is widely used in function approxima-
tion, pattern recognition, classification, data compression, 
data mining, and other areas. The BPNN can be divided into 

(2)h = VP

(3)P
(
hm = 1

)
=

1

1 + e−hm

(4)P
(
hm = 0

)
= 1 − P

(
hm = 1

)

(5)hm =

{
1, P

(
hm = 1

)
≥ u

0, P
(
hm = 1

)
< u

Fig. 1  Structure of an RBM
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three layers: input, hidden, and output. There is only one 
input layer and one output layer, while there may be one or 
several hidden layers. Figure 2 depicts the structure of the 
BPNN. In each layer, there are many neurons. The neurons 
in the same layer are not connected with each other. The 
neurons in different layers are connected by weight wi. The 
input layer receives the data, and the hidden and output lay-
ers process the data. The data processing model is usually 
the Sigmoid function:

where yi is the input of a certain layer, yo is the output of 
the layer, and xi denotes the output of the previous layer. In 
addition, b is the threshold, which means that, if the input 
is greater than b, it will change the output; moreover, if the 
input is less than b, it will not affect the output.

Principal of the deep belief network

The characteristics extracted by the RBM can be used as 
new input to the BPNN. Then, the DBN will be success-
fully trained. The single BPNN is a typical ‘shallow’ neural 
network. The calculation is not ideal when the hidden layer 
is greater than two. However, in a DBN, a few additional 
RBMs exist. That is, the DBN determines the range of con-
nection weights by RBMs and then computes the result by 
BP training. Compared with the single BPNN, the DBN 
training speed and convergence time are faster.

(6)yi =

n∑
i=1

xiwi − b

(7)yo = f
(
yi
)
=

1

1 + e−yi

Deep belief network parameter selection

Normalized data

Each logging technique has a different physical principle. 
Each of the respective measured physical parameters is 
significantly different with respect to the dimension and 
order of magnitude. However, the computer cannot distin-
guish these differences. Therefore, the logging data must 
be pre-processed to have the same dimensions and numeri-
cal ranges. To this end, normalization is generally a good 
method.

where xnor is the data after normalization, x comprises the 
original logging data, and xmax and xmin are the respec-
tive maximum and minimum of the different logging data. 
Through normalization, all the data change to dimensionless 
quantities, and their intervals are [0,1].

In order to optimize the performance of DBN, it is neces-
sary to select suitable logging data to train the network. In 
this paper, the relationship between logging data and CBM 
contents is analysed by grey correlation analysis.

In this paper, nine conventional logging curves (calliper, 
natural gamma ray, spontaneous potential, deep lateral resis-
tivity, shallow lateral resistivity, micro-spherically focused, 
density, acoustic and neutron) are represented as Xi(h)=[x1 
(h), x2 (h),…x9(h)] and CBM contents are represented as 
Y(h), where h is the depth.

The result of grey relational analysis is as follows.
Table 1 shows the grey relational grades between log-

ging data and CBM contents. The greater the grade is, the 
stronger the correlation is. Generally speaking, in this paper 
for logging interpretation, the appropriate grey relational 
grade is greater than 0.8. (0.8 is the most commonly used 
standard.) So calliper, natural gamma ray, deep lateral resis-
tivity, shallow lateral resistivity, density, acoustic and neu-
tron are selected as the input parameters of DBN.

RBM quantity influence

The logging data in this study were obtained from Songliao 
Basin of Northeast China. First, we selected 300 coal seams 
for laboratory analysis data as the DBN samples. Second, we 
selected seven logging curves—calliper, deep lateral resis-
tivity, shallow lateral resistivity, density, acoustic, neutron, 

(8)xnor =
x − xmin

xmax − xmin

(9)

�(Y , Xi) =
1

n

n∑
h=1

min
i

min
k

||Y(h) − xi(h)
|| + �max

i
max
k

||Y(h) − xi(h)
||

||Y(h) − xi(h)
|| + �max

i
max

k

||Y(h) − xi(h)
||

Fig. 2  Structure of a BPNN
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and natural gamma ray—as the DBN input parameters. 
Methane content was used as the DBN output parameters. 
After repeated experiments, we, respectively, explored the 
influence on the calculations by the quantity of RBMs, 
quantity of hidden layer neurons, and activation functions. 
Finally, we computed the CBM content of 35 coal seams 
in a certain well, ‘JQ1 Well’, by a statistical probabilistic 
method, the Langmuir equation, and a DBN. We then ana-
lysed the effects of different methods.

The DBN consists of several RBMs and a BPNN. The 
RBMs are mainly used to extract the features of logging 
data, and their quantities have an obvious influence on the 
calculation. Theoretically, the higher the quantity of RBMs, 
the more effectively the RBMs can extract the features of the 
logging data. However, the corresponding computing speed 
will also be significantly reduced. Therefore, the accuracy 
and speed should both be considered in practice.

Figure 3 presents the results of applying DBN to process 
CBM logging data with different quantities of RBMs. When 
there are three, four, or five RBMs, the methane content dis-
crepancy between the computing result and laboratory anal-
ysis dramatically decreases with the increased quantity of 
RBMs. When there are more than five RBMs, the calculation 
accuracy is not obviously improved over the case involving 
exactly five RBMs. However, the operation is significantly 

more complex, which leads to a decreased computing speed. 
Thus, through the comparison, it is obvious that five RBMs 
maximize the computing accuracy and speed.

Influence of neuron quantity

As described in “Restricted Boltzmann machine” section, 
each RBM consists of a visible layer and a hidden layer. 
The visual layer is mainly used to receive the logging data, 
and its quantities of neurons are the same as the quantities 
of the logging curves of input, i.e. seven. The hidden layer 
is mainly used to extract the features of the logging curves, 
and its neuron quantities have a considerable influence on 
extracting the features of the logging curves. Usually, the 
quantity of neurons is less than the sample. In this paper, 
we selected 300 coal seams as the samples. So we chose 5, 
10, and 100 neurons as the experimental object. Figure 4 
shows the computation results with different quantities of 
neurons in the hidden layers. According to “RBM quantity 
influence” section, five RBMs is the best choice. Therefore, 
when there are 100 neurons in the respective RBM hidden 
layers, the discrepancy of methane content between the 
computing results and laboratory analysis is the maximum 
and the most time is used in all three cases. This means 

Table 1  Grey relational grades between logging data and CBM contents

Calliper Natural gamma ray Spontaneous potential Deep lateral resistivity Shallow lateral resistivity

CBM contents 0.82 0.85 0.69 0.80 0.81

Micro-spherically focused Density Acoustic Neutron

CBM contents 0.75 0.84 0.82 0.83

Fig. 3  Comparison of different quantities of RBMs Fig. 4  Comparison of different quantities of neurons in hidden layers 
in each RBM
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that a greater quantity of neurons in the hidden layer does 
not improve the effect. When there are five neurons, the fit-
ting degree between the computing results and laboratory 
analysis is higher than 100 neurons. However, with too few 
neurons, the logging data features cannot be fully extracted, 
which makes the computing unstable by BPNN training of 
the DBN. Furthermore, repeated calculations are needed 
to provide the best outputs. When there are ten neurons, 
the discrepancy of methane content between the computing 
results and laboratory analysis is minimal and the calculation 
is stable. Therefore, for the logging data used in this paper, 
the best choice is ten neurons in each RBM hidden layer.

Activation function influence

In an artificial neural network, the activation function is used 
to add nonlinear factors, thereby enabling the neural network 
to more effectively solve the nonlinear problem. Currently, 
the frequently used activation functions are the following:

ReLU function:

Sigmoid function:

Linear function:

Softmax function:

Figure 5 shows the results of CBM content when there are 
five RBMs and ten neurons in each RBM hidden layer. When 
the activation function is Softmax, the computing result of 
the methane content is very poor and it is scarcely able to 
provide useful information. In comparing the computing 
results with the activation function of Sigmoid and Linear 
in the figure, the Sigmoid function is more suitable for the 
Nos. 12 and 15 coal seams, and the Linear function is more 
effective for the No. 27 coal seam.

In addition, the results with the two activation functions 
are very close. When the activation function is ReLU, com-
pared with the other three activation functions, the comput-
ing result of CBM content has the fewest discrepancies with 
the laboratory analysis results, which means that the fitting 
degree is the best. It can be observed that the ReLU function 
is the most appropriate activation function for the logging 
data used in this paper, and the Sigmoid function and Linear 
function are second, while the Softmax function should not 
be considered.

(10)f (x) = max(0, x)

(11)f (x) =
1

1 + e−x

(12)f (x) = ax + b

(13)f (x) =
exj∑K

k=1
exk

j = 1, 2…K

Loss function influence

The loss function is used to measure the difference between 
the calculation results and the expected values. At present, 
cross-entropy function and mean square error (MSE) func-
tion are most frequently used.

Cross-entropy function:

MSE function:

where p(x) and q(x), respectively, present the calculation 
results and the expected values. E(x) is used to get the math-
ematical exception.

Figure 6 shows the results of CBM content with the 
cross-entropy function and MSE function. When using 
cross-entropy, compared with MSE function, the results of 
the Nos. 7, 14, 15, 20, 31, and 33 coal seams are slightly 
accurate. But in general, both the two loss functions are 
acceptable.

Comparison with BPNN

Figure 7 presents the results of CBM content with DBN 
and BPNN. The computing results’ accuracies of DBN are 
generally better than BPNN. Either DBN or BPNN is built 
by gradually determining the connection weights. The dif-
ference between DBN and BPNN is that there are several 
RBMs in DBN. For BPNN, the connection weights are ran-
domly initialized. And for DBN, the computing process of 

(14)H(p, q) = −
∑
x

p(x) log q(x)

(15)MSE(p, q) = E(p(x) − q(x))2

Fig. 5  Comparison of different activation functions
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RBMs is essential in determining the range of connection 
weights, which improves the accuracy of the calculation.

Comparison of related methods

The statistical probabilistic method and Langmuir equa-
tion are commonly used for calculating CBM content. The 
statistical probabilistic method supposes that CBM content 
and logging data obey a certain statistical probabilistic dis-
tribution. Thus, through multiple regressions, the regres-
sion equation of the relation between CBM content and 
logging data can be obtained. The equation can then be 
used to estimate the CBM content in the same region. The 

Langmuir equation is a widely used isothermal adsorption 
equation with which CBM content can also be estimated.

In this paper, we compare the statistical probabilistic 
method, Langmuir equation, and DBN in the calculation 
of CBM content. DBN is comprised of five RBMs and a 
BPNN. There are ten neurons in the hidden layer of each 
RBM. The ReLU function is selected as the activation 
function. In Fig. 8, the most accurate methods are DBN, 
followed by the statistical probabilistic method, and then 
the Langmuir equation. The computing result of the latter 
is the CBM content from when the methane saturation is 
100%. However, in most cases, the methane is unsaturated; 
thus, the computing result is only the relative CBM con-
tent in the coal seam. If there is no information about the 
methane saturation, we cannot obtain the accurate methane 
content by the Langmuir equation. Therefore, the CBM 
content of the Langmuir equation is generally higher than 
those of the other two methods.

The statistical probabilistic method and DBN are fun-
damentally similar. That is, through the samples, we can 
obtain the relationship between the CBM content and 
the logging data. Accordingly, we can estimate the CBM 
content in other coal seams. The difference between the 
approaches is the means of reflecting the relationship 
between the CBM content and logging data. The statisti-
cal probabilistic method supplies a regression equation 
(usually a linear equation), and DBN provides a neural 
network. As shown in Fig. 8, DBN has a better effect in the 
calculation of CBM content, which is a typical nonlinear 
problem.
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Conclusion

Determining a means of combining logging data and CBM 
content for exploring a CBM content estimation method 
without coring has been a continual focus of CBM logging. 
This paper introduced deep learning into the quantitative 
interpretation of CBM logging. We discussed aspects of 
DBN parameter selection, as well as the advantage of DBN 
over the statistical probabilistic method and the Langmuir 
equation.

Several experiments were conducted, and the follow-
ing conclusions were drawn. First, increasing the quantity 
of RBMs is helpful for extracting the features of the log-
ging data. However, it requires additional time. Therefore, 
although the layer is helpful for finding features, a higher 
quantity of RBMs is not better and the calculation accuracy 
and speed should thus also be considered.

Second, too many RBM hidden layer neurons can signifi-
cantly reduce the computing precision and speed, whereas 
too few hidden layer neurons can reduce the calculation 
accuracy and stability of the results. Therefore, the quantity 
of implicit layer neurons should be moderate.

Third, the ReLU function is the best for logging data, and 
the Sigmoid function and Linear function are second. The 
Softmax function has no effect on the selection of activation 
functions.

Fourth, the cross-entropy function is superior to MSE 
function.

Fifth, RBMs are used to determine the range of the con-
nection weights. Compared with BPNN, it improves the 
accuracy of the calculation.

Sixth, the calculation results of the Langmuir equation 
are greatly influenced by the methane saturation. The statis-
tical probabilistic method has a limited ability to deal with 
nonlinear problems. DBN is the best choice for calculation 
of CBM logging.

Using DBN to predict the CBM content can be generally 
applied in different regions. But it must be noted that, in 
order to ensure accuracy, we cannot train DBN by the cross-
regional samples. Furthermore, the network parameters are 
very important to the calculation results for DBN. The net-
work parameters were determined through repeated experi-
ments. In the future, we intend to examine the relationship 
between the network parameters and CBM logging data. 
Accordingly, a rapid and accurate method of determining 
the network parameters will be explored. In addition, DBN 
can be introduced in other aspects of logging interpretation, 
such as lithology identification, porosity calculation, and sat-
uration calculation. These problems still need further study.
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Abstract
While working on practical problems related to the spread of thermal pollution in rivers, we face difficulties related to the 
collection of necessary data. However, we would like to predict the increase in water temperature at the best accuracy to 
forecast possible threats to the environment. What level of accuracy is necessary and which processes that influence the 
water temperature change have to be taken into account are usually problematic. Those problems, with special stress on 
water–air heat exchange in practical applications in the so-called mid-field region in rivers, which is very important for the 
environmental impact assessment, constitute the main subject of the present article. The article also summarises the existing 
knowledge and practice on water–air heat exchange calculations in practical applications.

Keywords Thermal pollution modelling · Water–air heat exchange · Heat budget · Mixing in rivers · RivMix model · Heat 
transport equation

Introduction

In the aquatic environment, thermal pollution is understood 
as a result of any process that changes ambient water tem-
perature. In rivers, such change in water temperature that 
goes beyond the natural range of temperature variation may 
be caused by discharged heated water coming from differ-
ent industrial facilities using water for the cooling purpose 
(thermal electric power plants, chemical plants, etc.). We 
are aware that relatively small changes in natural ambient 
temperature might create substantial environmental prob-
lems; for instance, they may influence the dissolved oxygen 
concentration (Rajwa-Kuligiewicz et al. 2015), population 
of fish and other aquatic organisms and plants (Brett 1956; 
Coutant 1999; Currie et al. 1998; Murray 2002). The list of 
potential environmental impacts of thermal pollution is very 
long and widely discussed in the literature (see, e.g., Caissie 
2006; Hester and Doyle 2011; Webb et al. 2008). Therefore, 
the prediction of possible water temperature increase and 
assessment of its environmental impact, for example, before 
constructing industrial facilities become mandatory.

While trying to predict the potential increase of natural 
water temperature below the heated water discharge, one 
might have problems with making assumptions and relevant 
simplifications to obtain a desirable solution. Heat transport 
models generally consist of nonlinear differential equations 
with no analytical solutions under real conditions, and there-
fore, they must be solved numerically. Choosing a proper 
solution to a problem is a challenge. It requires not only a 
compromise between the computation time and cost needed 
to obtain the results and the desired accuracy of the solution 
but also depends on the availability of input data and their 
accuracy. The most obvious simplifications of the general 
three-dimensional (3D) problem pertain to the reduction of 
the dimension to the two- (2D) or even one-dimensional 
(1D) problem. That corresponds to the description of so-
called near-field (3D); mid-field (2D); or far-field region 
(1D) (see Table 1). In each, particular region, vertical, hori-
zontal and longitudinal mixing prevails, respectively. While 
the vertical mixing is relatively fast, the transverse mixing 
may continue far away from the discharge point. Therefore, 
the mid-field region is very important from the environmen-
tal point of view. To describe the heat transport in the 2D 
case in the mid-field region, the 2D depth-averaged equation 
has to be used (see, e.g., Kalinowska and Rowinski 2015; 
Kalinowska and Rowiński 2008; Rutherford 1994; Szym-
kiewicz 2010). Further simplifications of heat transport 

 * Monika Barbara Kalinowska 
 Monika.Kalinowska@igf.edu.pl

1 Institute of Geophysics Polish Academy of Sciences, 
Warsaw, Poland

http://orcid.org/0000-0002-6376-2235
http://crossmark.crossref.org/dialog/?doi=10.1007/s11600-019-00252-y&domain=pdf


598 Acta Geophysica (2019) 67:597–619

1 3

equation are associated with different equation terms. 
Those terms are often difficult to estimate like, for exam-
ple, the dispersion tensor components (see, e.g., Kalinow-
ska and Rowiński 2008; Rowinski and Kalinowska 2006) in 
2D equation, longitudinal dispersion coefficient (see, e.g., 
Guymer 1998; Piotrowski et al. 2006; Rowiński et al. 2005; 
Wallis and Manson 2004) in 1D equation or source functions 
that may include the information on heat exchange between 
river water and its surrounding.

The description of the heat exchange between river 
water and river surrounding is usually very complicated. 
The involved processes often depend on various local and 
temporal factors. It is often taken for granted that the more 
factors are taken into account in the model/report, the better 
this model/report is. At the same time, the exact results are 
expected despite the availability of an insufficient amount of 
input data. An obvious question arises what result is neces-
sary and what accuracy of the solution is really required. In 
most cases, modelling of the whole 3D temperature field is 
not feasible and needed. On the other extreme, we may ask 
whether 1D models can be sufficient tools for environmental 
impact assessments for rivers. Usually, it is not the case since 
vertical mixing takes a lot of time and cross-sectionally aver-
aged temperature values may be much lower than the point 
values within the cross section. Nevertheless, due to the lack 
of input data allowing to run 2D models, 1D approaches 
are often used, but one has to realise that they may intro-
duce serious errors. In case of applying 1D approach, the 
resulting predicted temperature increase at the beginning 

(cross-sectionally averaged values) is very low compared 
to the predicted maximum temperature that may appear at 
comparable distances from the discharge point in case of 2D 
approach. The focus of the present paper is, therefore, the 
modelling of the spread of thermal pollutions in the river 
mid-field zone, very crucial from the environmental point of 
view, using the 2D depth-averaged models. For such mod-
els within the relatively short timescale (compared to the 
1D models), the issue related to the additional heat sources 
that eventually should be taken into account is of crucial 
importance. To be very accurate, one may obviously try to 
include all known possible processes that can potentially 
affect the river temperature (see, e.g., Evans et al. 1998; 
Hannah et al. 2004; Johnson 2004; Webb and Zhang 1999; 
Xin and Kinouchi 2013): heat exchange with the atmosphere 
and with the river bottom and banks; rainfall and ground-
water flow, heat production from biological and chemical 
processes or friction. However, very often data necessary 
to calculate those heat fluxes are not easily, if at all, avail-
able. For instance, the interactions between riverbed and the 
stream water are complex and depend on many local and 
temporal factors like groundwater-stream water flux, shad-
ing, bed morphology, geologic heterogeneity. It is difficult 
to assess them reliably. Most of those heat fluxes usually 
insignificantly affect the final results in the mid-field zone, 
especially when we are interested only in temperature dif-
ference caused by the artificial heat source (not the actual 
water temperature itself). Whether their omission is admis-
sible or not strongly depends on the considered case. Note 

Table 1  Schematic description of characteristic regions for mixing in rivers

H averaged river depth, B river width, t time, T water temperature (time, depth and cross-sectionally averaged, respectively, in 3D, 2D and 1D), 
x position vector (x = (x, y, z) in 3D, x = (x, y) in 2D and x = x in 1D, x longitudinal coordinate, y transversal (lateral) coordinate, z vertical coor-
dinate), v velocity vector, DM molecular heat diffusion tensor, DT turbulent heat diffusion tensor, D dispersion tensor, D longitudinal dispersion 
coefficient, A = BH, Q source function describing additional heating or cooling processes (for details, see Kalinowska and Rowinski 2015)
1 Assuming discharge point at the bottom (distance will be reduced, for example, when the discharge point will be in the middle depth or other)

3D region near-field 2D region mid-field 1D region far-field

Vertical mixing prevails Horizontal mixing prevails Longitudinal mixing prevails
It begins at the discharge point and finishes 

after full vertical mixing. Rapid process 
with maximum dimensions of few tens of 
the water depth (Jirka and Weitbrecht 2005), 
of the order of 100 H (Endrizzi et al. 2002). 
Approximated distance to the location of 
complete vertical mixing: Lmv ≈ 50 H1

It begins after complete mixing over the depth 
and finishes after full lateral mixing

May continue as long as several hundreds of 
river width (Endrizzi et al. 2002). For typi-
cal river (B/H = < 10, 100 >), the complete 
mixing requires from 100 B to 1000 B. 
Approximate distance to the location of 
complete horizontal mixing: Lmh ≈ 8 (B/H)

It begins after complete mixing over the depth 
and width and stretches down the river
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that in some cases, for example, in long timescale or specific 
situation, some of them may be significant. Generally, in the 
case of thermal pollution modelling, the issue of omitting 
different heat exchange terms with the environment such 
as heat exchange with the bottom, banks and sediment is 
very common, but the heat exchange with the atmosphere is 
usually taken into account in various heat transport models 
and desired by users (even if in 2D models other unavoid-
able errors committed during the calculation affect the final 
results to a much larger extent). Often its estimation is very 
problematic and doubtful, especially in practical applica-
tions for thermal pollution spreading. However, the issue 
of excluding the heat exchange with the atmosphere is usu-
ally a subject of discussion. The role of the heat exchange 
between water and air in case of thermal pollution model-
ling in rivers in the mid-field region is the main subject of 
the presented study. This article also summarises existing 
knowledge on water–air heat exchange calculations, with 
the special emphasis on practical applications.

Water–air heat exchange

Concerning the heat exchange between a river and its envi-
ronment, the heat exchange between water and atmosphere 
is the most significant (Evans et al. 1998; Webb and Zhang 
1999). Its intensity depends on water temperature and 
external meteorological and hydrological conditions, and 
it is influenced by many processes (Chapra 2008; Edinger 
1974; Rutherford et al. 1993) which may be divided into 
two groups:

Processes independent of water temperature, i.e.,

• Shortwave solar radiation—radiation emitted by the sun 
(also called shortwave radiation or solar radiation);

• Longwave atmospheric radiation—radiation that water 
receives from the atmosphere (also called thermal radia-
tion); sometimes, it is calculated together with other 
sources of the longwave radiation from surrounding ter-
rain like, for example, radiation from vegetation;

Processes dependent on water temperature, i.e.,

• Longwave water back radiation—radiation emitted by the 
water surface (also called longwave back radiation);

• evaporation and condensation—there are processes with 
matter changes from one state to another; evaporation is the 
loss of water to the atmosphere in the form of water vapour, 
and it is associated with the heat loss from the water sur-
face, while the condensation is the reverse process;

• conduction and convection—processes that take place at the 
border of water and air if they have different temperatures.

Those processes have been schematically presented in Fig. 1. 
Note that other processes may also be taken into account but 
their role usually become significant only in some specific 
cases.

Finally, the net heat flux QA [W m−2] that results from the 
energy balance at the water–air interface is defined as follows:

where qs [W m−2]—net flux of shortwave solar radiation, 
qa [W m−2]—net flux of longwave atmospheric radiation, 
qb [W m−2]—longwave back radiation flux, qe [W m−2]—
evaporation and condensation flux, qh [W m−2]—conduction 
and convection flux. Many different formulae are available 
in the literature that can be used to compute each term of 
Eq. (1), but the selection of an appropriate one is a debat-
able issue. Generally, the net heat flux is calculated based on 
the water temperature (Tw) and various meteorological data, 
primarily on the basis of air temperature (Ta), air humidity 
(Rh), air pressure (pa), measured shortwave solar radiation 
(qsi) and wind speed (u) (although many others may be taken 
into account). Figure 2 presents examples of values of the 
calculated heat fluxes for a selected case over the day.

The practice of calculations of water–air heat 
exchange

An estimate of the net heat flux at the water–air interface turns 
out to be a challenge, especially when it has to be based on his-
torical data. The first problem is related to obtaining of neces-
sary input data for the analysed site. Intuitively, the best source 
in case of meteorological data is the nearest meteorological 
station. Unfortunately, in many cases, the nearest station does 

(1)QA = qs + qa − qb ± qe ± qh,

Fig. 1  Most important processes 
affecting the heat exchange at 
the water–air interface
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not provide all the necessary data or is still too far from the 
considered river reach. Another problem is associated with the 
differences in data obtained from the neighbouring stations. 
Even in conducive situations when the necessary meteorologi-
cal data are available in the vicinity of the river reach, we still 
may receive uncertain results related to the location of the 
station, for which conditions such as shading or wind speed 
are often considerably different from those at the river chan-
nel. The problem is widely discussed in the literature (see, 
e.g., Benyahya et al. 2010; Garner et al. 2014; Johnson 2004). 
Moreover, some measured quantities may vary along the river 
channel (or even across the river width). Finally, very different 
values of net heat flux may be obtained. Johnson (2004), for 
example, measured the heat fluxes for the same stream in case 
of different conditions. The results showed that the final sum of 
heat fluxes measured at the same time was 580 W m−2 towards 
the stream in full sun and 149 W m−2 away from the stream 
under the shade. Additionally, each term in Eq. (1) is sensitive 
to the chosen computation method; i.e., different formulae may 
lead to varying results since they often depend on not well-
defined parameters, factors or coefficients that are site specific. 
Moreover, in the “competition” for the best formula, increas-
ingly “more accurate” formulae take into account more and 
more factors and thus require more and more input data, which 
again in practical applications are rarely available or costly.

Study sites and input data

To illustrate the calculations of the net heat flux at the 
water–air interface and to discuss the possible problems that 
may be encountered in practical applications, the measured 

water temperatures in two different lowland rivers in Poland, 
namely Narew and Świder (see Fig. 3) having different char-
acteristics (see Table 2), were used. Although both river sec-
tions are of similar width, Świder River is significantly shal-
lower. The detailed description of both sites may be found in 
(Rajwa et al. 2014) and (Rajwa-Kuligiewicz et al. 2015). The 
relevant historical meteorological data necessary to compute 
the net heat flux QA were collected from different available 
meteorological stations. Additionally, special in situ meas-
urements on Świder River using the portable meteorologi-
cal station were performed to execute additional analyses. 
The station was located on the riverbank to capture the river 
microclimate conditions.

All data series mentioned in the paper are listed in 
Table 3. Water temperature has been measured every 5 or 
every 1 min. Most of the meteorological data have been 
measured every minute or more often, for some datasets 
every 5 min. Thirty-minute backwards averaged values 
were used for the calculations. Some example sets of mete-
orological input data used in the article may be found in 
(Kalinowska et al. 2018, Figs. 1–4). Figure 3 presents the 
location of measurement points of water temperature in the 
Narew and Świder Rivers, the nearby meteorological sta-
tions providing data and the approximate distance from the 
measurement points to the considered meteorological sta-
tions. Investigations in both rivers were carried out under 
different conditions, and data from different meteorological 
stations were taken (for details see Table 3). Some datasets 
taken into account at the beginning were useless because 
of existing significant gaps or unexplained outliers, which 
is sometimes a serious problem in practical applications 
based on historical data. The discrepancy between data from 

Fig. 2  Heat fluxes exemplary 
values calculated for a selected 
case over the day (Narew River, 
SET I, Meteo NPN, see Table 3)
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Fig. 3  Map with the marked water temperature measuring points 
on the Narew (53°04′38″N 22°49′09″E) and Świder (52°06′26″N 
21°13′39″E) Rivers (orange and green stars) and selected nearby 

meteorological stations. Approximate distances [km] from the par-
ticular measurement points to meteorological stations have also been 
indicated. Map has been created with the use of Google Maps

Table 2  Considered rivers’ sections characteristics (during the measurement campaign in 2013)

Name Width  
B [m]

Averaged depth 
H [m]

Slope  
S [−]

Hydraulic radius 
R [m]

Discharge  
Q  [m3 s−1]

Shear velocity  
U* [m s−1]

Mean velocity  
U [m s−1]

Narew River 20 1.8 0.0001 1.16 11.0 0.03 0.3
Świder River 20 0.3 0.0023 0.26 3.0 0.07 0.5
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different stations was also observed (see, e.g., the air tem-
perature and air humidity in Fig. 4). The sensitivity analyses 
for different input meteorological parameters may be found 
in Kalinowska et al. (2018). 

Results and discussion

Each term in Eq. (1) was analysed and computed taking 
into account various calculation methods and different 
available input data sets for both rivers, preceded by exist-
ing knowledge summary. Details of calculations, different 
options, various empirical or semi-empirical formulae and 
the problems encountered are discussed below.

Processes independent on water temperature

Shortwave solar radiation

The value of the shortwave solar radiation can vary con-
siderably over time. It depends on many factors such as:

• sun’s position—varies depending on the date and time 
of day, site location and elevation above the sea level;

• scattering and absorption—some amount of solar radi-
ation is absorbed and dissipated by the atmosphere, 
reflected by clouds or absorbed by atmospheric gases 
and dust;

• reflection—upon reaching the water surface, a part of 
the solar radiation is reflected by the surface;

• shading—for example, from the riverbank or the ripar-
ian vegetation.

Table 3  List of input data sets mentioned in the paper

Tw water temperature [°C], Ta air temperature [°C], Rh air humidity [%], pa air pressure [mb = hPa], qsi measured shortwave solar radiation [W 
 m−2], u wind speed [m s−1], C cloudiness [octans]
1 The distance between the measurement point and meteo station; 2water temperature was measured with the Handheld Optical Dissolved Oxy-
gen Meter (ProODO, YSI) equipped with water temperature sensor, barometric pressure sensor and an optical dissolved oxygen sensor; 3Meteo 
NPN—Narew National Park Weather Station (http://meteo .npn.pl/), 53°06′17.56″N 22°47′51.84″E, 114  m a.s.l.; 4Meteo Choroszcz—Choro-
szcz Weather Station, 53°08′33.1″N 22°59′16.7″E, 148 m a.s.l.; 5Meteo Waw—Warsaw Meteo Station (http://www.meteo .waw.pl/, 52°10′53″N 
20°52′13″E 110  m a.s.l.; 6Meteo IGF UW–IGF UW Meteorological observatory (http://metob s.igf.fuw.edu.pl/, 52°12′42.7″N 20°58′59.5″E, 
148 m a.s.l.; 7Meteo Świder IGF PAN—Geophysical Observatory IGF PAS in Świder, 52°06′55′’N 21°14′15′’E, 96 m a.s.l; 8Meteo Belsk IGF 
PAN—Central Geophysical Observatory of the Institute of Geophysics in Belsk, 51°50′10″N 20°47′34″E, 180 m a.s.l.; 9Meteo Local—potable 
meteorological station: Davis Vantage Pro2 Weather Station (Wireless); 10 Meteo Prosiakowo, Meteo IGF PAN, Meteo Gusin, Meteo Konary, 
Meteo Wichradz and Meteo Szpital Zachodni—stations that are part of the Davis Instruments network, data are provided online on the: http://
www.weath erlin k.com/

Data set Measurements time range Meteo station Distance1 [km] Data available

Narew River
 SET I From 16.10 00:00 to 17.10.2013 00:00 Tw (every 5 min) 2 Meteo NPN3 1.8 Ta, Rh, pa, qsi, u

Meteo Choroszcz4 12 Ta, Rh, pa, qsi

Meteo Waw5 159 Ta, Rh, pa, qsi, u
Meteo IGF UW6 168 Ta, Rh, pa, qsi, qai, u

Świder River
 SET II From 26.09 00:00 to 27.09.2013 00:00 Tw (every 5 min) Meteo Świder IGF PAN7 1.1 Ta, u

Meteo IGF UW6 20 Ta, Rh, pa, qsi, qai, u
Meteo Waw5 26 Ta, Rh, pa, qsi, u
Meteo Belsk IGF PAN8 42 Ta, Rh, pa, u

 SET III From 02.05 00:00 to 03.05.2016 00:00 Tw (every 1 min) Meteo Local9 0.1 Ta, Rh, pa, qsi, u, C
Meteo Prosiakowo10 2.5 Ta, Rh, pa, u
Meteo Waw5 26 Ta, Rh, pa, qsi, u

 SET IV From 30.07 00:00 to 31.07.2016 00:00 Tw (every 1 min) Meteo Local9 0.1 Ta, Rh, pa, qsi, u, C
Meteo Prosiakowo10 2.5 Ta, Rh, pa, u
Meteo IGF PAN10 25 Ta, Rh, pa, qsi, u
Meteo Gusin10 21 Ta, Rh

Meteo Konary10 26 Ta, Rh

Meteo Waw5 26 Ta, Rh, pa, qsi, u
Meteo Wichradz10 36 Ta, Rh, pa, u
Meteo Szpital Zachodni10 42 Ta, Rh, pa, qsi, u

http://meteo.npn.pl/
http://www.meteo.waw.pl/
http://metobs.igf.fuw.edu.pl/
http://www.weatherlink.com/
http://www.weatherlink.com/
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The heat f lux value may range between 800 and 
1000  W  m−2 for a sunny day and between 100 and 
300 W m−2 for a very cloudy day.

The net flux of shortwave radiation is a result of the 
difference between incoming (qsi) and reflected solar radia-
tion (qsr) from the water surface, and it is usually approxi-
mated by (Magnusson et al. 2012)

(2)qs = qsi(1 − A),

where A is the albedo (or reflection coefficient for shortwave 
radiation), [−] is a measure of reflectivity of the water sur-
face. Albedo depends mainly on the colour of the surface 
(the darker the surface is, the smaller is the albedo), and for 
water, it ranges from 1 to 10% (depending on the clarity of 
the water, the water surface conditions—wavelength, chloro-
phyll concentration, the water depth, etc.). It also depends on 
the sun angle (water has a higher albedo for low sun angle, 
Katsaros et al. 1985). In heat budget studies in rivers, its 
value is usually assumed to be constant and it ranges from 

Fig. 4  Discrepancy that exists 
between data from different 
available meteorological sta-
tions for Świder River (SET 
IV): a air temperature; b air 
humidity



604 Acta Geophysica (2019) 67:597–619

1 3

0.02 to 0.07, for example, 0.03 (Benyahya et al. 2010; Cais-
sie et al. 2007); 0.05 (Garner et al. 2014; Magnusson et al. 
2012); 0.06 (Xin and Kinouchi 2013); 0.07 (Alcântara et al. 
2010). In the present study, the albedo has been assumed to 
be constant at A = 0.06.

Equation (2) may be additionally corrected, taking into 
account the shade, by (1 − SF) term, where SF is the shading 
factor. The SF factor ranges from 0 (no shading) to 1 (complete 
shading). Many researchers try to consider the influence of the 
riverbank or riparian vegetation on the net shortwave solar radi-
ation (see, e.g., Garner et al. 2017; Glose et al. 2017; Sinokrot 
and Stefan 1993), but then additional information about the 
parameters describing the shading effect is required. Since all 
those parameters may vary spatially and seasonally, the shading 
effect is usually not considered in practical applications. It is 
worth pointing out that not only the density of the vegetation 
but also the orientation of the channel plays an essential role in 
controlling solar radiation inputs; refer to Garner et al. (2017), 
Lee et al. (2012) and Li et al. (2012) for details.

The incoming shortwave radiation qsi may be measured 
directly by a pyranometer, and in practical applications, the 
historical data from the nearest meteorological station are usu-
ally used. However, as mentioned earlier, the “nearest” mete-
orological station may by sometimes far away from the meas-
urement site. The example results for the net shortwave solar 
radiation heat flux qs, calculated based on measured qsi from 
different meteorological stations for the Narew River (SET I): 
close to the site (Meteo Choroszcz ~ 12 km, Meteo NPN ~ 2 km) 
and far away from the site (Meteo IGF UW ~ 159 km, Meteo 
WAW  ~ 168 km), are presented in Fig. 5a. The discrepancy in 
the results for the close and faraway stations is clearly visible. 
In the second example for the Świder River (SET IV), the 
measured values for qsi from three different stations (Meteo 
Waw ~ 26 km, Meteo IGF UW ~ 25 km and Meteo Szpital Zach-
odni ~ 42 km) were available. The results of qs (see Fig. 5b) 
differ between each other but also they differ significantly, espe-
cially in the morning, from the qs computed based on the qsi 
measured directly on site (Meteo Świder Local ~ 0.1 km). This 
difference may be the effect of the riverbank vegetation. Note 
that even if we measure the value of qsi on site, it is not without 
significance whether the station is located on the riverbank, and 
on which one, or in the middle of the channel.

In case qsi is not measured, it may be estimated for the given 
geographical location and time of the year and day, using one 
of the available formulae for the so-called theoretical incom-
ing clear-sky solar radiation, based on the value of the solar 
constant (see, e.g., Allen et al. 1998; Carmona et al. 2014; 
Flerchinger et al. 2009; Lhomme et al. 2007). During the cal-
culations, it is crucial not to forget the difference between the 
local time and solar time (see, e.g., Allen et al. 1998; Khatib and 
Elmenreich 2015; Lhomme et al. 2007). Otherwise, an unnec-
essary error may be introduced. Figure 5 presents the results of 
theoretical qsi calculations for the Narew and Świder rivers for 

the selected data sets (SET I, SET III and SET IV) (the orange 
lines). However, such formulae do not include additional effects 
that reduce the shortwave solar radiation reaching the water 
surface like, for example, cloud cover. Therefore, a discrepancy 
between the results based on the theoretically calculated and 
measured values of qsi is readily seen. It may be huge for cloudy 
days. Indeed, the discrepancy may be reduced using the formula 
that includes cloud cover. An example is shown in Fig. 5c (pink 
line) for the Świder River (SET III). The result is much closer to 
the result determined based on the measurements from the local 
meteorological station (black line). However, one has to face the 
problem of rare availability of the information on cloud cover, 
and even if it is available, it may be a subject of the judgemen-
tal estimate of the observer. Note that cloud cover, also called 
cloudiness, is the portion of the sky cover that is attributed to 
clouds and measured in eighths (oktas) or per cents. More exact 
and devoid of subjunctives is the estimate of cloudiness with 
use of all-sky cameras.

Consequently, the net shortwave solar radiation values 
obtained from measured or computed values of qsi may differ 
significantly. Obviously, the best will be the results based on 
the value of qsi measured directly on (or close to) the river 
site. In the case when the meteorological station is far distant 
from the site, it might be better to use the calculated value of 
qsi, but only if the cloudiness information is available. In other 
cases, all received values of the net flux will be very uncertain.

It is worth to note that other methods to estimate hourly 
solar radiation are also in use, pertaining to machine learn-
ing techniques or using a variety of empirical formulae. For 
example, Khatib and Elmenreich (2015) have proposed a 
model for predicting hourly solar radiation data using daily 
solar radiation averages. They have also made an overview 
of existing empirical formulae.

Longwave atmospheric radiation

The atmosphere as all terrestrial objects emits longwave radi-
ation. The value of atmospheric longwave radiation mostly 
depends on the air temperature and varies between 30 and 
450 W m−2 (Wunderlich 1972). It could be measured directly 
by pyrgeometer, but while the measurements of shortwave 
solar radiation are relatively easily available from various 
meteorological stations, the measurements of longwave atmos-
pheric radiation are unique. For the Narew River analysed 
case, the nearest meteorological station with such measure-
ments has been found only at a distance of about 159 km away 
from the measurements site (Meteo IGF UW). The pyrgeom-
eters are also more expensive then pyranometers, and their 
measurements have usually more significant errors (Choi et al. 
2008). The net longwave atmospheric radiation heat flux (qa) 
is therefore generally calculated using one of the formulae that 
are based on more readily available measured meteorological 



605Acta Geophysica (2019) 67:597–619 

1 3

Fig. 5  Net shortwave solar 
radiation heat flux calculated 
for: a the Narew River (SET I), 
based on the measured qsi data 
from different meteorological 
stations (Meteo Choroszcz, 
Meteo NPN, Meteo IGF UW 
and Meteo WAW ), and based on 
computed theoretical incoming 
qsi; b the Świder River (SET 
IV), based on the measured qsi 
data from different meteorologi-
cal stations (Meteo Waw, Meteo 
IGF UW, Meteo Szpital Zach-
odni, Meteo Świder Local), and 
based on computed theoretical 
incoming qsi; c the Świder 
River (SET III), based on the 
measured qsi data from Meteo 
Waw and Meteo Świder Local 
meteorological stations and 
based on computed theoretical 
incoming qsi with and without 
the inclusion of the correction 
for cloud cover
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data. However, a large number of the proposed formulae for 
calculation of qa make the choice of the best one very difficult.

All objects with a temperature higher than 0 K emit radia-
tion. The total radiation energy sent by unit of the object 
surface is proportional to the fourth power of the absolute 
object temperature. Stefan Boltzmann’s law (Boltzmann 
1884) describes this relation:

where ϕ [W m−2]—the heat flux, ε []—the emissivity of 
the radiating body (ε = 1 for true blackbody), σ = 5.67 × 10−8 
[W m−2 K−4]—the Stefan–Boltzmann constant, T [K]—the 
absolute temperature in kelvin (°C + 273.15).

The incoming longwave atmospheric radiation (qai) 
reaching the water surface can be determined for the clear-
sky conditions using the modified Stefan–Boltzmann law as 
follows (see, e.g., Chapra 2008; Ji 2008):

Then, the net longwave atmospheric radiation is equal to

where εa—emissivity of atmosphere [−], r—reflection coef-
ficient for longwave radiation (for water r = 0.03), Ta [°C]—
air temperature [°C].

The biggest problem in applying Eqs. (4) and (5) is how 
to determine the value of atmospheric emissivity. The first 
empirical relation was proposed by Ångström (1915). It 
is usually calculated based on dew point temperature of 
air (Tang et al. 2004) or most commonly based on meas-
urements of the air temperature and/or the actual vapour 
pressure (also called water vapour pressure in the air or air 
vapour pressure) ea [mb = hPa] (see e.g., Anderson 1954; 
Brunt 1932; Brutsaert 1975; Crawford and Duchon 1999; 
Idso 1981; Idso and Jackson 1969; Iziomon et al. 2003; Prata 
1996; Satterlund 1979; Swinbank 1963), measured close to 
the water surface (usually two metres above the ground):

Different relationships may be used here: empirical for-
mulae, for example, the formula proposed by Brunt in 1932:

or physically based formulae, for example, the Brutsaert 
formula (1975):

where a1[−], a2  [mb−1/2], a3  [mb−a4 K a4] and a4 [−] are 
empirical coefficients. Originally proposed values by Brant 
are: a1 = 0.55, a2 = 0.065, and by Brutsaert: a3 = 1.24, 
a4 = 0.14. The actual vapour pressure may be expressed as:

(3)� = ��T4,

(4)qai = �a�(Ta + 273.15)4.

(5)qa = qai(1 − r),

(6)�a = f (ea, Ta).

(7)�a = a1 + a2
√

ea;

(8)�a = a3

(

ea

Ta + 273.15

)a4

;

where Rh—air humidity [%], and esat is a saturation vapour 
pressure in the air [mb]. The saturation vapour pressure is 
commonly calculated using the relatively highly accurate 
empirical Magnus formula (Lawrence 2005; Magnus 1844):

where r1 [mb], r2 [−], r3 [°C] are empirical coefficients. 
Two sets of r coefficients are usually used in heat budget 
studies: 6.12, 17.27 and 237.3 (e.g., Chapra 2008; Raudkivi 
1979) and 6.112, 17.67, 243.5 (e.g., Bolton 1980; Ji 2008), 
but many others had been proposed (refer to Alduchov and 
Eskridge 1996). However, different sets of r coefficients pro-
vide similar results for the considered air temperature values 
and do not affect the final values of the qa as much as, for 
example, a1 or a2 coefficients. The second set of coefficients 
have been used in the paper.

Besides Eqs. (7) and (8), there are many other formulae 
for atmospheric emissivity calculations. The new methods 
are usually juxtaposed with oldest formulae, see, for exam-
ple, Alados et al. (2012), Duarte et al. (2006), Flerchinger 
et al. (2009), Iziomon et al. (2003), Marthews et al. (2012) 
and Santos et al. (2011). The selected, used herein, formu-
lae are summarised in Table 4. Note that the coefficients in 
particular relationships may also take different values and 
they may vary significantly by site. For example, Table 5 
presents the selected values of a1 and a2 coefficients pre-
sented in formula (7). Since formula (7) is commonly used 
in water quality modelling, it has been calibrated for many 
sites around the world; see, for example, Berdahl and Mar-
tin (1984), Berger et al. (1984), FAO (1990), Heitor et al. 
(1991), Iziomon et al. (2003), Kjaersgaard et al. (2007), 
Monteith (1961), Sellers (1965), and Swinbank (1963). In 
summary, according to different studies (Alados et al. 2012; 
Elsasser 1942; Iziomon et al. 2003; Jiménez et al. 1987), the 
values for a1 and a2 coefficients range from 0.34 to 0.7 and 
from 0.023 to 0.110, respectively. Since the clear night-time 
sky is more emissive than the daytime, some authors, for 
example, Berdahl and Fromberg (1982) and Li et al. (2017), 
suggest using different coefficients for the daytime and 
night-time, or propose a correction depending on the hour 
of the day (Alados-Arboledas and Jimenez 1988). Above 
all, it is very important to pay attention to the units in which 
the vapour pressure is given, and then, correctly convert the 
values of the coefficients if necessary. It is surprising how 
many models suffer from simple conversion error.

Different values may be obtained by applying avail-
able formulae for the longwave atmospheric radiation 
heat flux (see example in Fig. 6). It is worth to point out 

(9)ea = esat
Rh

100
,

(10)esat = r1 exp

(

r2Ta

Ta + r3

)

,
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the difference between results calculated for two differ-
ent datasets from two metrological stations (close to and 
far away from the site). Note the difference between the 
calculated and measured (violet dots) values of longwave 
atmospheric radiation that was available for one of the 
considered meteorological stations (Fig. 6b). This differ-
ence may be larger or smaller depending on the considered 
part of the day which is the result of varying sky condi-
tions. In the case of no-clear-sky conditions, the value of 
atmospheric longwave radiation increases.

Similarly to the shortwave solar radiation, the mentioned 
formula for atmospheric emissivity may be corrected, to better 
predict the longwave atmospheric radiation, by considering the 
cloud cover. Many correction algorithms have been proposed 
(see, e.g., summary presented by Flerchinger et al. (2009), 
and many authors claim that those algorithms improve the 
results. Since they usually require the information on cloud 
cover which is rarely available, this makes the calculation even 
harder. Surprisingly, Abramowitz et al. (2012) showed that 
such correction factors might be redundant since generally 

they did not improve the results. They also proposed a new 
formula for the emissivity of atmosphere for all-sky condi-
tions as follows:

which actually in case of the considered data gives the results 
closer to the measured ones under cloudy sky condition (see 
Fig. 6b, yellow line). a5, a6 and a7 are empirical coefficients, 
originally equal to 3.1, 2.84 and 522.5, respectively. A similar 
formula for all-sky condition (without the necessity to provide 
information about the cloudiness) based on the Brutsaert for-
mula (8) has been proposed by Sridhar and Elliott (2002). He 
suggested the value for the a3 coefficients to be equal to 1.31 
instead of 1.24 to obtain the better fit to the large range of all 
cloud condition data. One can see that for the considered case, 
the Sridhar formula is better than all formulae for clear-sky 
conditions, but the Abramowitz formula works much better 
than the formula proposed by Sridhar (Fig. 6b). In cases, when 
solar radiation measurements are available (which is much 
more common than the availability of cloudiness informa-
tion), the problem with cloud cover estimation may be avoided 
using the solar index defined as:

where qsi is the measured shortwave solar radiation, and qsi0 
is the theoretically calculated (estimated) value of the solar 
radiation for clear-sky condition (see the previous section). 
Crawford and Duchon (1999) and Lhomme et al. (2007) pro-
posed the formulae for the emissivity of the atmosphere under 
cloudy sky conditions based on the solar index as follows:

(11)�a = a5ea + a6(Ta + 273.15) − a7,

(12)s =
qsi

qsi0
,

Table 4  Selected formulae for atmospheric emissivity

Reference/source Formula Remarks

Clear-sky conditions
 Brunt (1932), Monteith (1961), Swinbank (1963), 

Sellers (1965), Berger et al. (1984) and Heitor 
et al. (1991)

�a = a1 + a2
√

ea With different values for a1 and a2 coefficients pre-
sented in Table 5

 Swinbank (1963) �a = a8T
2 a8 = 9.365 × 10−6

 Brutsaert (1975)
�a = a3

(

ea

Ta+273.15

)a4 a3 = 1.24, a4 = 0.14

All-sky conditions
 Abramowitz et al. (2012) �a = a5ea + a6(Ta + 273.15) − a7 a5 = 3.1, a6 = 2.84, a7 = 522.5
 Sridhar et al. (2002)

�a = a3

(

ea

Ta+273.15

)a4 a3 = 1.31, a4 = 0.14

Cloudy sky conditions (corrections)
 Crawford and Duchon (1999) �

cld
a

= (1 − s) + s�
a

s = qsi/qsi0—solar index, c = (1 − s)—fractional cloud 
cover, qsi—measured solar radiation, qsi0—esti-
mated theoretical solar radiation for clear-sky 
condition

 Lhomme et al. (2007) �
cld
a

= (1.37 + 0.34s)�a

 Wunderlich (1972) �
cld
a

= (1 + 0.17c2)�
a

Table 5  Values of a1 and a2 coefficients in Brunt’s formula (7) for 
clear-sky atmospheric emissivity used in Figs. 6 and 7

Reference a1 [] a2  [mb−1/2]

Brunt (1932) 0.55 0.065
Monteith (1961) 0.53 0.065
Swinbank (1963) 0.64 0.037
Sellers (1965) 0.61 0.048
Berger et al. (1984) 0.66 0.040
Heitor et al. (1991) 0.59 0.044
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where the �cld
a

 is the emissivity of the atmosphere under 
cloudy sky conditions and �

a
 is the emissivity of the 

atmosphere under clear-sky conditions. Both of them 
have been applied to correct the results presented in 

(13)�
cld
a

= (1 − s) + s�
a
,

(14)�
cld
a

= (1.37 + 0.34s)�
a
,

Fig. 6b. As could be seen in Fig. 7 (red line—Crawford 
and Duchon (1999); blue line—Lhomme et al. (2007)), 
they improve the results for the cloudy sky conditions 
during the daytime, but since the information about the 
solar radiation during the night is not available, they can-
not be used to correct the results during the night. In the 
face of lack of information about the solar index during 

Fig. 6  Longwave atmospheric 
radiation heat flux calculated for 
Narew River (SET I) with dif-
ferent formulae for atmospheric 
emissivity: a based on data 
from the nearest meteorological 
station Meteo NPN (b); based 
on data from Meteo IGF UW 
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night-time, Lhomme et al. (2007) proposed to use for 
the night period, the averaged value of the solar index 
that appeared between 14:00 and 16:30 the day before. 
In some studies, an average value for the whole previous 
day is used. The average values of the solar index, from 
a day or the end of the day measurements, may help to 
improve the results. For a particular case, however, with 
clear-sky conditions during the night (as in the analysed 
case), the results may be even worse. While using the end 
of the day measurements of the solar radiation, note that 
the calculation of the solar index may be troublesome due 
to the errors of measuring small values of solar radiation. 
To sum up, when the information about the cloudiness 
is lacking, the best is to use the all-sky conditions algo-
rithms to calculate the atmospheric emissivity.

Additionally to the cloud sky correction, other informa-
tion, for example, information about site elevation, may be 
considered (e.g., Deacon 1970; Marks and Dozier 1979), 
but it insignificantly affects the results (Flerchinger et al. 
2009). Also, since all objects emit the longwave radia-
tion, the longwave radiation from topography and vegeta-
tion (see, e.g., Leach and Moore 2010) may be taken into 
account. A detailed review of various relationships based 
on different input parameters, with various possible cor-
rections, may be found in (Vall and Castell 2017). But it 
is worth to remember that more corrections and param-
eters are taken into account, more input data are neces-
sary. Overall, if no measurements for incoming longwave 
radiation and no additional information are available, the 
clear-sky or all-sky condition algorithms are the first and 
the only possible assumption for incoming longwave radia-
tion in practical applications.

Processes dependent on water temperature

Longwave water back radiation

Similarly to all terrestrial objects, water also emits long-
wave radiation, which can provide a significant contribution 
to heat loss from the water surface. The value of outgoing 
water longwave radiation heat flux usually varies from 300 
to 500 W m−2 (Deas and Lowney 2000), and assuming that 
water temperature is known, it is relatively easy to estimate. 
Similarly to longwave atmospheric radiation, it may also 
be computed using the Stefan Boltzmann law (see Eq. (3)):

where εw—emissivity of water [−]. The water emissivity 
depends on water transparency and surface smoothness. 
Often, its value is assumed to be equal to 0.97 (e.g., Chapra 
2008; Ji 2008) or to 0.96 (e.g., Brewster 1992), but the val-
ues between 0.9 and 0.99 are also applied. Figure 8 shows 
the range of values that water longwave radiation heat flux 
can take depending on the assumed water emissivity coef-
ficient for the selected example of the data set (SET III). 
εw = 0.97 has been used for most calculations performed in 
the paper.

Evaporation and condensation

Without taking into account the radiation fluxes, the evapo-
ration and condensation heat flux term has the most signifi-
cant contribution in the total heat budget. However, its value 
significantly varies among sites and seasons. At the same 

(15)qb = �w�(Tw + 273.15)4,

Fig. 7  Longwave atmospheric 
radiation heat flux calculated 
for the Narew River (SET I) 
with different algorithms for 
cloudiness correction with the 
meteorological data from Meteo 
IGF UW. Formulae for cloudy 
sky conditions are based on 
Brutsaert formula (Brutsaert 
1975)
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time, especially within a short time step (like the hourly rate 
of evaporation), it is difficult to measure evaporation from 
water in open channels. Commonly accepted methods use the 
evaporation pan to measure the evaporation rate, but since the 
hourly evaporation may be of the order of a millimetre or less, 
very accurate precision is required. Otherwise, the results may 
become uncertain (Tan et al. 2007). Finally, the evaporation 
and condensation term in Eq. (1) is usually estimated using 
one of many indirect methods available in the literature.

Various types of approaches to estimate evaporation are 
available, for example, radiation-based models, mass or 
momentum transfer models, temperature-based models and 
models that used artificial intelligence or mixed-type meth-
ods. Comparisons of various approaches may be found, for 
example, in Ali et al. (2008), Rosenberry et al. (2007), Tan 
et al. (2007) and Winter et al. (1995). Most of them, however, 
have been derived or calibrated for long time steps (to estimate 
daily or monthly evaporation/condensation), and it should be 
noted that they may not work accurately enough for the hourly 
time step analysis.

For temperature modelling in open channels and reservoirs, 
commonly used is the mass transfer approach (see, e.g., Cais-
sie et al. 2007; Sinokrot and Stefan 1993) based on Dalton 
equation (Dalton 1802). The evaporation is proportional to 
the difference between the saturation vapour pressure at the 
water surface—es[mb] and the actual vapour pressure of the air 
above—ea[mb], and the proportionality factor depends on the 
value of the wind speed. The heat flux caused by the evapora-
tion and condensation term may be then defined as:

(16)qe = f(u)
(

es − ea
)

,

where f(u) [W m−2 mb−1] is so-called wind speed function 
(or wind function). The saturation vapour pressure at the 
water surface is equal to:

where r1 [mb], r2 [−], r3 [°C] are the same coefficients as 
in Eq. (10).

The wind speed function is usually a linear or quadratic 
function of the wind speed and generally may be written as 
(Ji 2008):

where b0, b1 and b2 are empirical, usually site-specific coef-
ficients, which may take different values. In practical appli-
cations when calibration of the wind speed function is not 
possible, one of many empirical relations available in the 
literature has to be chosen. However, it is worth to mention 
that most of the available formulae have been estimated for 
lakes or reservoirs and later adapted to rivers and streams. 
The wind speed function coefficients are sometimes esti-
mated based on the meteorological input data. For example, 
coefficient b0 (describing the evaporation rate in case of lack 
of or minimal wind) may be related to the difference between 
water and air temperature (see, e.g., Arifin et al. 2016; Czer-
nuszenko 1990; Harbeck 1958).

Note that there are different ways to define the heat flux 
qe. Depending on the definition, in some cases, the wind 
function must be divided by latent heat of water and water 
density to be the same as defined by Eqs. (16) and (18). 
Above all, it is again essential to notice units for f(u) func-
tion. Different units may be used for heat flux and vapour 
pressure which results in different units for f(u) and finally 

(17)es = r1 exp

(

r2Tw

Tw + r3

)

,

(18)f(u) = b0 + b1u + b2u
2,

Fig. 8  Range of values (a grey 
area) that water longwave radia-
tion heat flux can take depend-
ing on the assumed water 
emissivity coefficient (values 
between 0.9 and 0.99) for 
selected data set (SET III), and 
longwave back water radiation 
heat flux (blue line) calculated 
for water emissivity coefficient 
equal to 0.97
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different values of the b0, b1 and b2 coefficients. Similarly 
to the coefficients in formulae for atmospheric emissivity 
calculation, also for coefficients in function f(u), we may 
encounter mistakes derived from simple units calculation 
errors.

Some researchers, for example (Czernuszenko 1990; 
Hughes et al. 2011; Trabert 1896), use the relations for wind 
function that neglect the evaporation in the absence of wind, 
while others argue that it should also be considered then. 
Most researchers favour the second opinion. Finally, two 
forms of the wind formulae are usually met in the litera-
ture: linear wind speed function when b2 = 0 (McJannet et al. 
2012; Meyer 1928; Ryan 1973) or quadratic one when b1 = 0 
(Ahsan and Blumberg 1999; Arifin et al. 2016; Brady et al. 
1969; Chapra 2008; Ji 2008). Figure 9 shows how the rela-
tions f(u) may look like, including the one proposed by Tra-
bert (1896) using square root relationship: f(u) = 11.25

√

u 
(dotted line). The values of the coefficients for other wind 
speed formulae are summarised in Table 6. The general 
pattern is that wind increases the evaporation rate, but the 

value of the proportionality coefficient depends on the cho-
sen formula.

The impact of the choice of the wind function upon 
the evaporation and condensation heat flux is presented in 
Fig. 10. As an example, data set (SET III) for the Świder 
River has been used, with the input data from the local 
meteorological station (Fig. 10a), and from the station 
Meteo Waw (Fig. 10b). The differences are clearly visible. 
The results are influenced not only by choice of the wind 
function formula but also by the wind speed value (grey 
dots). Since the Świder River is sheltered from the wind 
by the surrounding trees and bushes, the wind speed values 
measured locally are much lower than the ones observed 
in the nearby meteorological stations. Consequently, the 
evaporation heat fluxes for local input data are generally 
lower. The local values of the wind speed may often be far 
away from those measured by the nearby meteorological 
station. Additionally, it is not meaningless at which height 
above the surface the wind speed is measured. For rivers, 
it should be measured typically 2 metres above the surface 

Fig. 9  Selected formulae for 
wind speed function depending 
on the wind speed value

Table 6  Coefficients in the 
wind speed function empirical 
formulae used in this paper

The wind speed function formula f(u)[W  m−2  mb−1] b0 
[W m−2 mb−1]

b1 
[W m−3 mb−1 
s]

b2 
[W m−4 mb−1 s2]

Brady et al. (1969), Ahsan and Blumberg (1999), 
Arifin et al. (2016) and Ji (2008)

6.9 0 0.34

Miller and Street (1972) 7.42 0 0.49
Czernuszenko (1990) 0 3.75 0
Marciano and Harbeck (1952) 0 2.47 0
Ryan (1973) 6.9 3.07 0
Meyer (1928) 8.4 3.07 0
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(sometimes 1.5 m), and for lakes and reservoirs, it is usu-
ally measured at 7, 8 or 10 metres above the surface. The 
wind speed generally increases with the height. Although 
it is possible to recalculate the measured value of the wind 
speed using log or power wind profile assumption(see, 
e.g., Allen et al. 1998), this recalculation may be prob-
lematic, especially for rivers when measurements are taken 
far away from the site and for other altitudes. The wind 
speed values are finally likewise uncertain as wind func-
tion coefficients.

According to Winter et al. (1995), errors in the input data 
may cause serious error in the final evaporation rate value. 
For example, a few degrees error in measured (or assumed) 
surface water temperature may cause 40% error in the evap-
oration rate calculation. In water temperature modelling, 
usually the depth-averaged values of water temperature (or 
cross-sectionally averaged values in 1D models) are used 
and the surface water temperature for sure differs from the 
depth-averaged values. Although the difference for rivers is 
usually small, it strongly depends on the local conditions.

Fig. 10  Evaporation and con-
densation heat flux calculated 
for the Świder River (SET III) 
with different formulae for 
wind speed function, based on 
input data from two different 
meteorological stations: a local 
meteorological station—Meteo 
Świder Local, and b Meteo Waw 
station
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To conclude and to obtain accurate results, the best is to 
calibrate the selected wind speed formula for local condi-
tions using data from local measurements. However, since 
evaporation measurements are troublesome, and local mete-
orological data are usually not available, we have to bear in 
mind that whatever formula we use for calculation of evapo-
ration and condensation heat flux, the results will be very 
uncertain.

Conduction and convection

Conduction is the process of heat exchange between bod-
ies of different temperatures, which are in direct contact. 
It consists in transmitting the kinetic energy of the chaotic 
movement of particles as a result of their collisions.

The process leads to the equalisation of temperature 
between the bodies. Convection is a process of heat transfer 
associated with the macroscopic movement of matter. Both 
processes take place at the border of water and air and can 
be described using the equation resulting from the Bowen 
ratio (Bowen 1926; Ji 2008):

where B—Bowen ratio [−], Cb—Bowen coefficient (approx-
imately Cb = 0.62  mb°C−1), p0—reference air pressure 
(= 1013 mb).

Usually, the same wind speed function as for evaporation 
and condensation heat flux term is used, and the same prob-
lems and similar large uncertainty connected with the empir-
ical coefficients and wind speed velocity values apply here. 
However, the value of the conduction and convection heat 
flux is usually small compared to the values of other heat 
fluxes, and its impact on the final results is smaller. Similarly 
to Fig. 10, Fig. 11 presents the results of computations of 
the conduction and convection heat flux using different wind 
function formulae for dataset SET III for the Świder River.

Heat flux with the omission of independent of water 
temperature terms

The analyses carried out indicate clearly that many factors 
affect the uncertainty of calculations of heat exchange at 
the water–air interface, and to obtain the accurate results, 
many input data are required. In the case of modelling of 
thermal pollution spreading in rivers, the number of these 
factors and required input data may be reduced. Since in 
practical applications we are usually interested in a possible 
change in natural water temperature caused by artificial heat 

(19)B =
qh

qe
= CB

p
a

p0

Tw − Ta

es − ea
,

(20)qh = Cb

pa

p0
f(u)(Tw − Ta),

sources, it is useful to compute the temperature change, ΔTw 
(difference between actual water temperature and ambient 
water temperature), instead of the actual water temperature 
(Tw) itself (see, e.g., Joss and Resele 1987; Kalinowska and 
Rowinski 2012; Kalinowska et al. 2012). This simplifies the 
determination of possible heat fluxes resulting from the heat 
exchange between water and its surrounding environment. 
All terms that do not depend on water temperature may be 
omitted during the calculation. They have the same value 
for different water temperatures and simply counterbalance 
each other while computing the temperature difference 
(ΔTw). In the case of heat exchange with the atmosphere, the 
shortwave solar radiation and longwave atmospheric radia-
tion terms may be disregarded. Although they significantly 
affect the natural water temperature Tw (causing large daily 
changes), they do not affect the temperature increase ΔTW 
caused by external factors, such as the discharges of heated 
water. The net heat flux (QA) may be then simplified to:

Finally, while omitting the terms that do not depend on water 
temperature, acquiring various meteorological input data 
and problems with the estimation of several factors (e.g., 
atmospheric emissivity) may be avoided. Unfortunately, the 
calculation of other factors like the wind speed function will 
still be problematic. However, in most cases, i.e., while the 
temperature of the discharged warm water is not very high 
compared to the temperature of ambient water, it may be 
assumed that all remaining heat fluxes in Eq. (21) influence 
both ambient and the warm water similarly. While calculat-
ing the water temperature difference, those terms also practi-
cally disappear.

For instance, one may calculate the value of the tem-
perature change caused by longwave back water radiation 
heat flux (which is the most significant water temperature-
dependent term at the water–air interface) for natural and 
heated water temperatures. The temperature of warm water 
discharged from industrial facilities is usually a few degrees 
higher than the ambient water temperature. In the mid-field 
zone, after preliminary vertical mixing, the water tempera-
ture is usually not higher than 3 °C. Figure 12 shows the 
difference (ΔT) between the temperature change for natural 
water temperature (ΔTw0) and temperate change for heated 
water temperature—for the assumed 3 °C (ΔTw3) and 7 °C 
(ΔTw7), respectively—within a half-hour period. Since 
the value of longwave back water radiation heat flux also 
depends on the water emissivity coefficient (see, Eq. (15)), 
additionally, the temperature change for natural water tem-
perature, using different assumed water emissivity coeffi-
cients, has been computed. The difference (ΔT) between the 
temperature change for natural water temperature computed 
with default emissivity value 0.97 (ΔTw0) and the temper-
ature change for temperature by 3 °C higher than natural 

(21)QA = −qb ± qe ± qh.
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water temperature is similar to the difference (ΔT) when 
we calculate the longwave back water radiation heat flux for 
natural water temperature with emissivity coefficient equal 
to 0.93. The difference grows with the water temperature; 
however, it is of the order of 0.001 °C. For the extreme case 
(natural water temperature equal to 25 °C) when the ambient 
water is colder than the heated water by 7 °C, the difference 
reaches only 0.01 °C.

To illustrate the influence of the inclusion of the heat 
exchange term on the results of thermal pollution mod-
elling in the mid-field zone, the real case study exem-
plary results have been analysed. The detailed descrip-
tion of the case study may be found in Kalinowska et al. 
(2012). The River Mixing Model (RivMix), developed 
by Author, computing the temperature change, has been 
used (Kalinowska and Rowiński 2008) to predict the water 
temperature increase caused by heated water discharged 

Fig. 11  Conduction and 
convection heat flux calculated 
for the Świder River (SET III) 
with different formulae for 
wind speed function, based on 
input data from two different 
meteorological station: a local 
meteorological station—Meteo 
Swider Local, and b Meteo Waw 
station
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from a designed power plant. Two variants of computation 
have been performed for the examples of chosen (least 
favoured) conditions. The first variant has been treated 
with the heat flux caused by water–air heat exchanges 
included in the calculations (see Fig. 13a), the second one 
without the heat flux inclusion. After 1 h, the observed 
difference between the two variants is of the order of 
 10−2 (see Fig. 13b). Such a difference is relatively small 

compared to the other sources of errors performed while 
solving the 2D heat transport equation numerically. For 
instance, the huge source of uncertainty is the dispersion 
coefficients estimation. Those coefficients are very difficult 
to estimate, and therefore, usually different scenarios with 
various possible values of coefficients are analysed. How-
ever, the difference between such scenarios results may be 
much higher, up to 1 °C (see Kalinowska and Rowinski 

Fig. 12  Difference in tempera-
ture change caused by longwave 
back water radiation when 
the water temperature is 3 or 
7 °C higher than natural water 
temperature (solid lines) or 
when different water emissivity 
coefficients: 0.93 or 0.99 are 
used (dashed line). Water depth 
was set to H = 1.8 m, as aver-
aged water depth in case of the 
Narew River

Fig. 13  Examples of results for the real case study (see details in 
Kalinowska et al. 2012). a Predicted temperature increase (ΔT) below 
the discharge of cooling water from a designed power plant on the 
Vistula River with the heat flux caused by water–air heat exchange 

included in the calculations. b The difference in the predicted temper-
ature increase between the results that take into account and results 
that omit the water–air heat exchange in calculations
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2012), compared to the difference obtained with and with-
out the included heat exchange with the atmosphere. Other 
sources of uncertainty have been analysed in (Kalinowska 
and Rowinski 2012).

Conclusions

In the paper, for thermal pollution modelling applications, it 
is recommended to use models that compute the temperature 
change instead of the actual river temperature whenever it 
is possible. Such approach reduces the amount of necessary 
input data and finally the computation error. In most cases 
in the mid-field zone, omission of all terms related to heat 
exchange with the environment including the heat exchange 
with the atmosphere is recommended. Not perfect input data 
may in some cases introduce much larger error to the final 
results than just simple omission of the heat fluxes terms. 
The problem is especially important in practical cases when 
we deal with limited and not ideal data. We of course fully 
realise that in some applications it is necessary to include the 
heat exchange with the atmosphere and/or other heat fluxes. 
For example, after full mixing between the heated water and 
the river water, water temperature change depends only on 
the heat exchange with the environment. Another example 
is the heat exchange with the riverbed and banks, which is 
negligible for most practical applications since it is small 
compared to the value of heat exchange between the water 
surface and atmosphere and moreover it is also very uncer-
tain due to its variability and complexity. However, when the 
source of heated water is located near or on the riverbank, 
it may turn out to have significant value. Also, most of the 
possible heat sources will not be significant for large, deep 
rivers, but much more important for very shallow streams. 
Since the situation very much depends on the considered 
case and timescale and space scale, to decide whether 1, 
2 or 3D approach is appropriate and which additional heat 
exchange processes should be taken into account, it is very 
important to make the proper analyses before calculation or 
applying of any model. First, the expected outcome together 
with the appropriate timescale and space scale should be 
defined. Next, all affecting processes should be analysed 
subject to their significance and the availability of necessary 
input data, but also taking into account all other errors that 
may be committed during the calculations. Since the neces-
sary effort to be taken to provide detailed input data (even 
the perfect one) for computing the heat exchange with the 
atmosphere (or environment) is not worth the final outcome 
in many practical cases (while taking into account other una-
voidable committed errors).

In the cases where the heat exchange with the atmosphere 
estimation is necessary, it is important to bear in mind that 
its estimation is based on empirical formulae that depend on 

many uncertain parameters. To be precise, it will be neces-
sary to measure many parameters directly on the side taking 
into account their space and time dependence to adjust the 
applied empirical formula to the current conditions. Although 
such measurements are usually possible for research purpose, 
in practice, we cannot take advantage of specially planned 
experiments, whether laboratory or field, allowing to measure 
a sufficient amount of data. In most cases for various reasons, 
there are no enough data to perform all the necessary calcula-
tions and prediction must be done based on existing histori-
cal, often limited and incomplete, sometimes also inaccurate 
data, as has been shown using two case studies presented in 
the paper. Therefore, in practical applications, heat exchange 
with the atmosphere estimation is full of judgements and 
extremely subjective. The most problematic to estimate is 
the wind speed function and atmospheric emissivity formu-
lae. The most fragile to local conditions are measured short-
wave solar radiation and wind speed value. The analysis and 
detailed description of particular processes involved in heat 
exchange with the atmosphere provided in the paper may be 
useful for practitioners.
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Abstract
West Africa plays key roles in global climate and shows one of the strongest variations in hydro-climatic conditions. As it 
turns out, the region appears to be underrepresented in the existing compendium of Earth science and hydrology-focused 
journal papers when it comes to significant discussion on terrestrial hydrology and freshwater science. This prominent gap 
is largely precipitated by increasing number of constraints that include lack of considerable and robust investments in gauge 
measurements for meteorological and hydrological applications, poor funding of research institutions and other disincentives, 
among other factors. In this manuscript, the challenges and problems in large-scale terrestrial hydrology-focused investiga-
tion in West Africa are reviewed. Using a dossier of some recent contributions in the field of remote sensing hydrology, 
this review also highlights some of the progress in terrestrial hydrology and the opportunities that exist for hydro-geodetic 
research in West Africa that leverage on sustained investments in satellite geodetic missions. It is noted that West Africa is 
still a pristine environment for hydrology-focused research and can benefit from recent advancements in sophisticated space 
agency programs such as the Gravity Recovery and Climate Experiment, which undoubtedly has revolutionized terrestrial 
hydrology research around the world for nearly two decades. Given the poor density of gauge stations and limited ground 
observations, hydrological research in West Africa is expected to benefit more from independent space observations and 
multi-resolution data. This is because the lack of sufficient in-situ data for the parameterizations and adequate initialization of 
outputs from hydrological models and reanalysis data for hydrological applications results in poor representation of the West 
African land surface and hydrological state variables. To further improve our contemporary understanding of West Africa’s 
terrestrial hydrology, the continued evaluation/validation of these observations and space-borne measurements is advocated.

Keywords Terrestrial hydrology · Droughts · Rainfall · River discharge · Climate variability

Introduction

Some new metrics based on the framework of the intersecto-
ral impact model intercomparison project (ISI-MIP) suggest 
a 40% increase in the number of people living under absolute 
water scarcity, up from 15% of the global population with 
a severe decrease in water resources (Schewe et al. 2013). 
Whereas humanity in general takes water for granted owing to 
its obvious simplicity (see Falkenmark and Lundqvist 1998), 
future simulations of freshwater availability show increased 
water stress in the coming decades owing to population rise 

and the impacts of unmitigated climate change. For instance, 
total water withdrawals as at the year 2000 amounted to 8.4% 
of global water resources, and this amount is expected to 
increase up to 12.2% (i.e., between 4600 and 5800 km3∕year ) 
by 2025 (Shiklomanov 2000). In a study of global water 
resources, Vörösmarty et al. (2000) projected estimate of 
global water use by 2025 puts the value at 4700 km3∕year . 
Regarding water scarcity projections, about 57% and 69% of 
the world’s population are estimated to live in countries facing 
high water stress by 2025 and 2075, respectively (Alcamo et al. 
1997). The argument that considerable portion of the world’s 
population will face water stress by 2025, be it moderate or 
severe may be somewhat polarized in terms of projected esti-
mates, given the uncertainties and substantial differences in 
model outputs (e.g., Gleick 2000; Kuylenstierna et al. 1997). 
Nevertheless, documentary evidence suggests that water 
shortages (or rather scarcity) will be one of the world’s most 
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pressing challenges in the twenty-first century (e.g., Freitas 
2013; Rijsberman 2006; Vörösmarty et al. 2005; Kuylenstierna 
et al. 1997; Alcamo et al. 1997).

From a contemporary perspective, the rise in drought fre-
quency across the globe in the last few decades (see Ndehe-
dehe et al. 2019; Spinoni et al. 2014; van der Molen et al. 
2011) strengthens this argument of anticipated water stress. 
Considering the notable and often repeated extreme climatic 
conditions in Africa, the aforementioned projections and indi-
cators of water stress could have significant negative impacts 
on a considerable proportion of Africa’s agricultural biomes, 
livelihood, and ecosystem services. Arguably, the region’s 
lack of preparedness, limited resources, and plausible policy 
responses increases its vulnerability to such impacts. It has 
been reported that about 25% of people living in Africa are 
already experiencing water stress, while an estimated 13% are 
direct recipients of drought-related stress once each generation 
(see Vörösmarty et al. 2005). Because of such concerns and 
the cumulative impacts of climate variability on water avail-
ability, stormwater harvesting was recently (see Fisher-Jeffes 
et al. 2017) suggested in South Africa as possible alternative 
water resource that could supplement traditional urban water 
supplies and improve water security. Water scarcity by itself 
represents one of the characteristics (e.g., degree of scarcity) 
that could make water a potential source of strategic rivalry 
(Gleick 1993). This is true for Texas, Africa, and other regions 
where water-related conflicts and the impacts of water scar-
city on national security have been identified (Freitas 1993, 
Gleick 2000, 2013 ). As further mentioned in Freitas (2013), 
the increasing pressure on water resources in West Africa and 
other regions of Africa is a potential source of local agita-
tions and interstate tensions that may eventually lead to armed 
conflicts. But more importantly, despite all of the recurrent 
climatic, hydrological, and environmental changes that affect 
the stability of regional income and livelihood, little is known 
about the terrestrial water systems of West Africa. This limited 
understanding of the region’s hydrology has been attributed to 
an increasing number of constraints that include lack of suf-
ficient observational networks and/or decline of in situ obser-
vations for large-scale hydrological research in West Africa. 
In this manuscript, critical challenges and the progress made 
in large-scale terrestrial hydrology-focused research over West 
Africa are reviewed. In the next section, an overview of the 
current state of knowledge in West Africa’s terrestrial hydrol-
ogy is indicated while highlighting the specific objectives of 
the manuscript.

The terrestrial hydrology of West Africa

Water resources

West Africa is enriched with numerous surface water 
resources (rivers, estuaries, lakes, reservoirs), including 
major rivers such as the Niger, Senegal, Gambia, and 
Lake Chad. These rivers take their sources in tropically 
wet major groundwater basins and regions with consider-
able amount of annual rainfall (Fig.  1a, b). In addition to 
the Benue and the Volta river systems (Black and White 
Volta rivers and Oti), these river systems among others 
drain the West African subregion. At basin or water man-
agement scale, most of West Africa’s water resources are 
shared by participating riparian countries from about 28 
transboundary river basins. Some regional and national 
institutions exist in these river basins that oversee the 
management and development of water resources. Sig-
nificant among them is the GLOWA Volta Project, which 
is saddled with the responsibility of understanding the 
impact of global change on the use and availability of 
water resources in the Volta Basin (e.g., de Giesen et al. 
2007). In light of the highly variable climatic conditions 
of West Africa, the West African Science Service Centre 
on Climate Change and Adapted Land Use (WASCAL, 
https ://www.wasca l.org/about -wasca l/welco me-to-wasca 
l/) is another regional initiative that provides research-
based solutions to enhance the resilience of human and 
environmental systems to the impacts of climate change. 
This is achieved through capacity building and provision 
of research infrastructure for climate studies in several 
West African countries.

As a little caveat to the study area definition, it should 
be noted that this review is over West Africa, a region 
defined by the Economic Community of West African 
States as covering about sixteen countries, and includes 
Chad and Cameroon. However, given that the latter is a 
country in Equatorial Africa, this study also takes advan-
tage of the prominent gap in the knowledge of climate 
variability and its impacts on hydrological changes in Cen-
tral Equatorial African countries (i.e., the Congo Basin) 
to extend this synopsis to include the region. These two 
regions called tropical West Africa which is hereafter 
referred to as West Africa in the manuscript for simplicity 
and convenience (Fig. 1a). In terms of water availabil-
ity, the Guinea Coast countries and those in the Congo 
Basin exceed other regions of West Africa (Fig. 1b). As 
with Guinea Coast region, the Congo Basin has numer-
ous networks of surface water resources (Fig. 1a). Annual 
rainfall amount in the Guinea Coast area is nonetheless the 
highest (Fig. 1b) and shows the strongest spatiotemporal 
variability as opposed to the Congo Basin and the Sahel 
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Fig. 1  Map showing some of the water resources in tropical West 
Africa (i.e., areas that include Central Equatorial Africa or Congo 
Basin). a The hydrological units (rivers, lakes, and groundwater aqui-
fers) and the main river basins, which include Niger, Volta, Congo, 
and Senegal. The Congo (tulip pink) and Niger (sky blue) river 
basins are considerably large and apparently the most significant and 
prominent basins in the region owing to the two major rivers (Niger 
and Congo) that provide numerous ecosystem services. The aqui-
fers (brown contour lines) are characterized in terms of numbers; 

for example, the numbers ranging from 11 to 15 are found in major 
groundwater basins, while the numbers 33 and 34 on the map are 
those found in local and shallow aquifers. The aquifer maps and some 
hydrological units (river distribution networks) are those of World-
wide Hydrogeological Mapping and Assessment Programme. b The 
mean annual rainfall over tropical West Africa based on the Global 
Precipitation Climatology Center (GPCC) precipitation for the period 
between 1901 and 2014

Fig. 2  Statistical decomposition of GPCC-based precipitation (1981–
2014) over tropical West Africa using principal component analysis 
(e.g., Preisendorfer 1988). The EOFs (top) are loadings showing spa-
tial patterns of variations in precipitation over TWA, while the cor-
responding PCs (bottom) are temporal variations, which are normal-

ized using their standard deviation to be unitless. The total variability 
accounted for by the three leading orthogonal modes is 60%, 10%, 
and 5% for GPCC-1, GPCC-2, and GPCC-3, respectively. The blue 
lines on the spatial patterns (top) are river networks and reservoirs
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regions (Fig. 2). The leading orthogonal modes of rainfall 
over West Africa as shown in Fig. 2 provide an overview 
of freshwater availability in the region. For example, the 
regions with stronger spatial loadings (patterns) in rain-
fall (GPCC-1, Fig. 2) coincide with areas characterized by 
strong annual amplitudes of rainfall (Fig. 1b), and where 
strong variability in terrestrial water storage has been 
observed (Ndehedehe et al. 2016b). The corresponding 
temporal patterns of leading modes of rainfall over the 
region are largely characterized by interannual (GPCC-
1, which accounts for 60% of total variability), bimodal 
(GPCC-2), and seasonal variations (GPCC-3) and indicate 
that Liberia and Guinea receive the most rainfall (Fig. 2). 
Despite the enormous water resources of these regions 
(Guinea Coast and the Congo Basin), their increasing 
vulnerability to several drought intensities in recent times 
(e.g., Andam-Akorful et al. 2017; Ndehedehe et al. 2016c, 
2019) tends to strengthen the argument for the wet getting 
drier paradigm.

With increasing need of freshwater for several ecosys-
tem functions, water availability is now a concern for some 
regions in both West and Central Africa that are predomi-
nantly semiarid. This is evidenced, for example, in the 
Lake Chad basin’s interest in transferring the surface water 
resources of the Congo Basin to nourish the nearly desic-
cated Lake Chad (e.g., Ndehedehe et al. 2016b; Lemoalle 
et al. 2012). There are ongoing public discourse and debates 
as to the feasibility of this proposed project. However, the 
eco-hydrological and cultural implications of this project, 
in addition to the legal requirements, institutional and other 
policy solutions, are key issues to be addressed. The enor-
mous shared freshwater resources in the region, which have 
reduced considerably in the past two decades (e.g., Freitas 
2013) as exemplified by the Lake Chad, could exacerbate 
local tensions due to growing water scarcity and increased 
competition among riparian countries. To help address some 
of the problems related to water resources in the region, 
several regional water initiatives (e.g., Volta Basin Author-
ity), partnerships (e.g., West African Water Partnership), and 
bilateral cooperations (e.g., agreement between Niger and 
Benin on the development of surface schemes) (see https ://
www.oecd.org/swac/publi catio ns/38409 569.pdf) were inau-
gurated. Ultimately, these institutions and other more recent 
collaborative efforts with international agencies “Current 
state of hydrology research” section) are some regional and 
institutional progress made for sustainability and effective 
management of water resources.

Hydro‑climatic issues

After the notable climatic shifts of the 1970s and 1980s 
in most West African catchments, some ecological and 
hydrological impacts were reported. Of note is the loss and 

contraction of major freshwater bodies such as the Lake 
Chad whose surface extent declined by about 90% (Fig. 3). 
Widespread desertification and degradational transitions in 
natural vegetation and land use through land clearing and 
logging (e.g., Knauer et al. 2014; Tucker et al. 1991) were 
other notable eco-hydrological events that ensued. Few 
pioneering hydrological papers in addition showed that 
despite observed precipitation decline during the period, 
some Sahelian catchments witnessed paradoxical increase 
in groundwater resources due to changes in soil charac-
teristics and vegetation cover (see, e.g., Mahé and Paturel 
2009; Favreau et al. 2009; Séguis et al. 2004; Leduc et al. 
1997, 2001). Whereas the efforts to unravel such complex 
hydrological processes are ongoing (e.g., Gal et al. 2017; 
Descroix et al. 2009), it has been argued that the tripartite 
relationship between climate, rural society, and the envi-
ronment drives land cover changes in the West African 
Sahel, which in turn drive the distribution of rainfall and 
water resources in general (Paturel et al. 2017). Moreover, 
as indicated in global climate projections, the impacts of 
climate change are expected to have direct and profound 
negative effects on freshwater availability (see, e.g., Tall 
et al. 2016; Prudhomme et al. 2014; Schewe et al. 2013). 
Recently, it has been shown that indices of oceanic vari-
ability (e.g., El Niño–Southern Oscillation—ENSO) and sea 
surface temperature anomalies of the nearby oceans impact 
on the dynamics and distributions of land water storage in 
West Africa (e.g., Ndehedehe et al. 2017b). However, a 
more recent climate projection suggests a climatic shift to 
drier climate in the 2050 and 2080s in West Africa, largely 
characterized by increase in drought-prone areas (Gizaw and 
Gan 2017).

West Africa is one of the world’s poorest regions with 
increasing population and intensity in climate extremes. 
That population growth and freshwater variability are now 
significant measures of economic development (e.g., Hall 
et al. 2014; Brown and Lall 2006), West Africa, under a 
climate change scenario, perhaps could be the most vulner-
able to severe water stress and human-modified drought in 
the nearest future. As most agricultural goods are produced 
in regions that are vulnerable to water-related impacts, this 
will have massive implications not just on the economy of 
West Africa but other regions of the world that indirectly 
consume the water resources of West Africa. This arguably 
emphasizes the strategic importance of West African coun-
tries in global food production chain on the one hand. On the 
other hand, it suggests that the scale of the problem is global.

Current state of hydrology research

Advancements in space agency programs, developments in 
Earth observation, and its growing applications in hydrol-
ogy are well documented for other regions of the world. 

https://www.oecd.org/swac/publications/38409569.pdf
https://www.oecd.org/swac/publications/38409569.pdf
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However, West Africa’s terrestrial hydrology is conspicu-
ously underrepresented in the literature and in fact the 
least studied. As oppose to other regions of the world with 
detailed diverse applications of remote sensing data to study 
hydrological processes (e.g., McCabe et al. 2017; Alsdorf 
et al. 2016), discipline-specific studies in West Africa that 
delivers on the terrestrial hydrology and impacts of climate 
variability on water resources are undeniably limited and 
somewhat lacking in the volumes of existing studies and 
catalog of hydrological journals. Extreme climatic condi-
tions (i.e., droughts) of the last 3–4 decades had enormous 
negative impacts on West Africa ’s freshwater resources 
(e.g., Freitas 2013; Wald 1990). Yet the representation of 
the state of hydrological knowledge in West Africa sug-
gests there are still considerable gaps in knowledge vis-à-vis 
global perception of Earth science research. One particular 
area with considerable gap in knowledge in West Africa is 

its groundwater and aquifer systems. Although there is some 
historic evidence regarding groundwater bore measurements 
and well hydrographs in some locations in the Sahel (e.g., 
Henry et al. 2011), generally a considerable proportion of 
West Africa is either lacking hydro-geological data or hav-
ing sparsely distributed gauged stations and/or rarely moni-
tored well locations. However, some collaborative efforts 
between the German research program on the global water 
cycle (GLOWA) and the Integratives Management-Projekt 
für einen Effizienten und Tragfähigen Umgang mit Süß-
wasser in West Afrika (IMPETUS) initiative and those of 
AMMA-CATCH and GHYRAF (“Limited observational 
networks” section) on water resources development are sig-
nificant progress made in the region (e.g., Ndehedehe 2017; 
Andam-Akorful et al. 2017). Be it groundwater or aquifer 
systems, West Africa seems to be generally dependent on 
information from external or international agencies like the 

1973 1987

2003 2013
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Central African 
Republic

Nigeria

Chad
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Niger

Northern pool

Southern pool

Chari River

Fig. 3  The spatial and temporal changes in Lake Chad surface area 
as shown by Landsat imageries for 1973, 1987, 2003, and 2013. The 
blue lines on the map (left) show the river networks within the basin. 
The present Lake Chad shows two segmented pools with the northern 

pool completely dried up during drought periods (right). The map as 
adapted from Ndehedehe et al. (2016b) shows the impact of climate 
change resulting in morphological changes, gradual desiccation, and 
reduction in Lake Chad’s freshwater during the last four decades
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World-wide Hydrogeological Mapping and Assessment Pro-
gramme (Fig. 1a) and the global groundwater information 
system, among others.

Furthermore, the massive changes in land cover and land 
use patterns of West Africa in the last 5 decades (e.g., Li 
et al. 2007) had significant impacts on its terrestrial hydrol-
ogy causing an imbalance in water budget and complex 
hydrological processes (see, e.g., Favreau et al. 2009; Séguis 
et al. 2004; Li et al. 2007; Leduc et al. 1997). However, 
our contemporary understanding of West Africa’s terres-
trial hydrology is insufficient and somewhat flagged with 
inconclusive discourse. Despite the emergence of large-scale 
hydrological models, the interplay between terrestrial water 
fluxes and human actions, which has not been fully explored 
(see Wada et al. 2017), contributes to the limited use of 
hydrological models for freshwater investigations. Whereas 
the representation of anthropogenic contributions in global 
hydrological models is challenging as argued by Wada et al. 
(2017), the aftermath of water resources assessments from 
such models for West Africa where various human actions 
and changes in soil properties drive surface hydrology (e.g., 
Gal et al. 2017; Favreau et al. 2009) would be somewhat 
skewed and characterized by inconsistent results. This is 
because of the failure of hydrological models to faithfully 
and realistically account for the human dimension that also 
triggers considerable changes in terrestrial water systems. 
Therefore, if peer-reviewed science papers represent a state 
of knowledge and an opportunity to highlight scientific find-
ings based on new or revised data and conducting research 
in regions with limited knowledge (Alsdorf et al. 2016), this 
is therefore a clarion call to remotely sensed, large-scale 
terrestrial hydrology-focused investigation in West Africa. 
The accentuation of such call is predicated on three vital 
factors: (i) the argument that most drainage basins in West 
Africa are located in hydrologically unfavorable environ-
ments (see Anyadike 1992), (ii) West Africa plays key roles 
in global climate and shows one of the strongest variations 
in climatic conditions, and (iii) the strong marginalization of 
West Africa in Earth science and hydrology research. Hence, 
opportunities for hydro-climatic research will bring Africa 
and its subregions to the fore in leading English-language 
journals that explore global changes in hydrology.

From a contemporary, large-scale innovative context, 
hydrological research is still much rather at the embryonic 
stage in Africa. For prominent river basins like the Congo, 
despite having a long history of hydrological measurements 
(Alsdorf et al. 2016), there is a considerable decline in the 
knowledge of the basin’s hydrology as opposed to the last 
four decades. While this review highlights some of the rea-
sons for such limited understanding in recent times, the focus 
on West Africa is meant to stimulate research interest in 
other African subregions and provide relevant insights that 
will improve our understanding of continental freshwater 

dynamics. Hence, a synthesis of some recent contributions 
in the fields of hydrology and water resources in the region 
are identified and used to (i) assess the knowledge gaps and 
significant challenges in hydrological research, (ii) examine 
contemporary perspectives on hydrological processes and 
drivers of land water storage, (iii) discuss progress and inno-
vative approaches to large-scale freshwater monitoring, and 
(iv) articulate new and impressive perspectives on the char-
acterization of space–time evolutions of extreme weather 
events and key hydrological metrics. Among several other 
considerations, for example, addressing the ‘data problem’  
and the complementary perspectives on hydrological con-
trols on surface vegetation dynamics, this review further 
highlights the newly introduced hydro-geodetic approaches 
to terrestrial hydrology and its potential in the assessment of 
the region’s surface and subsurface hydrology.

Knowledge gaps and challenges 
to large‑scale hydrological research

Hydrological variability

Generally in Africa, hydrological variability and several 
drought episodes have amazingly large negative impacts on 
freshwater resources, biodiversity, food security, and health 
among other factors. These deleterious impacts hamper 
economic development, e.g., low gross domestic product 
(e.g., Brown and Lall 2006), and contribute to increased 
poverty in one of the world’s poorest continent. Arguably, 
reoccurring drought episodes of the 1970s and 1980s, and 
the incessant impacts of climate variability on the socioeco-
nomic systems of West Africa were major triggers that led 
to the plenitude of climate research at the time. The vari-
ous aspects of these studies focused mainly on analyzing 
multiple climate variables such as precipitation, runoff, soil 
moisture, temperature, and zonal winds, among others (see, 
e.g., Ndehedehe et al. 2016c; Hua et al. 2016; Tarhule et al. 
2015; Nicholson 2013; Mohino et al. 2011; Paeth et al. 2012; 
Conway et al. 2009; Ali and Lebel 2009; Boone et al. 2009). 
Moreover, historical gauge data, outputs from global and 
regional climate models (i.e., GCMs and RCMs), and a host 
of optical remote sensing data, have been widely used in 
several hydro-climatic research at all levels (county level, 
region-specific, and large scales) in the region. These stud-
ies as highlighted in subsequent sections heavily explored 
and diagnosed the mechanisms of meteorological patterns 
and how it drives other fluxes (runoff and evapotranspira-
tion) and land state variables (soil moisture). There are still 
knowledge gaps nonetheless particularly in areas regarding 
large-scale temporal and spatial dynamics of terrestrial water 
storage (TWS), and the impacts of both climate change and 
water resources development (e.g., irrigation schemes and 
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dam constructions for hydropower) on the hydrological sys-
tems of West Africa. From a hydrological stand point, water 
development schemes (e.g., Lake Volta) impact on natural 
hydrological variabilities, making it difficult to understand 
the influence of climate on hydrological conditions. A typi-
cal example is the Volta Basin where human water manage-
ment is considered a significant driver in the dynamics of 
surface water (e.g., Ndehedehe et al. 2017a; Ferreira and 
Asiah 2015). Further, several scientific reports (e.g., Ndehe-
dehe et al. 2018b; Andam-Akorful et al. 2017; Panthou et al. 
2014; Todd et al. 2011; Sheffield and Wood 2008) have out-
lined exhaustively the influence of global climate and some 
oceanic hot spots on precipitation changes in West Africa. 
The influence of climate variability and low-frequency vari-
ability that are connected to slow oceanic and climate oscil-
lations from global SST anomaly on the region’s TWS has 
only been recently reported (e.g., Ndehedehe et al. 2018b; 
Andam-Akorful et  al. 2017). Such influence modulates 
hydrological processes and provides significant control on 
the spatial and temporal distributions of regional changes in 
TWS and other water budget quantities (e.g., runoff), result-
ing in increased acceleration of the water cycle.

Moreover, poor understanding of hydrological variabil-
ity poses significant challenge to risk management and the 
prediction of extreme weather events (Hall et al. 2014). The 
knowledge of hydrological variability in this most finan-
cially and climatically challenged region of the world is 
critical. This is true as variations in hydrology have been 
identified as one of the key variables causing disparity in 
the level of economic growth among nations, given that it 
represents a significant challenge to food security and infra-
structure development in the world’s poorest regions (see 
Hall et al. 2014; Brown and Lall 2006). For instance, before 
the unprecedented droughts of 1980s, the surface water of 
Lake Chad played significant role in the economy and stabil-
ity of the region. Apart from other numerous surface water 
developments for agricultural purposes, Lake Volta and the 
Kainji Dam are dedicated income-generating hydropower 
schemes, which sometimes are affected by drought events 
(e.g., Ndehedehe et al. 2016a, c).

In West Africa, water-related knowledge and innovative 
technologies are not in the front lines of academic research 
institutions and government agenda, owing to poor funding 
and other disincentives. Consequently, the vulnerability of 
the region to the impacts of climate change (Fig. 3) will 
continue to grow with ripple effects through its socioeco-
nomic systems. Observed devastating extremes in the cli-
mate of West Africa raise some concerns not just for water 
availability but also for a number of issues that include food 
security, health, policy and risk management strategies, and 
socioeconomic challenges (e.g., migration, GDP, etc.). The 
trajectory of future changes in hydrological conditions and 
water management practices are complex and will influence 

agricultural systems in terms of adaptation measures and 
mitigation strategies (see, e.g., Paolino et al. 2012; Roudier 
et al. 2011; Falloon and Betts 2010). Despite the tragedies of 
frequent extremes in climatic conditions over West Africa, 
understanding hydrological variability is a wise choice 
that can unlock sustainable pathways and help mitigate the 
impacts of hydrological changes on economic growth.

Limited observational networks

Knowledge gaps in large-scale TWS dynamics and the 
impacts of climate on the hydrology of West Africa exist, 
primarily because of limited or lack of observational net-
works to provide the current state of hydrological informa-
tion. Gauge stations for rainfall and river discharge meas-
urements are in decline globally (e.g., Alsdorf et al. 2007; 
Alsdorf and Lettenmaier 2003; Lettenmaier 2005). It is even 
worse in non-industrialized nations such as the African 
subregion where the gauge networks are not just extremely 
sparse, discontinuous, and lacking, but their density falls 
far below the WMO (World Meteorological Organization) 
guidelines (e.g., Vörösmarty et al. 2001). As further men-
tioned in Vörösmarty et al. (2005), the routine reporting of 
African river discharge to relevant climate agencies such 
as the WMO declined by 90% since 1990. Despite some 
investments in gauge measurements for meteorological and 
hydrological applications in some parts of West Africa, 
many subregions have little or no history of hydrological 
measurements. This is largely attributed to incessant politi-
cal instabilities, lack of civilization (i.e., in terms of invest-
ing in research), and the costs and logistics implications for 
the installation of gauges to characterize flow dynamics. The 
paucity of primary baseline data in West Africa is major 
challenges that may further create a huge hydro-climatic 
information gap. This could restrict the availability of infor-
mation regarding future projections of floods and droughts, 
in addition to the interannual fluctuations in streamflow in 
West Africa (Roudier et al. 2014).

The lack of capacity to face the future challenges of cli-
mate change impact on water resources, owing to sparse 
observational record in some gauged river basins, is intensi-
fied by political concerns, legal and institutional constraints 
that have hindered the acquisition of existing data for sci-
entific purposes. Research institutions find it difficult to 
engage in regional water management and transboundary 
water sharing conversations because hydro-climatic data 
from national archives and government repositories are 
frequently withheld, mostly for political and security rea-
sons. This could only be more damaging for West African 
countries where water sharing across political boundaries is 
vastly enormous. Further, the African Monsoon Multidis-
ciplinary Analysis-Couplage Atmosphere Tropicale Cycle 
Hydrologique (AMMA-CATCH, e.g., Lebel et al. 2009) 
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and Gravity and Hydrology in Africa (GHYRAF, Hinderer 
et al. 2009) projects are few among the significant initia-
tives that are primarily dedicated to studying land surface 
conditions in West Africa and other African regions through 
monitoring of hydro-climatological and ecological changes. 
However, whereas the AMMA-CATCH networks are highly 
insufficient with presence in only three countries of West 
Africa, the GHYRAF project is sandwiched between poor 
funding and transboundary issues (Ndehedehe et al. 2016a). 
Increased observational networks are critical for the proper 
initialization of numerical weather prediction models and 
monitoring climate variability in West Africa (Jenkins et al. 
2002). But as indicated in some reports (see, e.g., Ndehe-
dehe et al. 2016a; Todd et al. 2011; Farnsworth et al. 2011; 
Conway et al. 2009), the paucity of high-quality baseline 
data remains a major constraint to understanding the cli-
matic influence on changes in the hydrological cycle over 
the region.

As argued by Alsdorf et al. (2007), gauge observations 
such as those from river stage are incapable of large-scale 
monitoring of hydrological conditions. This is because of 
the physics of water flow across floodplains and wetlands, 
and since gauge networks essentially provide a one spatial 
dimension information about the spatial dynamics of surface 
water extent. For some of these reasons and those presented 
by Alsdorf et al. (2003) in a related study, large-scale dynam-
ics in surface waters (lakes, wetlands, rivers, reservoirs) are 
generally unknown. Understanding changes in the hydrologi-
cal cycle over West Africa would not be possible without 
large-scale measurements that allow the estimations of the 
temporal and spatial dynamics of hydrological quantities. 
Apparently, developments in climate models (e.g., Erfanian 
et al. 2016; Washington et al. 2013; Otto et al. 2013; Mohino 
et al. 2011; Cook and Vizy 2006; Li et al. 2005; Koster et al. 
2004; Giannini et al. 2003; Lebel et al. 2000), land surface 
parameterization schemes, and hydrological models (e.g., 
Sheffield et al. 2014; Thiemig et al. 2013; Lemoalle et al. 
2012; Todd et al. 2011) have shown some prospects as they 
have been widely employed to forecast and study the West 
African climatology and large-scale variability in the varied 
components of the hydrological cycle. Global hydrological 
models (GHMs) forced by global climate models and the 
latest greenhouse gases (GHG) concentration scenarios and 
atmospheric general circulation model (AGCM) have also 
shown potentials in global water assessment of droughts 
and water resources (e.g., Prudhomme et al. 2014; Schewe 
et al. 2013; Corzo Perez et al. 2011). However, the skills 
of these models (GHMs, Global Climate Models—GCMs, 
and Regional Climate Models—RCMs) are restricted due to 
(i) their poor representation of surface water balance (e.g., 
Alsdorf et al. 2007), (ii) bias and conceptual model uncer-
tainties (e.g., Thiemig et al. 2013; Todd et al. 2011; Schuol 
and Abbaspour 2006; Lebel et al. 2000), (iii) dependence 

on computational estimates (e.g., Koster et al. 2004), (iv) 
lack of feedback processes involving anthropogenic impacts 
(e.g., Piao et al. 2010; Alsdorf and Lettenmaier 2003), and 
(v) model physics and choice of parameterizations (e.g., Oet-
tli et al. 2011). Considerable progress is therefore required 
for the improved estimates of land–atmosphere impacts for 
GCM climate scenarios (Boone et al. 2009). But given the 
inherent problems of GCM in simulating primary aspects of 
the West African monsoon (e.g., Cook and Vizy 2006), and 
uncertainties in satellite estimates of some key hydrological 
fluxes globally (Lettenmaier 2005), then the implication of 
the problem is global.

Framework for assessment of hydrological metrics

The lack of a suitable framework to improve the charac-
terization of space–time evolutions of hydrological quanti-
ties and extreme weather events limits climate forecasting 
systems, understanding of TWS dynamics, and the holistic 
assessment of key hydrological metrics (e.g., magnitude, fre-
quency, duration, predictability, etc.). The impacts of climate 
variability and other processes of oceanic interannual vari-
ability (e.g., ENSO, Pacific Decadal Oscillation—PDO, etc.) 
in West Africa may result in contrasting outcomes on hydro-
logical regimes. One of such example is the debate on rain-
fall recovery over West Africa. Nicholson (2005) and Lebel 
and Ali (2009) have contrasting cases of recovery possibly 
due to different reference periods. But essentially, they both 
show that while recovery was marked in some areas, rainfall 
deficit continued unabated in other Sahelian catchments. The 
failure of rainfall regime in one region does not translate to 
failure in other subregions (e.g., Ndehedehe et al. 2016c; 
Owusu and Waylen 2009), probably owing to different driv-
ers of rainfall, local and land surface conditions. Assuming 
drought and wet conditions vary in space and time, then 
the existing methods (e.g., van Huijgevoort 2014; Panthou 
et al. 2014; Lebel and Ali 2009; Rouault and Richard 2003; 
Nicholson et al. 2000) used to analyze extreme weather 
events and hydrological conditions are insufficient, war-
ranting further studies. It was elaborated further in a recent 
study (Ndehedehe et al. 2016c) that regional average time 
series of drought indices such as effective drought index 
(EDI), standardized precipitation index (SPI), groundwater 
drought index (GWI), and palmer drought severity index 
(PDSI) among several other indices (see, e.g., Li and Rodell 
2015; Kasei et al. 2010; Ali and Lebel 2009; Laux 2009; 
Vicente-Serrano 2006; Heim 2002; McKee et al. 1993) hide 
the underlying spatial variability of the index and may lead 
to generalizations of wet and dry regimes. As the outcome 
of such drought indices is likely to be skewed, this may not 
be very helpful for predicting ecological responses, adequate 
evaluation of drought impacts, crafting of drought poli-
cies, and the fostering of campaign on regional adaptation 
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strategies. Highlights from previous reports overwhelmingly 
agree that climate oscillations and tropospheric effects are 
associated with the characteristics of extreme weather events 
in the region. Hence, a spatiotemporal drought framework 
based on the localization of hydro-climatic signals could 
improve our knowledge of these climatic signals. The sta-
tistical decomposition of rainfall over West Africa, which 
indicates the Guinea Coast region is characterized by annual 
and bimodal rainfall signals (Fig. 2), illustrates the need for 
a spatiotemporal framework to enhance our understanding 
of hydrometeorological patterns. Relevant higher-order sta-
tistical techniques (e.g., independent component analysis) 
to support the regionalization of these signals are emerging 
innovative approaches in hydro-climatic studies (“Higher-
order statistical tools and frameworks for spatiotemporal 
analysis of hydrometeorological data” section).

Climate variability and drivers of land water 
storage

Impacts of rainfall on stream flow dynamics 
and surface hydrology

In a study analyzing rainfall and extensive river flow records 
(1931–1990) in sub-Saharan Africa—SSA, Conway et al. 
(2009) found that in West Africa, rainfall variability is high 
and explained 40–60% and 60–80% of the changes in river 
flows during the periods of 1931–1960 and 1961–1990, 
respectively. Based on coefficient of variance, Li et  al. 
(2005) showed that rainfall is a principal driver of water 
fluxes (river discharge and evapotranspiration) in West 
Africa and that hydrological variability is relatively higher 
in dry period than wet period. Conway et al. (2009) also con-
firmed this for SSA, but in addition indicated that river basin 
physiography and human interventions provide some form 
of control on interannual and interdecadal variability in river 
flows. In the Niger river basin, Tarhule et al. (2015) found 
that streamflow and rainfall fluctuate on cycles that are pre-
dominantly 2–4 years long. Further, the hydrological char-
acteristics of three West African countries (Burkina Faso, 
Ivory Coast and Mali) during the 1951–1997 period showed 
that rainfall deficit was 15–20%, while river flow deficit was 
30–50% and more (Paturel et al. 2003). The regimes of most 
rivers are expected to be impacted by extreme climatic con-
ditions, topography, soil characteristics, and perhaps vegeta-
tion layouts and morphology. Persistent drought conditions, 
for example, may lead to modifications in ecosystems that 
also contribute to the nonlinearity of rainfall–runoff trans-
formation in the region (Paturel et al. 2003). The sudden and 
abrupt change point that occurred in 1969 in the rainfall and 
streamflow records in all sub-watersheds of the Niger Basin 
(Tarhule et al. 2015) due to droughts and long periods of 

reduced rainfall confirm that rainfall is a significant driver 
of stream flow in the region. However, several anthropogenic 
drivers such as the development of water infrastructures, 
land use change (especially deforestation), and expansion 
of agricultural areas in West Africa also play key roles in 
the alteration of river regimes (e.g., Ndehedehe et al. 2017a; 
Mahe et al. 2013; Paturel et al. 2003; Li et al. 2007). Moreo-
ver, several factors that influence runoff in West Africa were 
studied by Roudier et al. (2014). Apart from rainfall, they 
showed that potential evapotranspiration was also associ-
ated with runoff, in addition to water withdrawal, land use 
dynamics, and carbon effects, which they argue could also 
significantly have potential impacts on runoff changes. The 
surface water resources of West Africa are not only vulner-
able to the impacts of climate variability but also to various 
forms of human activities. This has been demonstrated in 
some catchments of West Africa where outputs of numeri-
cal simulations suggested that deforestation increases annual 
stream flow by 35–65% (Li et al. 2007). More studies related 
to the impacts of precipitation, surface water developments, 
and climate teleconnections as prominent drivers of West 
Africa ’s surface hydrology are summarized in “GRACE 
hydrological applications in West Africa” section.

Extreme hydro‑climatic conditions

Droughts

The highly variable climatic conditions in West Africa pose 
more threat to numerous water and ecological resources and 
make it considerably vulnerable to the impact of global cli-
mate change. For example, the spatial extent of Lake Chad, 
a prominent freshwater body in the world’s largest interior 
drainage basin, declined from 24, 000 km2 in the 1950s to 
approximately 1700 km2 in recent times (see, e.g., Ndehe-
dehe et al. 2016b; Wald 1990; Birkett 2000; Coe and Foley 
2001; Leblanc et al. 2003; Lemoalle et al. 2012). This his-
toric and dramatic decline of Lake Chad surface area (Fig. 3) 
is the aftermath of the persistent and long drought episodes 
of the 1960s and 1980s. These severe drought episodes were 
continental in nature and have been linked by some diag-
nostic studies (e.g., Bader and Latif 2011; Giannini et al. 
2003; Fontaine and Bigot 1993; Janicot 1992) to large-scale 
climatological shifts and modifications in global SST.

In the Volta Basin, fluctuation in food production was 
attributed to high variability in rainfall distribution pattern 
(Kasei et al. 2010), while hydrological drought years were 
characterized with strong decline in the water levels of Lake 
Volta (see Ndehedehe et al. 2016c; Bekoe and Logah 2013). 
The long-term drying observed in the Central Equatorial 
Africa has been linked to SST variations and circulation 
changes associated with a weaker West African monsoon 
(Hua et  al. 2016). Combining the long-term drying of 
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the northern Congolese forest (Zhou et al. 2014) and the 
reported declines in GRACE-TWS in some parts of the 
Congo Basin (e.g., Ahmed et al. 2014; Crowley et al. 2006), 
hydrological conditions in the Congo Basin are therefore 
not favorable (e.g., Ndehedehe et al. 2018b) and could be a 
major constraint among other factors, to the proposed and 
ambitious water transfer from the basin to nourish the Lake 
Chad basin. It should be noted that despite the notorious 
impacts of climate variability on water resources, existing 
dossier on drought evolutions at both regional and basin-
specific scales (e.g., Oloruntade et al. 2017; Ndehedehe et al. 
2016b, c) is insufficient and does not represent a satisfac-
tory knowledge of hydrometeorological conditions in the 
region. Given that hydrological drought is said to be largely 
more driven by temperature than rainfall in the Niger south 
basin of Nigeria (Oloruntade et al. 2017), drought studies at 
smaller basin or country scales are important to reveal some 
latent and intrinsic climatic elements not visible in large-
scale studies. This has been demonstrated for the Volta, Lake 
Chad, and Congo Basins (see Ndehedehe et al. 2016b, c, 
2019).

Floods

Whereas droughts, inter alia, contribute to food scarcity, 
famine, hydropower failure, and loss of biodiversity among 
others (e.g., Ferreira et al. 2018; Ndehedehe et al. 2016c, 
2019; Zhou et al. 2014; Shiferaw et al. 2014; Bekoe and 
Logah 2013), excess water such as the most recent floods 
across the globe (USA, India, Bangladesh, Nepal, and Nige-
ria) could even be more devastating. For example, it was 
mentioned in Basu (2009) that the 2007 severe flood caused 
by a sequence of above-normal precipitation affected about 
800,000 people in West Africa. A climatological diagnos-
tics of this anomalous flood by Paeth et al. (2012) indicated 
that it was caused by La Niña event in the Pacific and a 
heightened activity of African easterly waves, among other 
factors. In 2009, torrential rains and floods affected an esti-
mated 600,000 people in 16 West African countries, killing 
an estimated 159 people (Basu 2009).

Furthermore, severe floods ravaged West Africa in 2012 
and 2013; destroying human lives, farmlands, proper-
ties; and causing outbreaks of cholera and other diseases 
(WMO 2013, 2015). The latest in the strings of multiple 
extreme wet events in the region is the recent mudslides 
and torrential flooding in Freetown, the capital city of Sierra 
Leone. According to several online reports, for example, 
the American Broadcasting Company (http://abcne ws.go.
com/Inter natio nal/wireS tory/offic ial-200-dead-sierr a-leone 
-flood s-49204 542.), more than 400 people died in Sierra 
Leone, while at least 3000 people were rendered homeless 
as a result of this torrential flood and mudslides. Intense 
rainfall, deforestation, and other forms of human activities 

have been identified as immediate and preliminary factors 
for this deadly disaster (http://news.natio nalge ograp hic.
com/2017/08/sierr a-leone -mudsl ide-deadl y-video -spd/). As 
recently chronicled in West Africa (Ndehedehe et al. 2016b; 
Nka et al. 2015), wet conditions and flood phenomenon in 
some Sahelian catchments are becoming more frequent and 
severe. While the recovery of monsoon rainfall and the con-
tinued increase in the occurrence of extreme weather events 
will unavoidably trigger large changes in the region’s TWS, 
more flood-related investigations are required to understand 
the vulnerability of the region to extreme wet conditions.

Eco‑hydrological processes

Ecosystem dynamics

Studies of ecosystem dynamics in Africa are gradually 
emerging (e.g., Knauer et al. 2014; Hély et al. 2006) and 
show an increasing evidence of some level of disturbance. 
The decline of primary production, widespread desertifica-
tion, and land degradation are, for example, well-known 
fallouts of unprecedented droughts and water deficit condi-
tions in the region (e.g., Shiferaw et al. 2014; Bader and 
Latif 2011; Tucker et al. 1991). A recent study on Sahelian 
annual vegetation growth and phenology by Pierre et al. 
(2016) shows that drought shortened the mean vegetation 
cycle and reduced its amplitude. They argued further that 
despite the recovery of rainfall in the 1990s, the current 
conditions for green and dry vegetation are still below pre-
drought conditions. It is mentioned in Lovett et al. (2005) 
that climate change will have major impacts on biodiversity 
with increased social consequences arising from ecologi-
cal disturbance. This, as they have further highlighted, will 
have considerable implications on the continent’s readiness 
to alleviate poverty and meet the Millennium Goals. Large 
segments of the West African region are heavily reliant on 
rainfed agriculture, making the impacts of climate variability 
on freshwater, vegetation dynamics, and weather conditions 
more deleterious and devastating in the region. As it turns 
out, economic development is hampered by strong hydrolog-
ical variability caused by the impacts of climate variability 
in the region (e.g., Brown and Lall 2006). This may lead to 
critical water infrastructure which needs to help mitigate 
the impacts of hydrological variability on food production 
and livelihood.

Hydrological indicators for surface vegetation dynamics

Numerous studies in the past have used various remotely 
sensed precipitation and soil moisture products to investigate 
the water-driven variability of surface vegetation (see, e.g., 
Guan et al. 2014; Knauer et al. 2014; Chen et al. 2014; Segh-
ieri et al. 2012; Huber et al. 2011; Do et al. 2005; Nicholson 

http://abcnews.go.com/International/wireStory/official-200-dead-sierra-leone-floods-49204542
http://abcnews.go.com/International/wireStory/official-200-dead-sierra-leone-floods-49204542
http://abcnews.go.com/International/wireStory/official-200-dead-sierra-leone-floods-49204542
http://news.nationalgeographic.com/2017/08/sierra-leone-mudslide-deadly-video-spd/
http://news.nationalgeographic.com/2017/08/sierra-leone-mudslide-deadly-video-spd/
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et al. 1990). Because of the complex combination of environ-
mental, social, and multiple strings of anthropogenic factors 
in Africa, these products are somewhat restricted as drivers 
of vegetation dynamics. To this end, a new hydro-geodetic 
approach to understanding the water-driven variability of 
surface vegetation (the normalized difference vegetation 
index (NDVI) used as a vegetation proxy) using terrestrial 
water storage (TWS) inverted from Gravity Recovery and 
Climate Experiment (more details provided in “Gravity 

recovery and climate experiment” section) data is explored 
in this section. To examine the suitability of other hydrologi-
cal indicators (e.g., GRACE-derived TWS) for the assess-
ment of climate impacts on eco-hydrological processes, this 
section evaluates the NDVI–rainfall and NDVI–TWS rela-
tionships with focus on the Lake Chad basin. As illustrated 
in Fig. 4a, b, TWS is modestly associated with NDVI at the 
annual scale unlike rainfall, which indicated a somewhat 
weak association with NDVI. A considerably strong linear 

Fig. 4  Association of temporal series of NDVI with TWS and rainfall 
during the 2003–2013 period in Lake Chad basin—LCB (latitudes 
8.25◦N−20.25◦N and longitudes 9.75◦W−20.25◦E ). a, b Correlations 
of annual departures of aerial averaged NDVI with TWS and tropi-
cal rainfall measuring mission (TRMM)-based precipitation. Before 
computing the annual departures, the annual data (NDVI, precipita-

tion, and TWS) were aggregated from their corresponding monthly 
time series. c, d Correlations of monthly departures of NDVI with 
TWS and TRMM-based precipitation. e, f Spatial correlation coef-
ficients of NDVI with TWS and rainfall, respectively, over the LCB 
using simple Pearson’s correlation (N/B the scale bar indicates the 
range of correlation coefficients, i.e., − 1 to + 1
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correlation of monthly temporal series of NDVI with TWS 
( r = 0.83 ) and rainfall ( r = 0.72 ) is largely indicative of the 
coupled effects of water availability on surface vegetation 
changes (Fig. 4c, d). Since changes in TWS components 
in the Sahelian countries are most likely to emanate from 
catchment stores (e.g., soil moisture, groundwater, etc.), the 
strong association of temporal series in NDVI with TWS 
would be expected. For semiarid ecosystems, the GRACE 
hydrological signals are changes in the terrestrial water col-
umn that includes both the saturated and unsaturated soil 
zones. Moisture changes in this unsaturated zone as men-
tioned in Yang et al. (2014) are relatively more sensitive to 
the impacts of climate variability. Consequently, GRACE-
derived TWS changes would mostly be observed moisture 
changes within the unsaturated zone where the root zone is 
located. Hence, the result in Fig. 4a–d presents TWS as a 
rather suitable hydrological indicator on the temporal vari-
ations of NDVI in the region. Other land surface processes 
associated with vegetation dynamics (e.g., evapotranspira-
tion) and the soil characteristics of the region (e.g., Lopez 
et al. 2016) may contribute to TWS as a better predictor of 
vegetation dynamics compared to rainfall in the basin. The 
observed associations of NDVI with rainfall and TWS as 
indicated in Fig. 4a–d may be dynamic depending on the 
trajectory of human interference (i.e., in terms of land use 
change) in the ecosystem and climate change. Such relation-
ship nonetheless provides new perspectives on the ecology 
of semiarid regions in Africa.

The grid-by-grid relationship of monthly NDVI with 
TWS and rainfall also indicates the strong potential of TWS 
and rainfall as hydrological controls in the region (Fig. 4e, 
f). Overall, TWS shows linear and a more consistent asso-
ciation with NDVI over the entire basin compared to rain-
fall. For example, TWS shows strong positive correlations 
with NDVI in the northern and southern catchments of the 
basin (Fig. 4e), while rainfall shows negative correlations 
with NDVI (Fig. 4f) in the northern catchment of the basin 
(rainfall also shows positive correlations with NDVI in the 
southern flank of the basin). The negative correlations of 
rainfall with NDVI in this northern catchment (Fig. 4f) sug-
gest that NDVI still oscillates during long and protracted 
periods of limited rainfall. This perhaps can be caused by 
the physiological adaptations of Sahelian vegetation where 
root depth extends to the water table region (Huber et al. 
2011; Seghieri et al. 2012). The only indicator of water 
availability would therefore be soil moisture and other com-
ponents of catchments stores, which are all represented in 
TWS. Looking closely, correlations of NDVI with rainfall 
are predominantly 0.70 or less between latitudes 9◦N and 
13◦N unlike the NDVI–TWS correlations that are mostly 
between 0.80 and 1.0 (Fig. 4e, f). NDVI correlations with 
TWS are, moreover, even stronger in the vicinity of the Lake 
Chad. The strong association of NDVI with TWS in some 

parts of southern Chad and northeast Nigeria could be due 
to changes mostly within the unsaturated soil zone. On the 
other hand, given that arid and semiarid regions are mostly 
groundwater-dependent ecosystems, this relationship may 
suggest complex water use mechanisms, possibly from 
groundwater (e.g., Guan et al. 2015). The development of 
such complex eco-hydrological interactions is more likely 
to emanate from the morphological and physiological adap-
tations of plants in arid regions that help them maximize 
water use. It is also critical to note that surface vegetation 
dynamics of some Sahelian ecosystems are not just driven by 
climatic factors as anthropogenic influence has been linked 
to observed changes in vegetation greenness (e.g., Herrmann 
et al. 2005). It is worthy of note that both at the annual and 
monthly timescales, TWS is a relatively better indicator of 
water availability compared to rainfall in LCB, suggesting 
that interannual variations in TWS can influence crop yield. 
In such arid regions where rain gauge data and hydrological 
information are considerably sparse and difficult to acquire, 
this could further articulate our understanding of the impacts 
of climate variability on agricultural production and food 
security.

The role of human interventions on terrestrial 
hydrology

Anthropogenic factors such as land use change and dam 
constructions have contributed to freshwater variability. 
For instance, the impacts of reservoirs and construction of 
dams along most of the world’s major rivers have dramati-
cally change the seasonal flow rates and trends in stream 
flow rates (e.g., Dai et al. 2009; Yang et al. 2004; Lam-
mers et al. 2001). Human-induced changes in the ecosystem, 
accompanied by long-term rise in water tables and increase 
in recharge, were reported for southeast Australia and south-
west USA (see Scanlon et al. 2005; Allison et al. 1990). In 
West Africa, despite the severe drought conditions of the 
1970s and 1980s, extensive network of well observations 
revealed that groundwater resources and water table in Niger 
increased tremendously (Favreau et al. 2009; Leduc et al. 
1997, 2001). This hydrological paradox, popularly known 
as the “Sahelian paradox,” was attributed to a change in land 
clearing and changes in land use, which caused an increase 
in runoff (Descroix et al. 2009; Favreau et al. 2009; Séguis 
et al. 2004). Apparently, this phenomenon has also been 
observed in other Sahelian countries of West Africa (see, 
e.g., Gal et al. 2017; Mahé and Paturel 2009; Mahé and 
Olivry 1999) and new studies attempting to understand this 
hydrologically complex scenarios are emerging (e.g., Gal 
et al. 2017). Although Descroix et al. (2009), in addition, 
argued from a hydrological stand point that this observed 
anomaly could possibly emanate from the hydraulic conduc-
tivity of the soil and its infiltration capacity, Li et al. (2007) 
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confirmed the impacts of land use change on the hydrologi-
cal regimes of Niger and Lake Chad basins. They showed 
that complete deforestation increased simulated runoff ratio 
from 0.15 to 0.44 and annual stream flow by 35–65%. The 
overwhelming litany of evidence from these considerable 
case studies may lead to the assumption this phenomenon 
is typical of the Sahel. But this appears not to be the case 
as a closer look at these Sahelian paradox studies indicate 
they were conducted at considerably small watershed scales 
(e.g., 500 km2 and 5000 km2 ). Other hydrological assump-
tions could lead to the conclusion that this is how the Sahel 
responds to the composite impacts of water deficit and land 
use change. A large-scale groundwater assessment from 
combined GRACE and model observation therefore could 
provide a broader perspective and perhaps more knowledge 
on this hydrological phenomenon and the hydrodynamics of 
the region. Such assessment can benefit from the multivari-
ate methods discussed in “Higher-order statistical tools and 
frameworks for spatiotemporal analysis of hydrometeoro-
logical data” section.

Some recent contributions in the field of remote sens-
ing hydrology to water resources development in West 
Africa have shown how deliberate human interventions can 
induce hydrological variability. For instance, Ndehedehe 
et al. (2017a) recently found that water ponding by the Ako-
sombo Dam in the Lake Volta accounted for about 41% of 
the increasing trend in GRACE-TWS despite an apparent 
significant decline in precipitation between 2002 and 2014. 
The observed increased in TWS over the Volta Basin despite 
a significant fall in more than a decade precipitation during 
the same period (e.g., Ndehedehe et al. 2017a; Moore and 
Williams 2014; Ahmed et al. 2014) re-emphasizes the impli-
cations of human water management strategies on hydrol-
ogy. The installations of hydraulic infrastructures in Senegal 
triggered rapid evolution of water resources as opposed to 
the 1980s when hydrological conditions were rather natural 
(Ngom et al. 2016).

The contraction of the Lake Chad’s surface area was 
primarily caused by strong declines in regional precipita-
tion patterns, restricting inflow from Chari–Logone river 
systems, which provide about 95% freshwater of the Lake. 
However, as indicated in several studies (see, e.g., Nde-
hedehe et al. 2016b; Birkett 2000; Coe and Foley 2001), 
water withdrawals from the Lake for irrigation purposes 
during water deficit periods compounded the effects of 
extreme droughts, resulting in about 90% decline of the 
Lake’s surface area (Fig. 3). Apparently, this underscores 
the role of human activities in not only exacerbating the 
impacts of climate variability but also reshaping the sta-
bility of Lake’s ecosystem. The human-modified droughts 
of the Lake Chad basin are typical of the Anthropocene, 
where various forms of human activities impact on catch-
ment storage, soil properties, and hydrological processes, 

thereby modifying hydrological drought severity. Van Loon 
et al. (2016), for example, argued generally that urbaniza-
tion impacts on recharge and infiltration rates, while soil 
moisture is influenced by deforestation, afforestation, deser-
tification, and agricultural practices through evapotranspi-
ration. In view of the aforementioned case studies, it can 
be reconciled that the combine effects of climate variations 
and human interventions, conjugated with the well-known 
strong land–atmosphere coupling in the region (e.g., Boone 
et al. 2009; Koster et al. 2004), will unarguably result in 
strong and profound influence on water resources systems 
and hydrological processes.

Earth observations and model simulations 
in terrestrial hydrology

Advances in remote sensing hydrology evidenced in new 
space-borne measurements in particular have made it pos-
sible to provide reliable estimates of precipitation, soil 
moisture, streamflow, lakes, soil moisture, glaciers and ice 
sheets, etc., from orbiting platforms (see, e.g., Petropoulos 
et al. 2015; Alsdorf et al. 2007; Lettenmaier 2005). Numer-
ous studies (see, e.g., Agutu et al. 2017; Carrao et al. 2016; 
Funk et al. 2015; Dardel et al. 2014; Chen et al. 2014; Zhou 
et al. 2014; Du et al. 2013; Wagner et al. 2009; Sheffield 
et al. 2009; Tucker et al. 1991) have demonstrated the innate 
potentials of satellite data obtained from several remote 
sensing platforms such as optical, thermal, and microwave, 
in drought monitoring, land use change, regional water bal-
ance, and hydrological applications.

Multi‑resolution data in land surface hydrological 
studies

Global reanalysis (e.g., Modern-Era Retrospective Analysis 
for Research and Applications—MERRA) and model data 
(e.g., WaterGap Global Hydrology Model—WGHM, CPC 
soil moisture, Global Land Data Assimilation System—
GLDAS, etc.) driven by observed meteorological forcing 
data have also been introduced in understanding global 
changes in climates and hydrological cycle (see, e.g., Döll 
et al. 2014; Rienecker et al. 2011; Rodell et al. 2004; Fan 
and Dool 2004; Dirmeyer et al. 2004). The WGHM model 
data provide estimates of groundwater recharge from sur-
face water bodies in semiarid and arid regions (Döll et al. 
2014), while global reanalysis such as the MERRA data 
provides atmospheric fields, water fluxes, and global esti-
mates of soil moisture, which are very useful in land surface 
hydrological studies (Rienecker et al. 2011; Reichle et al. 
2011). With the rapid upsurge in wireless and smartphone 
technologies; unmanned drones, aerial vehicles, and teth-
ered balloons, scientists can now archive estimates of daily 
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average rainfall, temperatures, floods; map snow depths; and 
monitor other critical hydrological quantities such as chan-
nel depth (McCabe et al. 2017). These sophisticated sens-
ing platforms provide the remote sensing community and 
hydrologists with a plethora of opportunities to develop new 
frameworks that advance and facilitate our understanding of 
global changes in hydro-climatic conditions.

Be it satellite, model, or reanalysis data, their applica-
tions have enhanced and revolutionized our knowledge of 
hydrological cycle, water availability, and global change. 
For example, using a model soil moisture driven by a hybrid 
reanalysis–observation forcing dataset, Sheffield and Wood 
(2008) reported a small wetting trend in global soil moisture 
(1950–2000) that was attributed to increasing precipitation. 
Based on new data from the WaterGAP integrated global 
water resources model, Brauman et al. (2016) recently found 
periodic water shortage in 71% of world irrigated areas and 
47% of large cities suggesting that water security depends 
largely on reducing society’s vulnerability to water short-
ages. Multiple satellites and model data have been combined 
to produce a comprehensive indicator that provides balance 
for characterization while reflecting aspects of meteoro-
logical, agricultural, and hydrological drought information 
(e.g., Mishra et al. 2015; Niu et al. 2015; Du et al. 2013; 
Vicente-Serrano et al. 2012; Corzo Perez et al. 2011; Shef-
field and Wood 2008). A new multivariate drought frame-
work based on a fourth-order cumulant statistics (Ndehedehe 
et al. 2016c) also demonstrated the potentials of integrat-
ing multiple climate variables (in situ, model, and satellite 
data) in hydrological drought characterization, contributing 
to a broad framework of existing methods (“Higher-order 
statistical tools and frameworks for spatiotemporal analy-
sis of hydrometeorological data” section). Even in a more 
recent study in East Africa (Agutu et al. 2017), a suite of 
remote sensing, land surface models, and reanalysis prod-
ucts showed strong potential for agricultural drought char-
acterization, providing alternatives for the in situ data defi-
cient region. Validated satellite precipitation (e.g., Tropical 
Rainfall Measuring Mission) and soil moisture products 
have been used to study meteorological processes and map 
surface soil moisture conditions in West Africa (e.g., Paeth 
et al. 2012; Pellarin et al. 2009; Nicholson et al. 2003). Net 
precipitation and other water budget quantities (e.g., rainfall, 
evapotranspiration, etc) estimated from Global Precipitation 
Climatology Center, ERA-interim, and GLDAS data over 
West Africa during the 1979–2010 period were analyzed 
recently by Andam-Akorful et  al. (2017) using wavelet 
power transforms and coherence analysis. One significant 
aspect of the findings of the study is that observed decreas-
ing rate of available freshwater (net precipitation) is highly 
coupled to a low-frequency modulating El Niño activity that 
induced lower changes in rainfall variance, as well as higher 
evaporation variance. Put together, these are some obvious 

indications of the opportunities that exist for large-scale 
hydro-climatic research that leverage on satellite programs 
and other multi-resolution data.

However, some of these datasets are problematic in West 
Africa as their skills in representing land surface and state 
variables (e.g., soil moisture) are restricted due to various 
human interventions, e.g., land use change, surface water 
developments (Ndehedehe et al. 2018b), and the factors 
mentioned earlier in “Limited observational networks” sec-
tion. For this reason, hydrological research in West Africa 
may tend to benefit more from independent state-of-the-
art satellite observations, e.g., the Gravity Recovery and 
Climate Experiment. This is because the lack of sufficient 
in situ data for regional configurations and adequate initiali-
zation of outputs from hydrological models and reanalysis 
data for hydrological applications results in limited skills 
and poor representation of the West African land surface and 
hydrological state variables. Hence, the continued evalua-
tion and validation of space-borne measurements and out-
puts from model simulations to assess regional water cycle 
should be given attention.

Gravity recovery and climate experiment

The Gravity Recovery and Climate Experiment (GRACE, 
Tapley et al. 2004) is a sophisticated time variable satellite 
gravity mission, comprising two identical satellites in near-
circular orbits with an altitude of ∼ 500 km and an inclina-
tion angle of 89.5◦ that are separated by ∼ 220 km (Fig. 5). 
Unlike optical remote sensing platforms, which use visible, 
near-infrared, and short-wave infrared sensors to collect 
details of the earth surface, the two GRACE satellites use 
the satellite-to-satellite tracking system (Fig. 5). Each of the 
GRACE satellites is further equipped with a K-band micro-
wave ranging system and high-precision accelerometers. 
Changes in the Earth’s gravity field are caused mostly by 
dynamic processes that include mass redistribution of water 
(i.e., continental water storage, ocean, and atmosphere), 
gravitational tide in the solid Earth, post-glacial rebound, 
and variations in Antarctic and Greenland ice volumes 
(e.g., Swenson and Wahr 2002; Wahr et al. 1998). Accurate 
observations of these gravity fields are obtained from pre-
cise measurements of the distance between the two GRACE 
satellites as they orbit the Earth (see, e.g., Chen et al. 2005; 
Swenson and Wahr 2002; Wahr et al. 1998).

Since its inception, GRACE has given an unparalleled 
perspective to global terrestrial hydrology by providing 
quantitative estimates of monthly changes in TWS (soil 
moisture; groundwater; surface water—lakes, rivers, wet-
lands; snow; and canopy) over large spatial scales. Because 
of its spatial resolution (200,000 km3 ), the dynamics in mul-
tilayered land water storage (i.e., all aspects of TWS) can 
be measured at global or regional scales with an accuracy 
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of 1.5 cm equivalent water height (Famiglietti and Rodell 
2013). Apart from its broad applications in droughts, floods, 
terrestrial water budget, and ecosystem assessments (see, 
e.g., Zhang et al. 2016; Ndehedehe et al. 2016c; Thomas 
et al. 2014; Long et al. 2014; Reager et al. 2014; Yang et al. 
2014; Long et al. 2013; Houborg et al. 2012; Chen et al. 
2010), it is now one of the most vital tools in hydrologi-
cal research, specifically in monitoring subsurface water 
storage, aquifer system processes, and evaluating ground-
water resources (see, e.g., Castellazzi et al. 2016; Famigli-
etti et al. 2015; Alley and Konikow 2015; Famiglietti and 
Rodell 2013; Alsdorf et al. 2010; Henry et al. 2011; Tiwari 
et al. 2009; Swenson and Wahr 2007). The applications of 
GRACE data in hydrology research globally are growing 
and well documented (e.g., Humphrey et al. 2016; Andam-
Akorful et al. 2015; Senay et al. 2014; Sneeuw et al. 2014; 
Ndehedehe et al. 2018c; Wouters et al. 2014, and the refer-
ences therein) and are only summarized here.

GRACE hydrological applications in West Africa

Early GRACE hydrological applications in Africa were 
mostly focused on other subregions (East, Central, and North 
Africa, e.g., Goncàlves et al. 2013; Awange et al. 2013a, b; 
Lee et al. 2011; Xie et al. 2012; Ramillien et al. 2008; Crow-
ley et al. 2006). However, GRACE-based hydrological stud-
ies are gradually emerging in West Africa (see Ndehedehe 
et al. 2018a, c; Werth et al. 2017; Ndehedehe et al. 2016a, 
2017b; Forootan et al. 2014; Lee et al. 2011; Henry et al. 
2011). With the validation of GRACE data in the region 
(Nahmani et al. 2012; Grippa et al. 2011; Hinderer et al. 

2009), more studies will be required to deploy GRACE 
observations in hydro-geological, groundwater, and clima-
tological studies in the region. The utility of GRACE data 
for identifying long-term regional changes in groundwater 
storage in southern Mali and Niger basin has been reported 
(Werth et al. 2017; Henry et al. 2011). The outcomes in 
the Niger basin and southern Mali indicate opportunities 
for assessing groundwater dynamics in other major river 
basins in West Africa. The developments and evolutions 
of GRACE-derived TWS over West Africa as highlighted 
in previous reports (“Understanding space–time GRACE 
hydrological signals” section) suggest complex hydrological 
processes for the humid parts due to the presence of surface 
waters, wetlands, and a considerably strong interannual rain-
fall (see Ndehedehe et al. 2017a; Ferreira and Asiah 2015; 
Moore and Williams 2014; Ahmed et al. 2014). An array of 
novel findings and interesting insights in the aforementioned 
areas has been reported recently (see, e.g., Ndehedehe et al. 
2016b, 2017a, b; Ferreira and Asiah 2015) and will advance 
essential aspects of research in remote sensing hydrology in 
the region.

Some recent perspectives on drivers of land water storage 
dynamics

The analysis of linear trends in yearly and monthly rainfall 
totals over West Africa (1980–2010) reveals that the Sahel 
rainfall has shown recovery marked by statistically signifi-
cant increase in annual totals (Sanogo et al. 2015). The 
leading modes of standardized precipitation index over 
West Africa were also marked by above-normal rainfall 

Fig. 5  Illustration of the Grav-
ity Recovery And Climate 
Experiment (GRACE) satellite 
mission. The two identical twin 
satellites popularly known as 
Tom and Jerry are linked with 
intersatellite ranging system and 
equipped with global position-
ing system receivers and atti-
tude sensors and high-precision 
accelerometers (Tapley et al. 
2004). The ranging system is 
super-sensitive and can detect 
separation changes about one 
tenth the width of a human 
hair over a distance of 220 km 
(NASA 2002). The GRACE sat-
ellites are designed to map the 
global gravity field every thirty 
days. Image adapted from http://
space info.com.au/2010/07/23/
gravi ty-missi on-down-under /

http://spaceinfo.com.au/2010/07/23/gravity-mission-down-under/
http://spaceinfo.com.au/2010/07/23/gravity-mission-down-under/
http://spaceinfo.com.au/2010/07/23/gravity-mission-down-under/
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(wet conditions) mostly between 1990 and 2014 over much 
of the Sahel (Ndehedehe et al. 2017b). These positive 
trends in rainfall coincide with some significant wetting 
patterns in observed long-term model derived land water 
storage over much of the Sahel (Ndehedehe et al. 2018b). 
Although the 2002–2006 period was somewhat dry in most 
regions of West Africa due to reduced precipitation, the 
extreme wet conditions of the 2006–2007 period caused 
by La Ñina triggered anomalous increase in Lake Volta 
water levels and GRACE-derived TWS over most parts 
of West Africa (e.g., Ndehedehe et al. 2016a). Regard-
less of precipitation trends, GRACE-derived TWS has 
shown strong dominant patterns along the Guinea Coast 
countries of West Africa and significant increase over the 
entire region during the last decade (e.g., Ndehedehe et al. 
2016a; Ahmed et al. 2014). These results align with a more 
recent GRACE study in the Niger basin, which reported an 
estimated linear rates of 93 ± 61 km3 in groundwater stocks 
between 2003 and 2013 (Werth et al. 2017).

As illustrated further in basin-specific studies (Fig. 6a–d), 
estimated trends in GRACE-derived TWS anomalies 
using the basin scale approach of Swenson and Wahr 
(2002) over Lake Chad ( 2.32 ± 1.17mm/year ), Niger 
( 5.81 ± 1.19mm/year ), Senegal ( 5.22 ± 1.02mm/year ), 
and Volta ( 13.06 ± 1.85mm/year ) basins indicate marked 
increase during the 2002–2014 period. The highest increase 
in TWS anomalies is observed over the Volta Basin due to 
strong gravimetric contributions caused by water ponding in 
the Akosombo Dam as highlighted in previous studies (see 
Ndehedehe et al. 2016a, 2017a; Moore and Williams 2014; 
Ahmed et al. 2014). In other basins nonetheless, these linear 
rates and trends (Fig. 6a–d) are largely perceived as a result 
of improved rainfall conditions over the same period. In light 
of the observed pseudo-rise and contributions of Lake Volta 
to TWS over the Volta Basin, which has been linked to water 
ponding by the Akosombo Dam (Moore and Williams 2014; 
Ahmed et al. 2014), understanding hydrological variabil-
ity of the basin became challenging. For instance, although 
precipitation, discharge from the Volta river system and net 

Fig. 6  Trends in GRACE-TWS anomalies over major river basins in 
West Africa for the period between 2002 and 2014. Trends in TWSA 
over a Lake Chad, b Niger, c Senegal, and d Volta Basins were esti-
mated using the basin scale approach described in Swenson and Wahr 
(2002). The GRACE (Tapley et  al. 2004) satellite mission provides 
changes in TWS (sum total of changes in groundwater, soil moisture, 

surface waters, and canopy) based on observations of the Earth’s time 
variable gravity fields (e.g., Ndehedehe et  al. 2016a; Wouters et  al. 
2014). The GRACE Release-05 (RL05) spherical harmonic coeffi-
cients from the center for space research (CSR), truncated at degree 
60, covering the period 2002–2014 were used to estimate TWS over 
these basins
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precipitation reduced significantly over a 10-year period 
that coincided with the GRACE period, TWS over the Volta 
Basin showed significant and considerable rise during the 
same period (see Ndehedehe et al. 2017a). By exploring a 
novel approach based on a two-step procedure that incorpo-
rates a weighted least squares formulation of global spheri-
cal harmonic analysis and cumulant statistics, a further step 
was undertaken by Ndehedehe et al. (2017a) recently, to 
quantify the contribution of Lake Volta to observed trend in 
GRACE-derived TWS over the Volta Basin (2002–2014). 
They showed that the observed decline in GRACE-derived 
TWS (i.e., after removing the strong gravimetric changes 
of the Lake Volta) was consistent with more than a decade 
decline in precipitation within the vicinity of the lower Volta 
Basin where the lake is located. This decline in precipitation 
over the Volta Basin also coincided with significant reduc-
tion in stream flows of the Volta river system and net precipi-
tation. It is here noted that large surface water development 
schemes such as the Lake Volta will have direct implications 
in water budget assessment. Hence, the combined impacts 
of anthropogenic, climatic, and natural drivers (e.g., natural 
climate variability) are challenging issues that require an 
integration of science and policy in water resources plan-
ning in the basin.

Whereas rainfall at interannual and seasonal timescales 
drives TWS in West Africa (Ndehedehe et al. 2016a), driv-
ers of hydrological variability are somewhat unclear in the 
Congo Basin (i.e., much of Equatorial Africa). The drying 
trends observed in the northern Congolese forest were found 
to be generally consistent with declines in rainfall, TWS, and 
aboveground woody and leaf biomass (Zhou et al. 2014). 
But observed declines in TWS in three sub-basins (Congo, 
Ubangi, and Sangha) of the Congo river basin during the 
2003–2012 period were attributed to deforestation (Ahmed 
et al. 2014). Pioneer GRACE results over the Congo Basin 
showed that it lost about 280 km3 of water between April 
2002 and May 2006 largely caused by a loss in runoff and 
evapotranspiration (Crowley et al. 2006). One may therefore 
argue that the hydrological conditions of the Congo Basin 
and much of Central Africa are somewhat complex. Apart 
from non-climatic drivers, the local influence of sea sur-
face temperature (SST), atmospheric circulation features, 
and mesoscale convective systems, which regulate rainfall 
through their control on the rain belt, have also been reported 
(e.g., Farnsworth et al. 2011; Balas et al. 2007). The Congo 
Basin is an epic biodiversity that houses the world’s sec-
ond largest rainforest. As highlighted by Washington et al. 
(2013), the basin is among the three prominent convective 
regions on Earth that dominates global rainfall climatology 
during transition seasons. Its hydrological characteristics, 
nonetheless, are less reported compared to the Amazon basin 
where a relatively large inventory of hydrology-related stud-
ies exists (Alsdorf et al. 2016). Hence, more studies will be 

required to build a concrete contemporary understanding of 
hydrological processes, climate feedbacks, and interactions 
in the region’s biophysical systems.

The influence of global climate on terrestrial water storage

Considerable case studies in the past have investigated the 
impacts of perturbations of the nearby oceans, quasi-peri-
odic phenomena (e.g., ENSO), and other low-frequency 
climate oscillations on precipitation changes in Africa. 
While such impacts have been widely reported and less 
debated, the role of global climate on long-term terrestrial 
water storage (TWS) has not been studied. Only recently 
was the influence of three prominent climate teleconnection 
indices (ENSO, AMO, and IOD) on GRACE-derived TWS 
and global reanalysis data documented over West Africa by 
Ndehedehe et al. (2017b). The study revealed that ENSO 
and other low-frequency climate oscillations of the Atlantic 
Ocean (AMO) are important drivers of long-term variations 
in TWS, affecting its distributions and temporal changes. 
Prior to this, some pioneering studies (see Phillips et al. 
2012; Boening et al. 2012) drew the attention of the hydro-
logical community to the impacts of ENSO on global mean 
sea level and continental water storage. In other reports (e.g., 
Sheffield and Wood 2008), variations in global soil mois-
ture have been associated with variabilities in ENSO, though 
AMO supposedly impacts soil moisture variations in other 
regions including West Africa. Interestingly, ENSO, AMO, 
and PDO among other climate modes play key roles in the 
characteristics of extreme climatic conditions in West Africa 
(e.g., Ndehedehe et al. 2016b, c; Paeth et al. 2012).

Furthermore, new results re-emphasizing and validating 
the influence of ENSO on variations in TWS are emerging 
(e.g., Ni et al. 2017). The study by Ndehedehe et al. (2018b) 
found ENSO-related equatorial Pacific SST fluctuations as a 
major teleconnection with considerable significant associa-
tion with long-term TWS reanalysis data over large portions 
of sub-Saharan Africa. ENSO is arguably one of the leading 
modes of oceanic variability that explains variability in TWS 
as the aforementioned studies suggest. However, for West 
Africa, there are other climate oscillations of the Atlantic 
SST that are also important drivers of long-term variations 
in TWS. The observed presence of AMO-driven TWS in 
much of the Sahel and Guinea Coast regions and the mod-
est association between variabilities in Atlantic Meridional 
Mode and TWS over West Africa suggest the important 
role of Atlantic SST variability in the region (Ndehedehe 
et al. 2017b, 2018b). Away from these large-scale climate 
teleconnection impacts, Hoff (2009) identified some bio-
physical, socioeconomic, and institutional teleconnections 
that exist within global water systems. These teleconnections 
whose characteristics have been detailed in the aforemen-
tioned synopsis, link causes, and effects on water resources 
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remotely and may lead to serious disturbance and perhaps a 
breakdown of water-dependent socio-ecological systems. As 
anthropogenic factors also play key roles in the dynamics of 
global water systems (“Earth observations and model simu-
lations in terrestrial hydrology” section), water management 
decisions will have to embrace dynamic policy solutions 
and meaningful decisions that integrate both climate and 
human factors.

The future of satellite geodetic missions 
in hydrology

Apart from the growing applications of GRACE observa-
tions in hydrology and Earth science, other sustained invest-
ments in satellite geodetic programs have provided large 
coverage of dynamics in terrestrial water bodies. For exam-
ple, measurements obtained from interferometric synthetic 
aperture radar (InSAR), radar altimetry (TOPEX/Poseidon), 
ERS satellites, Envisat and Jason1 missions, Ice, Cloud and 
land elevation satellite (ICESat), Shuttle Radar Topography 
Mission (SRTM), Global Positioning System (GPS), Japan’s 
Advance Land Observing Satellite (ALOS), among others, 
have proved to be useful in understanding the impacts of 
climate variability on the temporal and spatial dynamics 
of surface water resources (e.g., Tourian et al. 2017; Nde-
hedehe et al. 2017a; Lee et al. 2014; Alsdorf et al. 2001, 
2003, 2007; Frappart et al. 2006; Lettenmaier 2005; Birkett 
1995, 2000). All of these satellite programs and global land 
surface schemes have ignited a plethora of scientific find-
ings that are not only informative but also useful for public 
policy and management decisions related to water resources 
(e.g., Ndehedehe 2017). Currently now streaming is the use 
of InSAR data not just for detecting land subsidence but 
assessing groundwater abstraction-induced drought (e.g., 
Castellazzi et al. 2016). Some other novel application areas 
would be to integrate GRACE observations with InSAR to 
monitor human-induced changes in groundwater aquifers 
and predict the likelihood of surface displacements in areas 
with long history of mining operations and groundwater use. 
Moreover, such independent observations would be essential 
in the Sahel of West Africa to address the widely reported 
hydrological paradox of increasing groundwater stocks dur-
ing drought periods.

The previous GRACE mission came to an end in December 
2017 after more than 15 years of gravity observations across 
the globe. It was replaced by the launch of a new-generation 
time variable gravity satellite pair, the GRACE Follow-On 
(GRACE-FO) mission in May 22, 2018. In non-industrialized 
regions where hydrological infrastructures and observational 
networks are in decline, non-operational or sparse (e.g., Als-
dorf et al. 2003; Alsdorf and Lettenmaier 2003), the GRACE-
FO mission would be the only operational, state-of-the-art, 

and most sophisticated gravity mission that would benefit 
hydrological and climate research. The anticipated finer spa-
tial resolution of GRACE-FO mission would allow not just 
the quantification of the terrestrial water budget components 
but the closure of water balance with limited uncertainties. 
The new spatial resolution would be the aftermath of an opti-
mized system design and the inclusion of an experimental laser 
ranging system to complement the K-band microwave ranging 
system in the previous GRACE mission.

Another future space agency mission currently under devel-
opment and scheduled to be launched by 2020 as published 
by National Aeronautics and Space Administration (NASA, 
www.jpl.nasa.gov/missi ons/surfa ce-water -and-ocean -topog 
raphy -swot) is the Surface Water and Ocean Topography 
(SWOT) mission. The SWOT mission is expected to provide 
detailed measurements of surface water storage variations (i.e., 
wetlands, lakes, or reservoirs), complementing the GRACE 
mission. As indicated in the SWOT mission document (https ://
swot.jpl.nasa.gov/files /swot/SWOT_MSD_12020 12.pdf), the 
scientific rationale for the development of SWOT is twofold. 
Firstly, to make high-resolution, wide-swath altimetric meas-
urement of the ocean surface topography that will advance the 
understanding of the oceanic mesoscale and sub-mesoscale 
processes. Secondly, the quest for a mission that will meas-
ure the elevation of water on land that will boost fundamental 
advances in the knowledge of the spatiotemporal distribution 
of the storage and discharge of terrestrial water. Neverthe-
less, some other space agency missions relevant to hydrology 
have also been flagged for deployment in the coming years. 
They include Water Cycle Observation Mission (WCOM) and 
NASA’s ICESat-2 (Ice, Cloud, and land Elevation Satellite). 
WCOM is expected to be launched by 2020 and is designed to 
measure snow water equivalent, soil moisture, precipitation, 
atmospheric water vapor, and other state variables, while ICE-
Sat-2 is primarily designed to map ice sheet, and in addition 
monitor surface water elevations (e.g., McCabe et al. 2017). 
ICESat-2 is the second generation of the laser altimeter ICE-
Sat mission and is optimized to use a micro-pulse multi-beam 
approach. It is scheduled for launch by 2018 to determine ice 
sheet mass balance as well as cloud property information, pro-
vide topography and vegetation data around the globe, plus the 
polar-specific coverage over the Greenland and Antarctic ice 
sheets (see https ://icesa t.gsfc.nasa.gov/).

Higher‑order statistical tools 
and frameworks for spatiotemporal analysis 
of hydrometeorological data

The plenitude of several available climate, hydrological, 
or gravimetric data, be it in the form of satellite observa-
tions, reanalysis, or model-generated products, has enhanced 
the continuous monitoring of land surface conditions, 

http://www.jpl.nasa.gov/missions/surface-water-and-ocean-topography-swot
http://www.jpl.nasa.gov/missions/surface-water-and-ocean-topography-swot
https://swot.jpl.nasa.gov/files/swot/SWOT_MSD_1202012.pdf
https://swot.jpl.nasa.gov/files/swot/SWOT_MSD_1202012.pdf
https://icesat.gsfc.nasa.gov/
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biodiversity, weather, and natural systems. During the last 
decade, these data have been considerably employed across 
the globe to study various forms of droughts (meteorologi-
cal, agricultural, and hydrological), floods, ecological pro-
cesses, and in the characterization of critical hydrological 
metrics, among others (see, e.g., Agutu et al. 2017; Nde-
hedehe et al. 2016c; Van Loon et al. 2016; Velicogna et al. 
2015; Sheffield et al. 2014; Zhou et al. 2014; Thomas et al. 
2014; Long et al. 2014; Reager et al. 2014; Yang et al. 2014; 
Vicente-Serrano et al. 2012; Sheffield and Wood 2008; 
Koster et al. 2004). However, the need to understand and 
localize the multiple and growing climate signals is now in 
the forefront of climate science. This interest in regionalis-
ing hydro-climatic signals at various time and geographic 
(e.g., global and regional) scales is increasing and has 
resulted in several applications of multivariate techniques 
such as principal component analysis (e.g., Preisendorfer 
1988) in the decomposition of climate data, geophysical sig-
nal separation, and drought analysis (e.g., Ndehedehe et al. 
2016a; Kurnik et al. 2015; Sanogo et al. 2015; Ivits et al. 
2014; Nicholson 2014; Santos et al. 2010; Bonaccorso et al. 
2003; Semazzi et al. 1988). Other approaches to drought 
variability and or forecasting however, along with improving 
general circulation model (GCM) predicted rainfall, have 

been studied (though less reported) using wavelets analysis, 
canonical correlation analysis, among others (e.g., Mehr 
et al. 2014; Okonkwo 2014; Kumar et al. 2013; Singh et al. 
2012; White et al. 2004).

Understanding space–time GRACE hydrological 
signals

Following some of the poor skills of global hydrologi-
cal models (e.g., Ndehedehe et  al. 2018b), advocating 
for the improved representation of the African land sur-
face and hydrological state variables (e.g., soil moisture) 
in these models and reanalysis data has been the basis of 
some emerging regional studies (e.g., Agutu et al. 2017). 
Whereas this can be considered a logical step that could 
promote hydrological research, more validation studies 
would be essential to further assess the uncertainties in these 
data, establishing their limits of reliability and use in the 
region. For example, the MERRA reanalysis and WaterGap 
model cannot reproduce the temporal variability as cap-
tured by GRACE-TWS owing to their limited skills in the 
Congo Basin unlike the Sahel and some Guinea Coast zones 
(Figs. 7a and  1a).

Fig. 7  Illustrating multivariate analyses of land water storage 
obtained from time-variable gravity observations, reanalyses data, 
and outputs from hydrological models. a Comparing the spatiotem-
poral patterns of MERRA (2002–2014) and WGHM-based TWS 
(2002–2009) products over West Africa with GRACE-derived TWS 
(2002–2014) based on PCA. The EOFs (right) and the correspond-
ing temporal patterns or PCs (left) are constructed similar to Fig. 2. 
The spatiotemporal patterns of GRACE-TWS here include Central 
African countries and much of the Congo Basin area (tropical West 

Africa—TWA). This map is fully adapted from Ndehedehe et  al. 
(2018b) with permission granted on the November 27, 2018. b The 
space–time patterns of GRACE-derived TWS over TWA using cumu-
lant statistics (e.g., Ndehedehe et al. 2016b; Cardoso and Souloumiac 
1993). The independent components (ICs) and spatial patterns are 
constructed similar to Fig.  8. The blue lines on the spatial patterns 
corresponding to the ICs are water bodies (rivers, lakes, and reser-
voirs)
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However, in addition to collaborating with local insti-
tutions for the provision of existing ground observations 
for parameterizations and validation purposes, the strong 
land–atmosphere interaction and the highly variable hydro-
logical conditions should be understood to make necessary 
adjustments in hydrological models. Understanding this var-
iability and its various drivers has been the basis of some of 
the author’s pioneering works in the region (e.g., Ndehedehe 
et al. 2016a, 2018b, c; Andam-Akorful et al. 2017). As the 
PCA method indicates (Fig. 7a), the two dominant modes of 
land water storage variability are found at the Guinea Coast/
Sahel regions and the Congo Basin area and are consistent 
with rainfall evolutions (Fig. 2). While the first mode of 
GRACE-TWS was largely precipitation driven, the strong 
dynamics of the Congo River accounted for more of the 
observed variability in GRACE hydrological signals (Nde-
hedehe et al. 2018b). A further assessment of independent 
patterns of TWS using cumulant decomposition techniques 
is illustrated in Fig. 7b. The regionalization of TWS using 
this technique has been very useful to understanding the 
evolutionary behavior of TWS in specific locations. As can 
be seen over the Volta Basin area (TWS-2, Fig. 7b and cf. 
Fig. 1), the rising trend in the time series associated with the 
spatial pattern is caused by water ponding of the Akosombo 
Dam in Ghana, contrary to other regions where temporal 
patterns are largely influenced by the annual rainfall pat-
terns (TWS-1 and TWS-3, Fig. 7b). Statistical decompo-
sition methods are helpful in identifying climatic drivers 
such as global teleconnections or other prominent hydro-
logical signals, e.g., variability in groundwater for semiarid 
regions of the world with massive groundwater abstraction. 
Space–time evolutions of state variables are essential for 
improved understanding of variability. The application of 
these statistical methods on GRACE-derived TWS could 
become the most efficient approach to quantify and assess 
the interplay among notable drivers, which include climate 
change, natural, and human-induced changes that contrib-
ute to variations in freshwater stocks. For example, this was 
demonstrated by Ndehedehe et al. (2018b) who applied PCA 
to regularized TWS and sea surface temperature anomalies 
and subsequently used the canonical scheme (canonical cor-
relation analysis) to assess the coupled variability of dynam-
ics in land water storage with SST anomalies. Furthermore, 
multivariate techniques are also very handy in isolating spe-
cific hydrological signals like those emanating from major 
lakes with strong gravimetric variations (e.g., Ndehedehe 
et al. 2017a).

Drought characterization and regionalization

To improve the regionalization of drought signals at dif-
ferent aggregation scales, a fourth-order cumulant statis-
tics, the independent component analysis (e.g., Cardoso 

and Souloumiac 1993; Cardoso 1991) was recently intro-
duced in region-specific case studies (see Ndehedehe et al. 
2016b, c). This cumulant-based approach to the analysis of 
extreme hydro-climatic conditions has shown great skills in 
studying space–time developments of droughts compared 
to previous approaches (e.g., principal component analysis) 
of regionalizations and can be applied in other regions of 
the world. Theoretical and mathematical details of cumu-
lant statistics and its applications have been documented, 
and interested readers can see relevant studies (e.g., Car-
doso 1999; Cardoso and Souloumiac 1993; Cardoso 1991; 
Ndehedehe et al. 2016b, c). As illustrated in Fig. 8, the lead-
ing modes of standardized precipitation index (SPI) over 
West Africa are spatially distinct and in general create a 
dichotomy of extreme weather events between the semiarid 
Sahel and the humid coastal areas of West Africa. Drought 
amplitude and its variability in the region are unique depend-
ing on rainfall conditions and perhaps other climatic and 
human drivers. The notorious droughts of the early 1980s, 
for example, persisted in the Sahel at the 12-month aggrega-
tion scale compared to other regions of West Africa, though 
the tendency toward wet conditions has increased (with 
marked fluctuations). Such tendencies are due to recovery 
of rainfall in the 1990s and improved rainfall conditions 
during the last decade (Fig. 8). SPI temporal series aggre-
gated at 12-month scale are representative of hydrological 
droughts (e.g., Ndehedehe et al. 2016b, c; Li and Rodell 
2015; Vicente-Serrano 2006; Rouault and Richard 2003; 
Hayes et al. 1999). Hydrological droughts are usually peri-
ods characterized by prolonged deficits in rainfall. This often 
leads to reduced alimentation, desiccation, and depletion of 
lakes, reservoirs, stream flows, and, eventually, a decline in 
groundwater levels, depending on human response to water 
deficit conditions. This was the case in Lake Chad when 
protracted periods of hydrological droughts, accompanied 
with excess water withdrawals from the lake for agricul-
tural purposes, resulted in a humongous contraction of its 
surface area (Fig. 3). Further, in Fig. 8, this multivariate 
technique clearly marks out the hydrological drought con-
dition of the Congo Basin between 2003 and 2007 before 
it experienced the La Ñina upsurge later in 2007. It further 
shows that temporal evolutions of SPI over the Sahel are 
well associated with AMO unlike the SPI temporal patterns 
of other regions (Ndehedehe et al. 2017b). This approach 
supports location-specific assessment of large-scale impacts 
on extreme climatic conditions. Arguably, this could help 
reduce the polarizations surrounding the debates on extreme 
rainfall conditions and the roles of climate modes that induce 
it variability. This new multivariate technique in spatiotem-
poral drought analysis is more comprehensive and robust 
and contributes to a large framework for drought assessment 
that will complement existing methods.
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Conclusion

The deleterious impacts of unmitigated climate change in 
West Africa represent significant and considerable nega-
tive impacts on agriculture, hydropower, economic devel-
opment and result in ripple effects on the socioeconomic 
systems of the region. As most agricultural goods are 
produced in regions that are vulnerable to water-related 
impacts, this will have massive implications not just on 
the economy of West Africa but other regions of the 
world that indirectly consume the water resources of West 
Africa. Despite this strategic importance of West African 

countries to the global community, there are still consid-
erable and prominent gaps, however, in the knowledge 
of how global changes in climate impact on the region’s 
water resources systems. Not only is hydrology poorly 
understood, large-scale temporal and spatial dynamics in 
TWS, and a framework to characterize key hydrological 
metrics and extreme weather events are lacking in West 
Africa. As this review indicates, an increasing number 
of constraints, e.g., lack of robust investments in gauge 
measurements for meteorological and hydrological appli-
cations among other factors, combine to restrict the avail-
ability of in-situ observations for hydro-climatic research 

Fig. 8  Illustration of the spatiotemporal SPI (standardized precipita-
tion index) patterns over different hydrological zones of West Africa 
using 12-months gridded SPI values (adapted from Ndehedehe et al. 
2017b). The localized SPI values are based on McKee et  al. (1993) 
description and are computed using GPCP-based precipitation prod-
uct for the period 1979–2014 (SPI values are in standardized units). 
The localization of SPI was achieved by rotating significant orthog-
onal modes of 12-months SPI values using cumulant statistics (e.g., 
Ndehedehe et al. 2016b; Cardoso and Souloumiac 1993). SPI values 
for drought classification and characterization are jointly derived and 

interpreted together using the temporal evolutions of SPI (left) and 
their corresponding spatial patterns (right). AMO is associated with 
the characteristics of SPI over the Sahel region. Blue lines on the SPI 
spatial patterns are hydrological units (rivers, lakes, and other water 
bodies), while those on the temporal series are drought thresholds. 
SPI signals and soil moisture index have also been localized in basin-
specific studies over West Africa, where ENSO and several low-fre-
quency climate oscillations such as the PDO, Arctic Oscillation, and 
North Atlantic Oscillation were associated with drought characteris-
tics (see Ndehedehe et al. 2016c)
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that addresses the aforementioned issues. Advancements 
in space agency programs and sophisticated sensing plat-
forms undoubtedly have revolutionized terrestrial hydrol-
ogy research around the world. However, as opposed to 
other hydrological regions of the world (e.g., the Amazon 
basin) with considerable reports on hydrological pro-
cesses, similar studies over West Africa are conspicuously 
limited in the volumes of existing studies and catalog of 
hydrological journals.

Understanding the impacts of global climate on regional 
changes in terrestrial water system is warranted for few 
reasons: it will (i) support policy and risk management 
strategies, (ii) promote the need for management and 
sustainability of water resources, (iii) foster campaign 
on regional adaptation strategies in the event of extreme 
hydrological conditions, (iv) advance hydro-climate 
research in terms of optimizing climate and hydrological 
models, and (v) provide new perspectives on eco-hydro-
logical processes in West Africa. As this manuscript illus-
trates, opportunities for hydro-climatic research in West 
Africa that leverage on sustained investments in satellite 
geodetic programs exist. The potentials of satellite gravity 
observations, gauge and high spatial resolution satellite 
precipitation data in the region, are some opportunities to 
further assess the representation of the land surface and 
atmospheric states in global reanalysis models.

The highlights in this manuscript indicate that these 
geodetic programs (e.g., GRACE and radar altimetry 
missions), along with other remote sensing satellite mis-
sions, and auxiliary data synthesized by forcing global 
land surface models with historical meteorological data 
(reanalysis) have only within the last two decades ignited 
a plethora of scientific findings. These outcomes are not 
only informative but could be considerably useful for 
public policy and management decisions related to water 
resources. Given the poor density of groundwater bores 
and other observations, hydrological research in West 
Africa is expected to benefit immensely from independ-
ent space geodetic programs such as the GRACE mission. 
Limited skills in model outputs and poor representation 
of the West African land surface in reanalysis data are 
few notable constraints to large-scale terrestrial hydrol-
ogy-focused investigation in West Africa. Therefore, to 
improve our contemporary understanding of West Africa’s 
terrestrial hydrology, the continued evaluation/validation 
of these data (models and reanalysis) and space-borne 
measurements is advocated.
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Abstract
The changing climate is affecting the melting process of glacier ice and snow in Himalaya and may influence the hydro-
geochemistry of the glacial meltwater. This paper represents the ionic composition of discharge from Bilare Banga glacier 
by carrying out hydro-geochemical analysis of water samples of melting season of 2017. The pH and EC were measured 
on-site in field, and others parameters were examined in the laboratory. The abundance of the ions observed in meltwater has 
been arranged in decreasing order for cations as  Ca2+ > Mg2+ > Na+ > K+ and for anions as  HCO3

− > SO4
2− > Cl− > NO3

−, 
respectively. Analysis suggests that the meltwater is mostly dominated by  Ca2+ and  HCO3

−. It has been observed that the ionic 
concentration  HCO3

− is dominant and  Cl− is the least in the catchment. Piper plot analysis suggests that the chemical com-
position of the glacier discharge not only has natural origin but also has some anthropogenic input. Hydro-geochemical het-
erogeneity reflected the carbonate-dominated features  (Ca2+–HCO3

−) in the catchment. The carbonate weathering was found 
as the regulatory factor to control the chemistry of the glacial meltwater due to the high enrichment ratio of  (Ca2+ + Mg2+) 
against  TZ+ and  (Na+ + K+). In statistical approach, PCA analysis suggests that geogenic weathering dynamics in the catch-
ment is associated with carbonate-dominant lithology.

Keywords Bilare Banga glacier · Hydro-geochemistry · Cations · Anions · Carbonate weathering

Introduction

The Himalayan mountain region is one of the youngest 
chain of mountains having the world’s highest range and 
huge freshwater reserves as snow and glaciers that helps in 
sustaining the downstream population and ecosystem (Singh 
et al. 2016a, b; Shekhar et al. 2017). It holds hydrological 
importance because of the potential reserve of freshwater 

as glacier, lake and river (Schild 2008). Glaciers are consid-
ered as indispensable climatic indicator as well as natural 
resources (Maurer et al. 2016). The component of the gla-
ciers, such as snow and ice melting, considerably contributes 
to river flow at downstream, which is very crucial for the 
drinking, irrigation and hydropower generation (Lutz et al. 
2014). In general, extreme water discharge in summer season 
in this region is a result of enhanced melting of snow and 
glaciers at higher altitude (Singh et al. 2008). It has been 
reported that the freshwater bodies such as glacial meltwater 
and glacial lake are getting contaminated under the natural 
as well as anthropogenic activities (Kanakiya et al. 2014; 
Kotadiya and Acharya 2014), generating serious problem at 
the global scale (Iscen et al. 2008). The responsibility of the 
contamination has been attributed to changing climate and 
global warming (Szopińska et al. 2018), but there has been 
no established relationship due to scarcity of database. This 
has led to a serious concern at regional as well as global level 
about fate of the glaciers and future freshwater availability. 
The glacial locations are ideal sections for understanding the 
process of water–rock interactions and the natural influence 
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on the hydro-geochemistry as little interventions of human 
activities are noticed. The varying discharge of glacial melt-
water influences the ionic concentration and dissolved load 
in its river system that influences the hydro-geochemistry 
and water quality. The glacier dynamics and higher meltwa-
ter discharge influence the rate of erosion and hence the pro-
cess of physical and chemical weathering making it higher 
than the continental average. Therefore, it is very important 
for the prospective of changing water quality and needs to 
conduct research for recognizing the responsible factors for 
deteriorating water quality (Saleem et al. 2015; Vetrimuru-
gan et al. 2013; Zhu et al. 2013). Hydro-geochemistry of 
Himalayan glacial meltwater is helpful in understanding the 
weathering dynamics of glacial environment (Chauhan and 
Hasnain 1993; Singh and Hasnain 1998a, b; Sharma et al. 
2013; Singh et al. 2015; Kumar et al. 2018a, b).The knowl-
edge of the hydro-geochemistry is vital due to the depend-
ency of a large populations on glacial meltwater. The correct 
assessment of chemical characteristics of ions activity and 
other physical–chemical parameters is necessary for under-
standing the weathering reactions, anthropogenic impact on 
the water resources within the catchment. The characteris-
tics of the glacial meltwater depend on the flow of water 
under subglacial conduits and its interaction with the rock 
surface (Haritashya et al. 2010; Kumar et al. 2009). It also 
depends on the velocity of water and interaction time with 
bedrocks (Sharma et al. 2013; Singh et al. 2014; Singh and 
Ramanathan 2015). Numerous glaciological studies have 
been carried out like glacier surge (Philip and Sah 2004), 
dynamics of glaciers (Sam et al. 2015), mapping of glacier 
facies as well as discharge and mass balance reconstruction 
(Singh et al. 2018), dissolved micronutrient nanoparticles 
(Kumar et al. 2018a) and sediment dynamics with respect 
to discharge (Kumar et al. 2018b) in the Shaune Garang 
basin, but there is not any documented research regarding 
the geochemical evidence in this basin. The paper attempted 
to highlight the chemical characteristics of the meltwater 
draining from Bilare Banga glacier of Baspa basin through 
the qualitative and quantitative methods. It is affected by the 
characteristics of the parent rocks as well as the weather-
ing process. This is helpful in addressing the migration and 
transport mechanism of solute particles to the downstream 
locations. Therefore, the present study focused on the geo-
chemical characterization of Bilare Banga (Shaune Garang 
basin) glacial meltwater is able to fill the research gap.

Study area

Geologically, this part of Baspa Valley comes in the group of 
Tethys Himalaya. A comprehensive study on the geological 
as well as geographical development of entire basin recom-
mends the control of Raksham group of granite, granodiorite 
and pegmatite rocks (Dutta et al. 2017). Bilare Banga is the 

second largest glacier of Shaune Garang catchment (Philip 
and Sah 2004). Glacier is located in the Shaune Garang 
catchment joining the Baspa River in the downstream. The 
glacier discharge of the catchment meets to the main Shaune 
Garang River at altitude of 3975 m above the sea level. Loca-
tion of study region is shown through the map (Fig. 1), while 
the geomorphic facies of Bilare Banga glacier are presented 
in Table 1. The altitude of glacier varies from 4250 m to 
5160 m asl. The total area of catchment is 8.54 km2 having 
the glacier area of about 3.51 km2. The study area falls under 
the influence of Western disturbance as well as Indian sum-
mer monsoon (Kumar et al. 2016, 2018a, b), and the inten-
sity of precipitation events is more in summer compared to 
winter (Wulf et al. 2010). The chemical characterization of 
meltwater has not been carried out in this region; hence, 
this attempt in view of the geological condition of the area 
becomes important to know the influence in the downstream 
catchment.

Materials and method

Water sampling protocol and analysis

Glacial meltwater sampling was carried out at different loca-
tions of downstream catchment of Bilare Banga stream in 
the melting season of 2017. Sampling bottles were cleaned 
by distilled water followed by glacial water, before collec-
tion of water at 12 different locations of varying altitudes. 
Glacial meltwater was filtered on known weight of Milli-
pore membrane (Whatman 0.45 µm) to separate suspended 
sediment. The meltwater is collected from the five loca-
tions in polyethylene bottle (1/4 l) about 10–15 cm deeper 
to the water surface directly. The in situ measurement of 
pH, EC and temperature has been performed through hand-
held multi-parameter (HI-98129, HANNA) instrument. The 
atomic absorption spectroscopy, (AAS) with accuracy of 
0.05 ppm for Ca, Mg, K and Na while 0.01 ppm for silicon, 
has been used to analyze the cations  (Ca2+,  Mg2+,  K+ and 
 Na+). Major anions  (Cl−,  NO3

− and  SO4
2−) were analyzed 

through ion chromatography (PERKIN ELMEWR), Dionex 
ICS 900, USA (accuracy up to 0.1 ppm). The concentration 
of  HCO3 was analyzed through titration method as defined 
by the APHA (1998). The utmost precaution has been taken 
during water sampling, and it was preserved at 4 °C in the 
laboratory before subjected to analysis. A set of samples was 
used for evaluation of every calibration curve. Multivariate 
statistical analysis was applied to assess and understand the 
variations within the dataset. Correlation matrix analysis has 
been performed to examine the interrelationship among the 
measured variables within the dataset. Principal component 
analysis (PCA) is used for knowing sources of dissolved 
ionic concentration in glacial meltwater. Bartlett’s sphericity 
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methods were tested to know the strength and efficiency of 
PCA which is helpful in reducing the dimensionality in data 
(Kumar et al. 2014; Pant et al. 2018).

Results and discussion

Hydro‑geochemistry

The accuracy of the charge balance error between total 
cations  (TZ+) and total anions  (TZ−) was calculated as 

5.86%, which indicates the precision and quality of the 
data and considered acceptable. The CBE error was cal-
culated through following equation:

where TZ+ is total cation and TZ− is total anion.
Water draining from the Bilare Banga glacier has been 

found to be alkaline and may be linked to weathering of 
rocks (Meybeck 1987; Sharma et al. 2013), and pH varies 
from 6.98 to 8.23 with an average value of 7.45 ± 0.44. 
Electrical conductivity (μS/cm) has shown the range of 
54.0–91.0 with an average value of 73.0 ± 12.9 μS/cm. 
Highly varying electrical conductivity (EC) indicates 
that the catchment’s geochemistry is controlled by mete-
orological parameters, interaction of water with rock that 
controls the hydro-chemical facies (Kumar et al. 2014, 
2018b). The EC also represents the concentrations of 
total dissolved ions in meltwater (Shichang et al. 2000; 
Singh et al. 2015). Total ionic budget of meltwater shows 
major cation contribution of  Ca2+ and  Mg2+ constituting 
41.07% and 28.29%, respectively, in the total cationic 
budget. The average  Ca2+ and  Mg2+ concentrations in 
the meltwater of Bilare Banga glacier was observed to 
be 288.29 ± 48.95 and 198.56 ± 32.41 μeq/l, respectively. 

(1)CBE =

(

TZ
+
− TZ

−
)

(

TZ
+
+ TZ

−
) × 100

Fig. 1  Map of Bilare Banga glacier presenting the river channels and water sampling site. The location of Bilare Banga glacier (in blue color) in 
Shaune Garang catchment and its stream channel (in green color) and location of Baspa basin (in red color) shown in inset

Table 1  Geomorphic characteristics of Bilare Banga glaciers. Source: 
Philip and Sah (2004)

Geomorphic characteristics

Summit height (m) 5555
Upper limit of glacier (m) 5160
Lower limit of glacier (m) 4250
Relative relief of glacier 910
Length of glacier (km) 6.42
Average slope of glacier 08°05′
Glacier area  (km2) 3.51
Glacier area (%) 22.35
Basin area  (km2) 8.54
Basin area (%) 5.47
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Similarly, anionic budget of meltwater indicates that bicar-
bonate  (HCO3

−) is the major anion contributor (47.81%) 
of the total  TZ− trailed by  SO4

2− (42.05%),  Cl− (9.26%) 
and  NO3

− (0.91%). The concentration of bicarbonate 
 (HCO3

−) in meltwater ranged from 214 to 350 μeq/l hav-
ing mean of 298 ± 45.0 μeq/l followed by sulfate  (SO4

2−) 
concentration varied from 200 to 356 μeq/l having mean 
of 262.4 ± 57.5 μeq/l. The concentrations of dissolved 
silica fluctuated from 14.6 to 25.8  µmol/l with mean 
value of 20.5 ± 4.18 µmol/l. Study shows that  Ca2+ and 
 HCO3

− are dominant in the glacial meltwater of Bilare 
Banga. The cationic abundance in the meltwater follows 
decreasing order like  Ca2+ > Mg2+ > Na+ > K+, and the 
concentration of anion follows decreasing order from 
 HCO3

− > SO4
2− > Cl− > NO3

−. Excessive concentration of 
bicarbonate in meltwater is an indicative of higher weath-
ering of silicate-dominant lithology of the area, whereas 
the higher  Cl− ion may be endorsed to the contribution of 
rainwater (Singh et al. 2014). The detailed distribution of 
the dissolved ionic concentration in meltwater of Bilare 
Banga glacier is presented through Table 2.

Hydro‑chemical process in glacial catchment

The evolution of the chemical species in the glacial melt 
has been accredited to weathering process of parental rock 
present in the glaciated region (Singh et al. 2012, 2014). 
The weathering of the chemical species in the rocks such 
as calcite, dolomite and dissolution or evaporation process 
of halite gypsum and anhydrite are the main factors in 

controlling the hydro-geochemistry of the glacial melt-
water (Pant et al. 2018). Richness of cations of calcium, 
magnesium and carbonates in glacial meltwater may be 
credited to the presence of carbonate minerals and its 
weathering. However, the richness of  Ca2+,  Mg2+,  Na+ and 
 K+ is also due to the weathering of silicate. Low content 
of chlorine and sodium ions and high content of bicarbo-
nates and calcium ions in meltwater reflect the stimulus 
weathering of the rocks having the richness of minerals 
like carbonates, silicates and sulfide (Tranter et al. 1993) 
as well as atmospheric  CO2. Chloride  (Cl−) and sulfate 
 (SO4

2−) are primarily generated with the halite and sulfide 
oxidation in the river catchment. Sulfate minerals such as 
gypsum are also a main factor for controlling the concen-
tration of  Cl− and  SO4

2− in the glacial meltwater (Mortatti 
and Probst 2003; Thomas et al. 2015). To detect the deri-
vations of chemical species in water deliberately by weath-
ering phenomena, ionic ratios of water are computed and 
shown through Table 3. Average ratio of  HCO3

−/Na2+ is 
1.87 ± 0.35, which indicates that glacial meltwater is influ-
enced by carbonate weathering. In addition, the propor-
tion of  (Ca2+ + Mg2+)/TZ+ is 0.69 ± 0.03 and  (Na+ + K+)/
TZ+ is 0.31 ± 0.03, which indicates the presence of silicate 
weathering process is lesser than the carbonate weather-
ing (Pant et al. 2018).  (Ca2+ + Mg2+) versus  (Na+ + K+) 
ratio observed to be 2.29 ± 0.29 suggests meltwater 
is influenced by the minerals of calcite and dolomite. The 
C-ratio [(HCO3

−/(HCO3
− + SO4

2−)] explains the impor-
tance of proton-producing reactions such as carbonation 
and sulfide oxidation being an essential component for 
chemical weathering of carbonate rocks (Huang et  al. 
2008). C-ratio < 0.50 represents the occurrence of major 
reaction in the glacial meltwater such as carbonate disso-
lution (carbonation) as well as sulfide oxidation reaction, 
although values of the whole C-ratio closer to 1 indicate 
dominance of carbonic reaction in the region as well as 

Table 2  Chemical characteristics of Bilare Banga glacier meltwa-
ter during ablation season of year 2017

Unit: EC in μS/cm;  TZ+,  TZ−  in µeq/l,  H4SiO4 in µmol/l

Parameters Minimum Maximum Average SD CV %

pH 6.98 8.23 7.45 0.44 5.86
EC 54 91 73 12.9 17.67
Na+ 121 204.45 162.75 25.79 15.84
K+ 32 78 52.18 12.87 24.66
Ca2+ 178 356 288.29 48.95 16.98
Mg2+ 141.01 253.81 198.56 32.41 16.32
Cl− 48 78 57.8 10.07 17.42
SO4

2− 200 356 262.45 57.51 21.91
NO3

− 2.6 8.98 5.74 2.33 40.6
HCO3

− 214 350 298.04 45.07 15.12
H4SiO4 14.62 25.82 20.55 4.18 20.33
TZ+ 631.21 857.73 701.78 59.01 8.41
TZ− 516.3 703.1 624.02 52.82 8.46
HCO3 + SO4 464 645.5 560.49 48.91 8.73
Ca + Mg 425.21 609.81 486.85 47.69 9.8
Na + K 175 265.1 214.93 25.97 12.08

Table 3  Ionic ratios of various hydro-geochemical species during 
ablation period of year 2017

Parameters Minimum Maximum Average SD CV %

Ca2+ + Mg2+/TZ+ 0.62 0.74 0.69 0.03 4.29
Ca2+ + Mg2+/

Na+ + K+
1.61 2.78 2.29 0.29 12.84

Na+ + K+/TZ+ 0.26 0.38 0.31 0.03 9.72
Ca2+/Na+ 0.89 2.39 1.82 0.39 21.43
Mg2+/Na+ 0.97 1.85 1.24 0.25 20.32
HCO3

−/Na+ 1.07 2.39 1.87 0.35 18.88
Na+/Cl− 1.56 4.17 2.91 0.69 23.73
K+/Cl− 0.49 1.35 0.91 0.22 23.51
C-ratio 0.41 0.63 0.53 0.08 15.08
SMF 0.37 0.59 0.47 0.08 17.26
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atmospheric input of  CO2-derived protons. We observed 
the C-ratio of meltwater from Bilare Banga as 0.53. The 
C-ratio of glaciers like Sutri Dhaka, Chhota Shigri, Dudu 
and Gangotri is represented through Table 4 which reflects 
the dominance of carbonate weathering in Chhota Shi-
gri, Sutri Dhaka as well as Bilare Banga glacier, while 
Gangotri and Dudu glaciers are majorly influenced by 
sulfide weathering. About 85% contribution of bicarbo-
nate in the glacial meltwater is due to higher weathering 
of carbonate while other 15% is contributed by the weath-
ering of silicate (Raymahasay 1986). The similar result 
has been reported by Singh and Hasnain (1998a, b) for 
the Alaknanda basin where the dominance of carbonate 
weathering is 78% while silicate weathering is of 22%. 
The Rajkhot watershed of Higher Himalaya also showed 
the similar trend (Blum et al. 1998). In the same man-
ner, the domination of carbonate weathering designates 
the partial role of assimilation of atmospheric  CO2 in the 

Bilare Banga glacier meltwater. However, the strontium 
isotopes study would be helpful in confirming the role of 
atmospheric  CO2 assimilation (Kumar et al. 2009) in the 
Himalayan region.  

Statistical analysis

Approach of statistical analysis, such as principal component 
analysis, correlation as well as factor analysis, was executed 
to understand the interrelationship among the variables. 
The Bartlett’s sphericity test having χ2 (observed) = 125.76, 
which is substantially greater than the critical value 
(χ2 = 38.95 at ‘degree of freedom’ 55, p values < 0.0001, 
significance level 0.05), shows the importance of PCA in 
understanding substantial decrease in dimensionality of the 
data (Singh et al. 2011; Kumar et al. 2018b). The PCA helps 
in standardization of the data collected on different scale 
of measurements through the diagonalization of correlation 

Table 4  Comparison of ionic 
ratio of glacier meltwater 
draining from diffrent parts 
of Himalayan region

Bilare Banga Sutri Gangotri Chhota Shigri Dudu

pH 7.45 8.2 7.2 6.5 6.3
EC 73 59.9 81 42.6 31.9
Na+ 162.75 5 75 38.8 42.7
K+ 52.18 14.7 83 28.9 24.6
Ca2+ 288.29 242 206 104 91.1
Mg2+ 198.56 43.6 197 98.8 6.5
Cl− 57.8 0.3 11.2 3.3 5
SO4

2− 262.45 71.6 401 104 85.4
NO3

− 5.74 3.3 1.9 1.5 14.9
HCO3

− 298.04 221 266 219 52.3
Ca2+ + Mg2+/TZ+ 0.69 0.94 0.72 0.75 0.59
Ca2+ + Mg2+/Na+ + K+ 2.29 14.5 2.55 3 1.45
Na+ + K+/TZ+ 0.31 0.06 0.28 0.25 0.41
Na+/Cl− 2.91 16.67 6.7 11.7 8.5
C-ratio 0.53 0.76 0.40 0.68 0.38

Fig. 2  a Scree plot between 
eigenvalue and factors, b load-
ing score of factor
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matrix. The variables in this statistical test automatically 
give the auto scale to mean = 0 and variance = 1. The scree 
plot between eigenvalues and factors (Fig. 2) shows that the 
principle component (PC) values > 1 explain 83.9% of the 
total variance among four PCs. PC1, PC2, PC3 and PC4 
are able to explain 34.34%, 19.49%, 15.90% and 14.23%, 
respectively, of the total variance. Statistical tools such as 
correlation matrix are used to find out the interrelationship 
between two hydro-geochemical species for investigating 
the grade of dependence of variables among each other 
(Ramanathan 2007; Vasanthavigar et al. 2013; Pant et al. 
2018). Table 5 represents the correlation analysis during the 
study period. Some of the parameters like EC and  Na+ are 
strongly correlated with  SO4

2−, and similarly, a good cor-
relation is also observed for  Ca2+–HCO3

−,  Mg2+–H4SiO4 

and  Cl−–NO3
−. All these water parameters show the strong 

and positive correlation (r > 0.6), indicating that the hydro-
geochemistry of Bilare Banga glacier is primarily influenced 
by them. Factor analysis of the glacial meltwater shows that 
factor-1 with eigenvalue 3.77 describes 34.3% of the total 
variance considered as main factor (Table 6). On the basis 
of results, total variance is very high for Ca2+,  SO4

2− and 
 HCO3

− but has moderate loadings of electrical conductivity. 
This result determines that the EC in the meltwater is largely 
influenced through the presence of sodium and chloride; 
however, bicarbonate also plays significant role in determin-
ing conductivity. Factor 2 describes 19.4% of total variance 
and demonstrates that the high loading of sodium, nitrate 
and chloride in the meltwater is due to ion exchange at water 
interface and dissolution of sodium-bearing minerals and 

Table 5  The correlation matrix of chemical parameters of Blaire Banga glacier meltwater

The correlation values greater than 0.5 has been marked bold that signifies the acceptable limit of correlation at the significance level of 0.05

Variables pH EC Na+ K+ Ca2+ Mg2+ Cl− SO4
2− NO3

− HCO3
− H4SiO4

pH 1
EC − 0.084 1
Na+ − 0.448 − 0.349 1
K+ 0.368 − 0.035 − 0.235 1
Ca2+ − 0.169 − 0.062 0.020 − 0.331 1
Mg2+ − 0.023 0.313 0.436 0.204 − 0.369 1
Cl− − 0.013 0.105 − 0.256 0.336 − 0.015 0.254 1
SO4

2− 0.320 0.712 − 0.718 0.134 − 0.460 0.115 0.127 1
NO3

− − 0.319 − 0.277 − 0.182 0.204 0.135 − 0.136 0.604 − 0.134 1
HCO3

− − 0.318 − 0.242 0.153 − 0.470 0.921 − 0.311 0.100 − 0.568 0.287 1
H4SiO4 0.144 0.637 − 0.077 − 0.046 − 0.484 0.578 − 0.108 0.684 − 0.534 − 0.512 1

Table 6  Factor analysis of 
glacial meltwater during 
ablation period of 2017

The factor values greater than 0.5 has been made bold that indicates a significant association of three prin-
ciple components  at the significance level of 0.05

F1 F2 F3 F4 Initial com-
munality

Final 
commu-
nality

pH 0.335 0.197 0.034 − 0.374 0.996 0.292
EC 0.595 0.034 0.370 0.489 0.999 0.731
Na+ − 0.377 − 0.836 − 0.371 0.145 0.988 1.000
K+ 0.289 0.319 − 0.485 − 0.178 0.946 0.451
Ca2+ − 0.683 0.124 0.433 0.245 0.996 0.729
Mg2+ 0.424 − 0.398 − 0.442 0.469 0.995 0.753
Cl− 0.031 0.559 − 0.451 0.491 0.939 0.757
SO4

2− 0.870 0.353 0.292 0.111 0.993 0.980
NO3− − 0.366 0.578 − 0.408 0.246 0.998 0.695
HCO3

− − 0.843 0.092 0.352 0.397 0.993 1.000
H4SiO4 0.824 − 0.351 0.187 0.274 0.998 0.913
Eigenvalue 3.778 2.145 1.749 1.566
Variability (%) 34.347 19.496 15.900 14.235
Cumulative % 34.347 53.843 69.743 83.978
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silicate-wearing minerals. Similarly, factors 3 and 4 explain 
15.9% and 14.2% of total variance, respectively, during the 
study period. Factor analysis further suggests a high loading 
of magnesium that influences the temporary hardness of the 
water. Thus, all these four PCs are collectively responsible 
toward 83.96% of total variance. Apart from this, communal-
ity of the variables and their proportion define that extracted 
common factor is larger than almost 0.8. Hence, factor anal-
ysis represents all variances of the dataset. The particular 
control of variables in each factor specifies the partial mix-
ing of different water types. Hierarchical cluster analysis 
shows that glacial meltwater is divided into two principal 

cluster components which are presented through the den-
drogram (Fig. 3). Maximum water samples lie in cluster 1, 
which has Ca–HCO3

− and mixed Ca–Mg–SO4
2− water-type 

facies. On the other hand, cluster 2 defines the less dominant 
water types in the catchment.  

Hydro‑geochemical facies

To perform the quantification of water type, Piper’s trilin-
ear diagram is broadly used to understand the geochemical 
evolution in water system (Piper 1944, 1953). The classi-
fication of water types in the piper plot demonstrates the 
basis of ratio of the geochemical characteristics in water 
(Xiao et al. 2012; Singh et al. 2016a, b). Characterization of 
glacial meltwater of the study area has been carried out by 
plotting average data of ablation season of 2017 on Piper’s 
trilinear diagram (Fig. 4). The outcomes of the study on the 
basis of piper plot encompass two triangles at base, which 
designate anions  (SO4

2− and  CO3
2− + HCO3

−) and cations 
 (Ca2+,  Mg2+ and  Na+ + K+), while a diamond shape specifies 
dominance of anions and cations. Hydro-geochemical results 
helped in concluding the water type which is mainly influ-
enced by Ca–HCO3

− and mixed influence of Ca–Mg–SO4
2−, 

demonstrating the dominancy of carbonate weathering in the 
catchment. Ca–HCO3

− water type is the predominant phase 
of water in any natural system. Mixed Ca–Mg–SO4

2− facies 
of water is generally formed with the interaction of pyrite 
and gypsum minerals present in the catchment. The gradual 
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Fig. 4  Piper plot showing the 
chemical characterization of 
glacial meltwater samples from 
Bilare Banga glacier during 
ablation season of year 2017
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changes in the chemical features may be attributed to the 
longer interaction between minerals and flowing water. On 
the other hand, cation plot shows that maximum number 
of the water samples falls in the middle part of the trilin-
ear plot. Some of samples fall in the bottom left corner, 
representing the governance of  Ca+ ion in the meltwater 
(Singh and Ramanathan 2017). Some of the water facies 
show increased concentration of  Na+ and  K+ ions which is 
an indicative of stimulus effect of local sources of pollutants 
that would have accumulated on the glaciers surface after 
being trapped in the surface ice through deposition from the 
atmosphere (Karim and Veizer 2000; Ravikumar et al. 2013; 
Pant et al. 2018). The anion diagram helps in understanding 
that the maximum water samples fall under the lower left 
corner to  HCO3

− apex, indicating the dominancy of carbon-
ate. The results show a complete characteristic of hydro-geo-
chemistry, governance of alkali earth elements (69.36%) like 
calcium and magnesium over the alkaline (30.62%) sodium 
and potassium concentrations. In anion contribution of weak 
acid,  HCO3

− (~ 47.81%) is dominating over the strong acid 
 SO4

2− (~ 42.05%) in the catchment. 

Conclusion

The present study provides fundamental information to 
chemical characterization of meltwater of Bilare Banga 
glacier. Chemical characteristics of meltwater show that 
pH of water moves considerably from acidic to neutral with 
the presence of  Ca2+ and  HCO3

− as dominant ions. High 
ratio of  (Ca2+ + Mg2+) versus  TZ+ and  (Na+ + K+) as well 
as strong correlation between  Ca2+–HCO3,  Ca2+–Mg2+ and 
 Mg2+–HCO3

− indicates that carbonate weathering is the 
controlling factor of dissolved ions in glacial meltwater. 
The changing concentration of the ions in the river water is 
inversely associated with the runoff. It is further observed 
that the ratio of “Na+/(Na+ + Ca2+) and  Cl−/(Cl− + HCO3

−)” 
in the catchment is less than 0.5 which is an indicative of 
the control of weathering on the ionic compositions in the 
glacial meltwater. Piper diagram shows that  Ca2+–HCO3

− is 
most prevailing water type in this region. The C-ratio dem-
onstrates the process of dissolution and dissociation of  CO2 
present in the local atmosphere which also controls the pro-
duction of  H+ (proton). Hierarchical cluster analysis shows 
that the glacial meltwater is divided into two principal cluster 
components and most of the water samples fall in the cluster 
1, which has Ca–HCO3

− and mixed Ca–Mg–SO4
2− water-

type facies. Based on the statistical analysis, it is clear that 
the hydro-geochemistry in this region is mainly governed 
through the weathering of carbonate and silicate-dominant 
lithology. In addition, suspension of sulfate-bearing miner-
als, pyrite oxidation and precipitation are also contributing 
for the same.
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Abstract
In this paper, the impact of maximum flow uncertainty on flood hazard zone is analyzed. Two factors are taken into account: 
(1) the method for determination of maximum flows and (2) the limited length of the data series available for calculations. 
The importance of this problem is a consequence of the implementation of the EU Flood Directive in all EU member states. 
The factors mentioned seem to be among the most important elements responsible for potential uncertainty and inaccuracy 
of the developed flood hazard maps. Two methods are analyzed, namely the quantiles method and the maximum likelihood 
method. The maximum flows are estimated for the Wronki gauge station located in the reach of the Warta river. This simple 
river system is located in the central part of Poland. The length of the available data is 44 years. Hence, the series of the 
lengths 40, 30 and 20 years are tested and compared with reference calculations for 44 years. The hydrodynamic model HEC-
RAS is used to calculate water surface profiles in steady state flow. The Python scripting language is applied for automation 
of HEC-RAS calculations and processing of final results in the form of inundation maps. The number of trials for each 
factor is not huge to keep the presented methodology useful in practice. The chosen measure of uncertainty is the range of 
variability for maximum flow values as well as inundation areas. The estimated values stressed the great importance of the 
factors analyzed for the uncertainty of the maximum flows as well as inundation areas. The impact of the data series length 
on the maximum flows is straightforward; a shorter data series gives a wider range of variability. However, the dependen-
cies between other factors are more complex. Hence, the application of methodology based on the simulation and GIS data 
processing for assessment of this problem seems to be quite a good approach.

Keywords Flood hazard maps · Hydrological uncertainty · River flow simulation · Geo-processing · Python scripting

Introduction

The main focus in the present paper is uncertainty of flood 
hazard maps. The motivation for such research is imple-
mentation of the EU Flood Directive (European Parliament 
2007) in EU member states. Although the concepts intro-
duced in the EU Flood Directive could significantly reduce 
the risk related to flood damage, there are two general 
problems. These are (1) non-uniformity of the approaches 
applied in different EU member states and (2) uncertainty of 

the developed maps. The first is reported by many research-
ers and consists in the differences at many steps of flood 
hazard map preparation. The most important are (a) different 
quality of topographic data (Van Alpen and Passchier 2007), 
(b) different methods applied for calculation of maximum 
flows with a specific return period (Van Alpen and Passchier 
2007), (c) different return periods for representation in flood 
hazard maps (Van Alpen and Passchier 2007; Nones 2015) 
and (d) different hydraulic models applied (Van Alpen and 
Passchier 2007). Additionally, the lack of necessary data for 
flood damage analysis and related risk assessment is also 
reported (e.g., Albano et al. 2017) Although some research-
ers express the need for standardization over the EU member 
states (Nones 2017), legal regulations in this area have not 
been established yet.

The second problem seems to be more important, because 
it is related to our lack of knowledge. The uncertainty of 
the flood hazard maps should be investigated taking into 
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account the multistage procedure of the maps’ development 
including many different elements (e.g., Bates et al. 2014; 
Teng et al. 2017). Generally, the uncertainty in flood inunda-
tion modeling can be categorized into seven major types: (1) 
topographic data, (2) hydrologic data, (3) data for prelimi-
nary estimation of roughness, (4) method applied for final 
roughness calibration, (5) method applied for estimation of 
maximum flows, (6) structure of the applied model and (7) 
transition of the model results to the maps (e.g., Refsgaard 
and Storm 1990; Cook and Merwade 2009; Calenda et al. 
2009; Liu and Merwade 2018). Some of the above-listed 
elements become less uncertain due to the development of 
the technology, e.g., increasing accuracy and resolution of 
LIDAR data for DEM elaboration (e.g., Gilles et al. 2012; 
Sampson et al. 2012; Walczak et al. 2013; Laks et al. 2017), 
involvement of satellite and remote sensing data (e.g., Jung 
et al. 2014; Arseni et al. 2017), elaboration of more detailed 
databases on flood events (e.g., Kundzewicz et al. 2017) 
and broader availability of more accurate hydraulic models 
(e.g., Szydłowski et al. 2013; Gąsiorowski 2013; Brunner 
2016a; Kolerski 2018). A specific problem is the uncertainty 
related to the channel and floodplain roughness (e.g., Dimi-
triadis et al. 2016; Pappenberger et al. 2008; Engeland et al. 
2016; Liu and Merwade 2018). The lack of proper data for 
the initial assessment of these factors may be corrected by 
robust application of the calibration method. On the other 
hand, the time-consuming procedure of model parameters’ 
identification may be reduced by relatively good quality data 
describing land cover with cover of the channel bed.

In the area of uncertainty assessment, one of the still 
unsolved problems is the estimation of maximum flows, 
also called design floods. The magnitudes of such design 
floods depend on the assumed return period uniquely linked 
to probability of exceedance. In fact, the maximum flows 
are the basis of the whole procedure for elaboration of flood 
hazard maps after the model calibration. The estimation of 
their magnitudes consists of a number of steps (e.g., Calenda 
et al. 2009). Each of these steps may be prone to potential 
uncertainty sources (e.g., Merz and Thieken 2005; Griffis 
and Stedinger 2007; Laio et al. 2011). As it is reported by 
many researchers, the most important sources are (1) meas-
urement errors and rating curve evaluation (Di Baldassarre 
and Montanari 2009; Di Baldassarre et al. 2010, 2012), 
(2) plotting position formula; (Hirsh and Stedinger 1987; 
Ewemoje and Ewemooje 2011), (3) assuming the random-
ness, stationarity, homogeneity, independence of the data 
(Serinaldi and Kilsby 2015; Serago and Vogel 2018), (4) 
choice of the observation period and data sampling (Calenda 
et al. 2009; Schendel and Thongwichian 2015, 2017), (5) 
probability distribution function (Calenda et  al. 2009; 
Schendel and Thongwichian 2015, 2017; Yuan et al. 2017; 
Sun et al. 2017) and (6) method for estimation of parameters 
(Romanowicz and Beven 2003; Calenda et al. 2009; Beven 

and Hall 2014; Schendel and Thongwichian 2015, 2017; 
Parkes and Demeritt 2016; Sun et al. 2017). In fact, some of 
the listed problems could be reduced with advances in the 
methodology applied. But two of them seem to be present 
independently of the methods developed. These are factors 
(4) and (6) in the above list. The first, choice of the obser-
vation period and data sampling, is related to the limited 
historical data available. This problem will not be overcome 
with new methods. The second, the method for estimation 
of parameters, is still a matter of subjective choice. Hence, 
the error made with such a decision is very important for the 
potential modeler.

In this study, we focus on the uncertainty related to the 
method applied for determination of design floods and the 
length of the data series. Of course, there are also other 
elements potentially important for the accuracy and reli-
ability of flood hazard maps, e.g., digital elevation models 
(DEM), type of hydrodynamic simulation software. Taking 
into account achieved nowadays, quality of available data 
and applicability of the available methodologies, these two 
elements analyzed in our research seems to be the most 
crucial factors causing uncertainty in flood hazard assess-
ment and management. The analysis was performed on the 
basis of the data collected in one selected gauge station. 
This is the Wronki gauge station on the Warta river. The 
station is located in the town of Wronki in the western part 
of Poland. The main purpose of the paper is to estimate the 
uncertainty of the maximum flow evaluation and its impact 
on the uncertainty of the flood hazard zone determination. 
The uncertainty of the maximum flow calculation is assessed 
with respect to factors mentioned earlier: the method for 
evaluation of the maximum flows and length of the data 
series. The uncertainty of the flood hazard zone is analyzed 
taking into account a very basic measure: inundation area.

Study site description

The Warta river is the third longest river in Poland. The 
length of the river is 808.2 km, and the total watershed area 
is 54,480 km2. It is the greatest tributary of the Oder river 
(Fig. 1a). The total annual precipitation in the Warta water-
shed ranges from less than 500 mm in the central part to 
approximately 650 mm in upper part.

The mean discharge estimated for the whole period is 
124.7 m3/s. The selected discharges are presented in Fig. 2. 
The presented light brown diamonds, dark blue line and 
red dots denote the annual minimum, mean and maximum 
flows, respectively, in Fig. 2a. In this part, the greatest floods 
are also marked. As one can see, the most dramatic flood 
occurred in 1979, although other flood events are shown in 
Fig. 2a in the years 1975, 1981, 2010 and 2011, with dan-
gerous flooding generally occurring every 2–5 years. The 
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second part, Fig. 2b, presents characteristics of the monthly 
flows. The brown, blue and red lines denote average mini-
mum, mean and maximum flows observed in each month 
of the hydrologic year. The error bars show the variability 
of the minimum, mean and maximum monthly flows. The 
same floods are marked. As we can see, the greatest flood 
events occur in March, during the season change from winter 
to spring. However, the floods were also observed in other 
months.

There is a high risk of flooding in the Warta river val-
ley. The flood hazard maps were determined for the whole 
Warta river (Fig. 1a) during implementation of the EU Flood 
Directive (European Parliament 2007). It was done in the 
frame of the ISOK project, mentioned earlier. One of the 
most interesting reaches along the Warta is the channel near 
the town of Wronki (Fig. 1b). The reach seen in Fig. 1b is 
about 7.6 km. The average width of the channel is 70 m 
there. Along this short reach, the width changes slightly. 
The depth is about 1.5–1.6 m. The selected reach is located 
in the lower part, along the last 68 km of the river course, 

where the slope is only 0.13‰ (www.mdwe7 0.pl). The flood 
threat along this reach is serious. In Fig. 1b, the range of 
the flood hazard zone determined for a 500-year flood was 
showed. The existing infrastructure, the town of Wronki and 
two bridges, is prone to flooding. Additionally, new road 
investments are planned there. The third bridge is going to 
be built upstream of the town. In the town of Wronki, the 
gauge station is located (Fig. 1b).

Materials and methods

Data collection

In this study, four data sets were used: (1) hydrologic data 
for the Wronki gauge station, (2) a digital elevation model 
(DEM) for the area surrounding modeled reach, (3) the 
measurements of the channel cross sections and structures, 
(4) additional GIS layers supporting preparation of the 
model and visualization of results.

Fig. 1  Chosen case study: a location in Poland, b modeled river reach

Fig. 2  Variability of discharge in the Wronki gauge station for the period 1971–2014: a annual min, mean and max flows, b monthly min, mean 
and max flows

http://www.mdwe70.pl
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The hydrologic data for the Wronki gauge station were 
obtained from the Institute of Meteorology and Water 
Management (IMGW—Polish: Instytut Meteorologii i 
Gospodarki Wodnej). The location of the gauge station is 
presented in Fig. 3a, b as a black dot. The data are daily 
observed water stages and estimated discharges for the 
period 1971–2014. The homogeneity of the hydrologic 
data was tested with the Mann–Kendall test recommended 
by Banasik et  al. (2017). No significant trends were 
detected. The DEM applied in this research was obtained 
from the Head Office of Geodesy and Cartography 
(GUGiK—Polish Główny Urząd Geodezji i Kartografii). 
Its spatial resolution is 1 m × 1 m. The vertical accuracy 
equals 15 cm. The modeled reach of the Warta river is 
presented in Fig. 2b. The DEM represents the surround-
ing area and it is seen in Fig. 3b. It covers about 122 km2. 
These data are stored as an ESRI GRID file. The memory 
size is about 467 MB. The cross-section measurements 
were obtained from the National Board for Water Man-
agement (KZGW—Polish: Krajowy Zarząd Gospodarki 
Wodnej). They are shown in Fig. 3a as green dots. There 
are 11 cross sections measured along the modeled reach. 
The average distance between measurements is 756 m. 
The obtained set of measurements also includes hydro-
structures. In the modeled reach, two bridges are present. 
They are denoted as red squares in Fig. 3a. The measure-
ments of cross sections near bridges are spaced closer. 
Their average distance apart is 52 m. On the other hand, 
the maximum distance between cross sections is 1460 m. 
The measurement of cross sections was done with a GPS 
device. The data have the form of a vector layer including 
points. The average number of measurement points in a 
single cross section is 136. The table of attributes includes 
position (X, Y), elevation (Z), code of point type and code 
of the land cover. The processing of the data enables inter-
polation of the bed, e.g., (Dysarz 2018a) and preparation 

of the model (Dysarz et al. 2015). The computational cross 
sections are presented in Fig. 3b.

The additional GIS layers include vector layers as river 
centerline, river banks and lines of the computational cross 
sections as well as rasters such as orthophotomap, topo-
graphic map and OpenStreetMap (OSM). The listed vector 
layers were created during the process of model preparation. 
The river centerline is based on the Map of Hydrological 
Division of Poland (MPHP—Polish: Mapa Podziału Hydro-
graficznego Polski) available from KZGW. The two men-
tioned raster layers are applied as WMTS (Web Map Tile 
Service) servers linked to Geoportal 2—a web application 
prepared for management of spatial data sets. The OSM is a 
layer shared by OpenStreetMap Foundation (OSMF) on the 
Internet. All these layers are used here for better visualiza-
tion of the results.

Estimation of maximum flows

For the period 1971–2014, annual maximum flow was deter-
mined. The annual maximum flows were the basis for cal-
culating design floods with return periods of 10, 100 and 
500 years. Two methods are applied for estimation of the 
maximum flows. These are: (1) the method of quantiles and 
(2) the maximum likelihood method. The methods are cho-
sen due to their wide applicability in Polish conditions. Both 
of them are recommended in Banasik et al. (2017) as ele-
ments of flood hazard elaboration in Poland. In both cases, 
the probability distribution is modeled with the Pearson III 
function. In the first case, the quantiles of the distribution for 
cumulative probabilities 10%, 50% and 90% are estimated on 
the basis of the historical data. Then, the Pearson III curve 
was fitted in such a way that quantiles from historical data 
equal those calculated from the theoretical formulae. In the 
second method, the parameters of the distribution are set in 
such a way that the likelihood is maximized. The likelihood 

Fig. 3  Map of the chosen study case: a orthophotomap with inundation area for 100-year flood, b DEM and measured cross sections
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is derived from the theoretical formula. Both methods are 
described in several hydrological books, e.g., Chow et al. 
(1988).

Modeling of river flow

The HEC-RAS is a well-known hydrodynamic model for 
rivers and water reservoirs. This program was designed at 
the Hydrologic Engineering Center (HEC). The second term 
in the name defines its application: River Analysis Sys-
tem (RAS). The concepts applied in the package are well 
described by Brunner (2016a). The HEC-RAS is applied for 
simulation of flow and transport processes in river networks, 
including floodplains and reservoirs. The modeled flow con-
ditions include steady and unsteady longitudinal flow. The 
first is based on the simple Bernoulli equation. For descrip-
tion of the second model, the numerical solution of the St. 
Venant system of equations is implemented. There is also 
a module enabling the so-called quasi-unsteady flow simu-
lation—simplified flow simulation in unsteady conditions 
on the basis of the Bernoulli equation. In the last versions 
of the package, the 2D flow module is also available. The 
HEC-RAS modules for simulation of transport processes 
include different transport of solutes, heat and sediments 
with deposition and erosion. The HEC-RAS package also 
includes several useful tools for data preparation and results 
processing. These tools include the module for GIS data 
processing called RAS Mapper (Brunner 2016b).

The model applied here is prepared for the reach of the 
Warta river near the town of Wronki. The length of the reach 
is about 7.6 km. In the model, there are 26 cross sections and 
2 bridges defined. The average distance between computa-
tional cross sections is about 130 m (Fig. 3b). However, this 
distance is much more shorter in the case of cross sections 
located upstream and downstream of the bridges. It is a little 
bit more than 60 m in such a case. There is also a tributary in 
the model. It is a short reach of the Smolnica river (Fig. 3b). 
The length of this reach is about 1050 m. The role of the 
Smolnica river is not huge, but in the valley and floodplains 
of this river, a backwater may occur during flooding in the 
Warta river.

The maximum flows estimated for the Wronki gauge 
station are the basis for the calibration process. The val-
ues of the discharges are 560  m3  s−1, 928  m3  s−1 and 
1211 m3 s−1 for 10-, 100- and 500-year floods, respec-
tively. The flood hazard maps are used to read the expected 
water surface elevations determined for each flood along 
the reach. The water surface elevations in the reach outlet 
are used as downstream boundary conditions. Although 
the changes of the discharge would also induce the changes 
in the water stage in the downstream cross section, there 
is a lack of data precisely describing this relationship. It 
is worth to remember that the water level in particular 

cross section may be influenced by hydraulic conditions 
occurring downstream of this location, e.g., local weirs, 
flow contractions, etc. Because we focused on the selected 
reach, this problem is beyond the scope of our research. 
Hence, approach assuming consistency with other ISOK 
results is implemented. It is expected that the impact of 
the downstream boundary condition is not huge, though 
the problem was not carefully analyzed.

The rest of the water levels are applied as reference 
values in the process of model calibration. The imple-
mented method of calibration is based on the standard 
trial-and-error procedure. However, the marching nature 
of the algorithm for water surface calculation is used. It 
let to search the optimal roughness values from down-
stream to upstream, what simplifies the whole process. 
This procedure is described by Dysarz et al. (2015). One 
of the relatively poorly known elements of HEC-RAS is 
HEC-RAS Controller (Goodell 2014). It enables access 
to the HEC-RAS elements, because it is compiled as the 
Component Object Module (COM). Hence, the HEC-RAS 
Controller is an application programming interface (API). 
Any program able to read the COM library may be used 
to control HEC-RAS computations. In this research, the 
HEC-RAS Controller is used to set the discharges for a 
simulation, to run a simulation, to read the results and 
store them in DBF tables.

Tools of spatial analysis

The ArcGIS 10.5.1. software developed by Esri company 
is applied in this research (e.g., Docan 2016; Law and 
Collins 2018). It enables quite easy processing of GIS data 
such as vector and raster layers. An integral part of Arc-
GIS is the ArcToolbox. It is a module including the main 
external tools and methods. Some of them are concurrent 
to methods available in the basic ArcGIS interface. Others 
extend the capabilities of the standard interface. Exten-
sion of the ArcGIS is possible also with specific plug-ins 
installed as ArcGIS toolbars. One such plug-in is HEC-
GeoRAS (Cameron and Ackerman 2012). It is a toolbar 
with methods designed to support preparation of the river 
flow model.

The most important are tools applied for the generation 
of flood hazard maps including range of inundation, maps 
of depths and maps of water surface elevations. These are 
mainly spatial interpolation and map algebra methods. The 
natural neighbor method (e.g., Sibson 1981; Van der Graaf 
2016) is applied for modeling of water surface spatial distri-
bution. The conditional method for raters and reclassification 
is applied to properly process the interpolation results. The 
data for interpolation are read from DBF tables, where the 
simulation results were stored before.
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Automation with Python scripts

Python is one of the most popular programming languages 
today and it is still under development. In this paper, ver-
sion 2.7.12 is used. Its usefulness in many areas has been 
reported. This scripting language is relatively simple for the 
beginner, but it is also very powerful if applied by an expe-
rienced coder. A description of this language may be found 
in many books or on internet websites, e.g., Downey et al. 
(2002), Python Software Foundation (2017a). The Python 
capabilities may be extended with specific modules dedi-
cated to particular problems. The import of a module or sin-
gle function is very simple. For the purposes of this research, 
two modules are used: (1) Pywin32 and (2) ArcPy. The 
methods available in the first module are applied to access 
COM (Component Object Module) objects and COM severs 
in Python code (Hammond and Robinson 2000; PythonCOM 
Documentation Index 2017). Brief descriptions of this pack-
age may be found in PythonCOM Documentation Index 

(2017). The application of Python language with Pywin32 
library is described in Dysarz (2018b). The second module, 
ArcPy, is fully integrated with ArcGIS (Zandbergen 2013). 
It enables access to all ArcToolbox methods. There are also 
mechanisms enabling access to objects of the vector layers 
such as points, lines and polygons.

Generation of flood hazard zones

The computations are configured in several steps shown 
in Fig. 4 and described below. The first is random choice 
of the annual discharge hydrographs for the estimation of 
maximum flows. The hydrographs are chosen from avail-
able data, namely years 1971–2014. The number of selected 
hydrographs depends on the length of the hydrological series 
assumed. There are four series assumed, namely 44 years, 
40 years, 30 years and 20 years. Although the series shorter 
than 30 years are not recommended by Banasik et al. (2017), 
the shortest data scenarios are presented here to indicate what 

Fig. 4  Scheme of the data and 
results processing
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kind of uncertainty should be expected if this recommendation 
is ignored. Because the total number of years in this data set 
is 44, there is only one scenario tested for 44 years. The maxi-
mum flows estimated for this scenario are used as reference 
for other tests. For the rest of the tested series, the numbers 
of scenarios are given in Table 1. The numbers of tested sce-
narios were chosen arbitrarily taking into account the practi-
cal applicability of the presented methodology. In real cases, 
the number of simulations has to controlled due to the time 
limitations of project elaboration. As can be seen, the num-
ber of scenarios is inversely proportional to the length of the 
series. When the scenarios are selected, the maximum flows 
are estimated for each scenario. The quantiles and maximum 
likelihood methods described above are used for this purpose. 
The maximum flows used further are Q10, Q1 and Q0.2 which 
correspond to 10-, 100- and 500-year floods.

The preliminary step of the simulations is reading of the 
river network topology from the model. Python scripting with 
the access to HEC-RAS Controller is applied for this purpose. 
The river centerline, the cross-section cut lines and bank lines 
are read and transformed into shapefiles. The last step is done 
with GIS functions available in the ArcPy module. From these 
layers, the points of results’ location are generated. These are 
starting and ending vertexes of the cross sections as well as 
cutting points of cross sections with river centerline and banks. 
Finally, there are 5 representative points for each cross section.

After simulation, the results saved in DBF tables are joined 
with representative points generated earlier. A new point layer 
is generated for each simulation result. The points with water 
surface elevation values recorded are used for interpolation. 
The Natural Neighbor method from the Spatial Analyst exten-
sion of ArcGIS is used to generate the surface of spatially 
distributed water elevation. Then, the generated surfaces are 
processed for each simulation result. In the first step, the raster 
of differences between interpolated water surface elevations 
(i-WSE) and digital elevation model (DEM) is calculated. This 
is the raster of pseudo-depth including negative and positive 
values. The negative values are removed by simple reclassifi-
cation, and the positive values are replaced with a single value, 
e.g., unity. Such a raster is transformed into polygons. In the 
next step, the polygonal objects are selected. The polygons 
intersecting with the river centerline are considered as inun-
dated area. The inundated area is used as mask for the final 
processing of the water surface map and depth map gener-
ated after extraction of the previously computed difference 
between i-WSE and DEM. During this process, a number of 

intermediate vector and raster layers are created. These are 
storage consuming processed data. At the end of the process-
ing, the memory is cleaned. The final results for any simulation 
are three layers: (1) polygons of inundated area, (2) the raster 
of depths and (3) the raster of water surface elevations.

Applied methods for assessment of uncertainty

Two elements are of concern in the present research. These 
are the method applied for estimation of the maximum dis-
charges and the length of the data series. The impact of these 
two elements on the obtained values of the discharges and 
the range of the inundation area are analyzed. The analysis 
is based on direct comparison of obtained results presented 
in the form of graphs or probabilistic maps.

The first results are analyzed as mean values obtained for 
particular series of data and deviations from these values. 
The values are maximum discharges and inundation areas 
for three flood events, namely 10-year, 100-year and 500-
year floods. Such comparisons show the potential stability 
of the mean values. They also present the potential range of 
variability if the data series of a particular length is taken as 
the basis of the analysis.

The final results of uncertainty assessment are based on 
calculation of deviations from reference values. In any case, 
the reference values are those measures which are calcu-
lated for the total length of data series equaling 44 years. 
The deviations from reference are calculated for each of the 
analyzed flood events mentioned above. The final results are 
presented as the total range of variability, which seems to 
be the most suitable variable in the case of relatively small 
number of trials. If the number of trials is increased, the 
range is never smaller. It might be only greater. Hence, the 
range of variability in the case of a relatively small number 
of trials should be treated as the minimum, which may be 
only greater.

Results and discussion

Selected flood hazard maps

There are 25 data scenarios tested (Table 1). Taking into 
account the method and the scenario, the maximum flows 
are determined 39 times. The quantiles method was tested 
with all lengths of the data series. The maximum likeli-
hood method was not tested with the 20-year scenario. 
The results of each maximum flow estimation are three 
discharges, namely the 10-year flood, 100-year flood and 
500-year flood. Each discharge is used for hydraulic simula-
tion, which gives 117 calculations of water surface profiles. 
For each profile, three layers are processed: the inundation 
zone, the water surface elevations and spatial distribution 

Table 1  Numbers of scenarios tested for each series and method

Length of series (years) 44 40 30 20

Quantiles method 1 5 8 11
Maximum likelihood method 1 5 8 –
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of depth. The first is a vector layer of polygon features. The 
last two are raster layers. The total number of processed 
layers is 351. An example is shown in Fig. 5. The presented 
maps cover only the area around the town of Wronki. These 
results were obtained with the quintile method and randomly 
chosen 20-year data series. Part (a) of Fig. 5 presents the 
inundation zone for the 10-year flood. The background is an 
orthophotomap of this area. The second map (Fig. 5b) shows 
the spatial distribution of the depth for the same flood. It is 
presented on the background of DEM. The gauge station is 
marked in both maps.

The obtained maps are then compared and analyzed. The 
results of these analyses are presented below.

Impact of observation period for each method

In Figs. 6 and 7, the impact of the data series length on 
the obtained discharges and inundation areas is presented. 
These analyses included three maximum flows: 10-year 

(blue color), 100-year (red) and 500-year (green). In both 
figures, the continuous lines represent mean values obtained 
for particular series of tests characterized by length of the 
data series and method chosen for the estimation of maxi-
mum discharges. The dots denote particular results. The 
dashed lines mark the range of variability. In the graphs, 
the range of uncertainty is written as numbers expressed as 
a percentage of the mean value determined for a particular 
length of the data series.

In Fig. 6, the results for the quantiles method are pre-
sented. It may be seen that the uncertainty of discharge 
evaluation increases as the length of the data series is 
shortened (Fig. 6a). In the case of the shortest series, the 
uncertainty dramatically increases with the magnitude of the 
flow. Although the uncertainty also seems to increase with 
the magnitude of the flow in the cases of longer series, 30 
and 40 years long, this effect is not so significant as it is in 
the case of 20-year-long series. In Fig. 6b, the uncertainty 
of the inundation area is presented. The dependence of the 

Fig. 5  Examples of flood hazard maps—quantiles method, 10-year flood: a inundation zone, b map of depths

Fig. 6  Impact of the observation period for quantiles method: a variability of extreme flows, b variability of inundation area
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uncertainty on length of the data series is still visible. How-
ever, the relationship between the magnitude of the flow and 
the length of the series is changed. The greatest uncertainties 
are observed in the case of the lowest flows, 10-year floods. 
The impact of the terrain topography on the inundation area 
is the most important in the case of lower discharges.

In Fig. 7, the results obtained with the maximum likeli-
hood method are presented. In this case, only the 40 and 
30 year-series are tested, because the maximum flows were 
not determined for shorter series. It may be seen that this 
method gives smaller uncertainty of discharges for 40-year-
long series (Fig. 7a). However, the uncertainty “jumps” to 
greater values than was observed previously as the length 
of the series is shortened to 30 years. The uncertainty of the 
inundation area is also smaller for longer series. For shorter 
series, the results are not so unique. It gives a greater range 
of variability for higher flows, 100-year flood and 500-year 
flood. At the same time the uncertainty for the lowers one, 
the 10-year flood, is smaller. A decrease in uncertainty 
with the increase in the flow magnitude is not seen in these 
results.

In Fig. 8, the comparison of the methods for the 100-year 
flood is presented. In part (a) we may see the changes of 
maximum flows, while part (b) shows variability of the inun-
dation area. Both methods are presented as seen in Figs. 6 
and 7, but colored polygons representing ranges of variabil-
ity are added to indicate the convergence and discrepancy 
areas. The horizontal shift of the polygons is caused by dif-
ferent values of maximum flows obtained from each method. 
The comparison presents well the previous findings. The 
uncertainty of the maximum likelihood methods is smaller 
for longer series, but it dramatically increases as the series 
is shortened.

Propagation of uncertainty

The next graphs presented in Fig. 9 show the dependence 
of inundation area uncertainty on the discharge uncertainty. 
The axes represent values of difference between the results 
of the particular computations and results obtained for the 
reference scenario of 44 years long. These differences are 
expressed as the percentage of change with respect to the 

Fig. 7  Impact of the observation period for maximum likelihood method: a variability of extreme flows, b variability of inundation area

Fig. 8  Comparison of methods for 100-year flood: a variability of extreme flows, b variability of inundation area
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reference results. The changes are positive and negative, 
which means that the obtained discharges and inundation 
areas could be greater or smaller than reference values. The 
gray dashed lines crossing at point (0, 0) represent the ref-
erence computations. The colored dots represent previous 
results. Figure 9a is composed from the results of the quan-
tiles method, where Fig. 9b is prepared with the results of 
the maximum likelihood method.

The ranges of variability are marked with colored belts 
and proper values. In the case of the quantiles method 
(Fig. 9a), the 34% uncertainty of maximum flows obtained 
with the 20-year-long series gives 16% uncertainty in inun-
dation areas. For the 30-year-long series, this relationships 
look as follows: 18% uncertainty of maximum flows gives 
8% uncertainty of the inundation area. In the case of the 
40-year-long series, the 9% uncertainty of maximum flows 
is related to 4% uncertainty of inundation areas. For the 
maximum likelihood method (Fig. 9b), the relations are as 
follows: 39% to 20% for 30-year-long series and 5% to 3% 
for 40-year-long series.

The results of analyzed tests are presented in Tables 2 
and 3 in a slightly different form. In both tables, there are 
shown ranges of variability calculated as the percentage of 

the reference values obtained for 44-year-long series of data. 
The first one presents the results of the quantiles method. 
In the second, the results obtained with the maximum like-
lihood method are shown. The tables include the ranges 
of variability of maximum flow calculation as well as the 
ranges of variability in determination of related inundation 
areas. All measures are estimated for each tested maximum 
flow, namely the 10-year flood, 100-year flood and 500-year 
flood. In the case of the quantiles method, the lengths of the 
data series are 40, 30 and 20 years. In the case of the maxi-
mum likelihood method, the tested lengths of data series 
are 40 and 30 years. The results of analysis of tendencies 
presented in Tables 2 and 3 are averaged over flood events as 
well as over the length of the data series. The first averages 
are shown in the last rows denoted as “EVENT AVERAGE.” 
The processed results of the second kind are placed in the 
last columns of each table denoted as “SERIES AVERAGE.”

The results presented in Tables 2, 3 show that the uncer-
tainty measured in this way is a monotonically decreasing 
function of the length of the data series. For the case of max-
imum flows determined with quantiles method (Table 2), 
the range of variability increases from about 10% for a 
40-year series to over 30% for a 20-year series. The range 

Fig. 9  Relation between uncertainty of discharge assessment and uncertainty of inundation area: a quantiles method, b maximum likelihood 
method

Table 2  Quantiles method: variability of max flows and related inundation areas with respect to length of the series

Length of series (years) Range of variability (%)

10-Year flood 100-Year flood 500-Year flood SERIES AVERAGE

Max flow Inundation area Max flow Inundation area Max flow Inundation area Max flow Inundation area

40 8.92 10.47 9.15 3.82 10.84 5.13 9.64 6.47
30 15.53 20.13 18.11 8.18 20.81 9.97 18.15 12.76
20 26.03 31.80 33.89 15.60 39.83 18.99 33.25 22.13
EVENT AVERAGE 16.83 20.80 20.38 9.20 23.83 11.37
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of variability of the inundation area for the same method 
increases from almost 7% to over 20%. The results obtained 
with the second method, maximum likelihood (Table 3), 
show that the range of variability for maximum discharges 
increases from about 6% for the 40-year series to over 35% 
for the 30-year series. The range of the inundation areas for 
the same method varies from 4% to over 20%.

There are some interesting results reported in the scien-
tific literature, which could be compared with the present 
research. Sun and co-authors (Sun et al. 2017) mentioned 
earlier analyzed only the uncertainty in determination of 
the maximum discharges. The study was conducted on two 
Chinese rivers with available observation periods of 70 years 
long. This study showed that the great increase in uncer-
tainty is related to the increase in return period, which means 
the decrease in flood frequency. Sun and co-authors (Sun 
et al., 2017) analyzed six return periods ranging from 20 to 
1000 years. In the first gauge station, Cuntan, they obtained 
uncertainty increasing with return period from 15 to 58%. In 
the second station, Pingshan, the uncertainty is also increas-
ing with return period and varies in the range 11–45%.

In our example, this factor seems not to be so important. 
The results presented in Table 2, calculated for the quantiles 
method, show that the average uncertainty of maximum flow 
for 10-, 100- and 500-year events increases from 17 to 24%. 
In the case of the maximum likelihood method (Table 3), 
this uncertainty changes from 9 to 33%. In both cases, the 
uncertainty of discharges increases with the return period. 
If we focus on inundation area, the increase in uncertainty 
is not so obvious. In the cases of both methods, we can see 
that the uncertainty of a 100-year event may be lower than 
the uncertainty of a 10-year event. The only reason may 
be the special features of the local topography, e.g., local 
dikes, storage areas, etc. Such elements are present in the 
analyzed region.

Sun and co-authors (Sun et al. 2017) also noted that the 
method chosen for estimation of probability distribution is 
responsible for 3–8% of uncertainty. In the cases analyzed 
in this paper, the dependence of flow uncertainty on the 
method chosen is not so simple, because it also depends 
on the length of the data series. We may see that this 
uncertainty for the 40-year-long series is greater in the 

case of the quantiles method (Table 2). It changes from 
9 to 11%. In the case of the likelihood method (Table 3) 
and the same length of the data series, these values are 
in the range 3–9%. However, this tendency is inverted if 
the length of the data series is shortened. For the 30-year 
series, the quantiles method gives 15–21%, when the sec-
ond method produces results with 15–57% uncertainty. 
This variation is lower if we compare the inundation area. 
For the 40-year series, we obtained uncertainty of 8–20% 
for the quantiles method (Table 2) and 20–26% for the 
maximum likelihood method (Table 3).

Merz and Thieken (2005) also presented interesting 
results for the Rhine River obtained with a 120-year observa-
tion series. They observed that the uncertainty of discharges 
calculated for the 100-year return period is about 11%. In our 
case, this uncertainty depends on the length of the series. For 
the quantiles method (Table 2), it varies from 9 to 34% for a 
series of 40–20 years. For the maximum likelihood method 
(Table 3), it varies from 5 to 39% for a series 40–30 years. 
What is interesting, the uncertainty of the inundation area 
is smaller. In the first example it varies in the range 4–16%, 
while in the second the range of variability is 3–20%.

As can be seen, the present results are compatible with 
those presented in the literature, but not exactly the same. 
The specific features of the local river system play an impor-
tant role. Additionally, the transition of the discharge uncer-
tainty to uncertainty of the inundation area is not straightfor-
ward. The local topography could disturb or even change the 
tendencies of uncertainty growth or decrease.

Examples of probabilistic maps

Selected probabilistic maps of inundation area are shown 
in Figs. 10 and 11. The maps are composed for tests with 
100-year flood flow. The first figure is composed for the 
quantiles method, the second for the maximum likelihood 
method. In both cases, the total zone is presented on the left 
and the selected piece of the area is zoomed and shown on 
the right. The colors applied indicate the relative frequency 
of inundation. The blue and green are rarely flooded cells, 
while the yellow and red are frequently flooded areas. The 

Table 3  Maximum likelihood method: variability of max flows and related inundation areas with respect to length of the series

Length of series (years) Range of variability (%)

10-Year flood 100-Year flood 500-Year flood SERIES AVERAGE

Max flow Inundation area Max flow Inundation area Max flow Inundation area Max flow Inundation area

40 3.39 3.76 5.43 2.75 9.03 4.14 5.95 3.55
30 15.37 19.89 39.10 20.06 56.17 26.05 36.88 22.00
EVENT AVERAGE 9.38 11.83 22.27 11.40 32.60 15.09
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background map is an orthophotomap, which allows us to 
see the difference of inundation in relation to the town of 
Wronki infrastructure, e.g., building and roads.

It is clearly seen as the area of probable inundation 
changes with the length of the time series. The biggest 
differences are seen for the 20-year-long series for the 
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Fig. 10  Relative frequency of flood inundation for 100-year flood and quantiles method
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quantiles method (Fig. 10a-2). In this case, the inunda-
tion area may extend beyond the reference zone several 
dozens of meters in the shown region. As can be seen, the 
region is quite populated and such a difference signifi-
cantly affects the risk of flooding. In the cases of longer 
data series (Fig. 10b-2, c-2), the differences in inundation 
area are smaller but their values vary from a few to over a 
dozen meters, which may be important in such urbanized 
areas as those shown in the quoted map.

In the case of the maximum likelihood method, 
the spread of the inundation area seems to be similar 
(Fig. 11a-2, b-2). The differences presented in Figs. 8 
and 9 are not visible on this scale. However, it is clearly 
visible that the application of the maximum likelihood 
method does not protect against the uncertainty related 
to the length of the data series.

Conclusions

In this paper, the uncertainty assessment of the flood hazard 
analysis is presented. The chosen case study is the selected 
reach of the Warta river near the Wronki gauge station. 
The assessment is performed taking into account two main 
sources of uncertainty, namely the length of the data series 
and the method for evaluation of extreme flows. Hydraulic 
modeling and GIS processing is used to transform the calcu-
lated maximum flows into flood inundation zones, water sur-
face and depth maps. The sophisticated scripting tools ena-
bled effective processing of data and results. The obtained 
results are presented in informative graphs and maps.

The conducted research allowed us to formulate the fol-
lowing conclusions:
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Fig. 11  Relative frequency of flood inundation for 100-year flood and maximum likelihood method
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• The length of the annual maxima series has the greatest 
impact on the estimation of design flow. In the case of the 
quantiles method, the range of variability averaged over 
10-, 100- and 500-year flood events changes from about 
10% to over 33% with the length of the data series chang-
ing from 40 to 20 years. In the second case, the maximum 
likelihood method, this range varies from about 6% to 
slightly less than 37% with the tested length of data series 
40 and 30 years.

• The impact of the method for estimation of distribution 
parameters is less important, but still significant. In the 
case of the quantiles method, the range of variability 
averaged over the length of the data series changes from 
about 17% to 24% with the return periods 10-, 100- and 
500-years. The results obtained with the maximum likeli-
hood method show variability from about 9% to less than 
33% with the same return periods.

• Uncertainty associated with the calculation of design 
flows propagates into the size of flood hazard zones, but 
the main tendencies of variability increase or decrease 
are not kept during this transition. In both methods, the 
variability in determination of inundation area averaged 
over the length of the data series decreases with the 
return period when analyzed from the 10-year flood to 
the 100-year flood. But this tendency increases if ana-
lyzed from the 100-year flood to the 500-year flood.

In general, the presented examples indicate the role and 
importance of uncertainty in flood hazard assessment. The 
results proved that the inundation area may be overestimated 
or underestimated with insufficient data series. The choice 
of the proper method for evaluation of extreme flows is also 
crucial. Besides the problem of statistical parameters fitting 
in first-order regression, the resistance to uncertainties to the 
insufficient data series is also important. Although the main 
results present the inundation areas, it is supposed that the 
impact of these two factors analyzed is similar for the spatial 
distribution of the depths.

The challenge of the uncertainty assessment in determi-
nation of flood hazard maps is the number of necessary tri-
als. In this research, only the minimum number of scenarios 
was tested. However, even this limited approach indicated a 
strong need for automation of the river flow modeling and 
spatial data processing. The response for this requirement is 
application of the scripting language for management of the 
whole computational process.

Taking into account the number of applied approaches, 
methods and data used in the implementation of the Flood 
Directive, it should be noted that flood hazard analyses in 
the different EU states are inconsistent. As the European 
integration covers new areas of economic and environmen-
tal management, the need for one uniform methodology 
in this area of technical activity becomes more and more 

crucial. The need for development of robust methodology 
for uncertainty assessment is obvious. Although the number 
of uncertainty sources is huge in the case of flood modeling, 
the length of the data series and the method for evaluation of 
extreme flows are among the most important.
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Abstract
Flooding events are rising across European watercourses because of changing climatic conditions and anthropogenic pres-
sure. To deal with these events, the European Floods Directive requires the development of flood risk management plans 
regularly updated every 6 years, where areas affected by flood risk and relative management strategies should be identified. 
Along the Directive, sediment transport and morphological changes in freshwater environments like rivers are only margin-
ally considered, leading to a possibly wrong estimate of the impact of floods in the case of watercourses in which sediment 
transport represents a fundamental component. Using the Secchia River in Italy as a case study, the paper compares two 
numerical simulations performed with the freeware iRIC suite, imposing the same boundary conditions but comparing 
fixed and mobile bed. The obtained results pinpoint the importance of considering sediment transport in drawing flooding 
scenarios for alluvial sandy rivers. As suggested by this example, for the incoming revisions of the flood risk management 
plans, forecasted by 2021, water managers should account for the dynamic behaviour of surface watercourses, considering 
sediments not only as a driver of pollutants but also as a key aspect that shapes the environment and should be considered 
in modelling future scenarios and drawing associated management strategies.

Keywords Flood risk management plans · Floods directive · iRIC suite · Morphodynamics · Numerical model · Secchia 
River

Introduction

The quality of European rivers is one of the most important 
concerns for the future, as recognized, under a legislative 
point of view, by the Water Framework Directive (WFD) at 
the beginning of this century (EU 2000). Such Directive rep-
resents a new holistic, integrated approach to water protec-
tion, requiring, among other obligations, the classification of 
watercourses based on reference conditions. As described by 
the Directive, in fact, deviations from reference conditions 
are assessed by means of biological, hydromorphological 
and physicochemical quality elements, but only rivers clas-
sified in high status must achieve hydromorphological char-
acteristics totally or nearly totally corresponding to undis-
turbed conditions when accounting for sediments (Nones 
et al. 2017). Thus, following the Annex V of the WFD and 

the CIS Guidance n. 13 (CIS 2005), EU Water Authorities 
categorize water bodies as achieving good, moderate, poor 
or bad ecological status only based on biological monitoring 
results, neglecting the consideration of hydromorphological 
quality elements and sediment transport for stream which are 
not in a high status (Nardini et al. 2008). On the other side, 
however, sediments and associated transport processes are of 
great relevance due to their ecological (e.g. aquatic habitats, 
shelter area for fish), energy (e.g. reservoir sedimentation) 
and risk-related (floods and debris flows) effects (Habersack 
et al. 2017), given that sediment fluxes provide the basilar 
hydromorphological conditions to support dynamic aquatic 
ecosystems (Brils 2008; Fryirs and Brierley 2013; Wohl 
et al. 2015, Gurnell et al. 2016; Hajdukiewicz et al. 2017). 
As an example, the WFD mentions river continuity not only 
for biota but also for sediments, although the improvement 
of such continuity is still a challenging topic for water man-
agers (Habersack et al. 2016).

Inadequate considerations of fluvial morphology and 
sediment transport have also important implications for 
the Directive 2007/60/EC on the Assessment and Manage-
ment of Flood Risk (hereafter called Floods Directive-FD). 
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Developed accordingly with the WFD, this Directive aims 
to reduce and manage risks that floods pose to human health, 
environment, cultural heritage and economic activities (EU 
2007), but giving open room to methods that can be applied 
to achieve these goals (Albano et al. 2017). According to the 
Directive, each member state must follow three steps during 
its implementation: (1) preliminary flood risk assessment, 
(2) flood hazard maps and flood risk maps and (3) flood 
risk management plan for each catchment (Nones 2015). 
The latter step is crucial, as it institutionalizes an ongoing 
paradigm shift from flood protection towards flood risk man-
agement (Bubeck et al. 2016; Roos et al. 2017). Although 
the Article 6.5d of the FD suggests drawing upon additional 
information regarding the impact of sediments and debris 
floods in the preparation of the flood maps (EU 2007), after 
the first implementation cycle ended in 2015, several short-
comings and weaknesses were evident, including a lack of 
theoretical risk management knowledge (Kallis and Butler 
2001; EU 2015; Norén et al. 2016), inadequacy in consider-
ing hydromorphological alterations and sediments impact 
on flood risk management (Nones et al. 2017), incomplete 
understanding of cascading effects of floods (Pescaroli and 
Nones 2016). Such shortcomings need to be addressed in the 
short term because, by 2021, the next flood risk management 
plans (FRMP) should be produced, containing information 
on progress achieved towards the Directive goals (EU 2007).

Typically, alluvial channel is dynamic systems having 
erodible boundaries, self-adjusting to a variation of liquid 
and solid discharges supplied from upstream (see, among 
many others, Leopold and Maddock 1953; Schumm and 
Lichty 1965; Yalin 1992; Singh 2003; Nones and Di Silvio 
2016; Slater 2016). Because a flood starts when water lev-
els in the main channels are sufficient to exceed the bank 
height, locally flood risk is driven by changes in river chan-
nel stage, which may be impacted upon by variations in both 
flow magnitude and river channel conveyance (Lane et al. 
2007; Neuhold et al. 2009), especially when considering 
a series of repeated floods instead of a single event (Guan 
et al. 2016). Geomorphological alterations and sediments 
moving in rivers impact the flood frequency and can increase 
it through the following: (1) reduction of the channel capac-
ity (Slater et al. 2015); (2) morphological adjustments in 
response to a variable sediment supply from upstream (Lane 
and Thorne 2007); (3) bed aggradation and erosion due to 
damming and backwater effects (Walter and Merritts 2008; 
Maselli et al. 2018).

Researches about flood risk are typically associated with 
extreme hydrological events, assuming only clear water and 
non‐erodible channels in implementing two-dimensional 
(2-D) hydraulic models to prepare FRMP (de Moel et al. 
2009; Alfieri et al. 2014; Nied et al. 2017). However, geo-
morphic processes and anthropogenic alterations of the 
topography (Costabile and Macchione 2015) can mediate 

and eventually increase the impacts of extreme happenings 
and backwater effects (Guan et al. 2016; Bohorquez and del 
Moral-Erencia 2017). Moreover, management practices can 
change the flow regime of a catchment, determining its geo-
morphological behaviour and its response to flooding events 
(O’Connell et al. 2005; Wheater and Evans 2009), especially 
along floodplains that are dynamical systems subjected to 
cyclical erosion and deposition phenomena.

River systems show a great spatial interactivity: flood 
defences built upstream can change the sedimentary load at 
the watershed scale, causing several problems for humans 
and infrastructures located downstream, such as increasing 
the siltation in hydropower reservoir or changing the river 
bathymetry, increasing the water level locally and conse-
quently the flood risk (Merz et al. 2014; Liu et al. 2018). 
These interactions can be represented in numerical models 
for assessing future scenarios, but an engineering under-
standing of the main processes like long-term morphological 
changes is quite limited and relatively difficult to schematize 
(Sayers et al. 2002). Based on that, typically flood risk mod-
els do not account for sediment-related processes, driving 
to possible underestimations of flooded areas and associ-
ated depths (Nones and Pescaroli 2016), also because of the 
lack of detailed sedimentological data on both bedload and 
suspended load that should be used to accurately calibrate 
these modelling tools.

In the literature, less attention has been paid in the evalu-
ation of the impact of in-channel morphology on flood risk 
and inundation extent (Sinnakaudan et al. 2003; Radice et al. 
2016), although researches based on historical data and geo-
morphic analyses highlighted that an increase in the flood 
risk can be correlated not only with an increase in flow dis-
charge, but also with a reduction in the channel conveyance 
(James 1999; Stover and Montgomery 2001). High sediment 
delivery ratio can be the necessary drivers for increasing 
flood risk, due to the reduction in the cross sections after 
sedimentation (Korup et al. 2004; Pinter and Heine 2005) or 
the alteration of the river pattern (Sinnakaudan et al. 2003). 
Recent works verified the effects of channel adjustments on 
the hydraulics of flood either by field observations (Ricken-
mann et al. 2015; Wyzga et al. 2015) or by using numerical 
modelling (Li et al. 2014; Guan et al. 2015; Staines and 
Carrivick 2015). These studies suggested that the influence 
of sediment transport and the subsequent morphological 
changes of the river can be a key driver of flood hazard.

Because of the complexity of hydro-morphodynamics 
models, nevertheless, before applying a specific code a 
thorough study of the water body is required. Indeed, his-
torical geomorphic analyses can inform on selecting the 
most adequate modelling tools (e.g. geomorphic, hydraulic, 
morphodynamic), providing a better understanding of how 
river morphology, in planform and section, evolved. Such 
preliminary studies permit an estimation of the impact of 
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considering only clear water or also accounting for the sedi-
ment transport in computing the flood risk, helping the water 
managers in choosing an ad hoc monitoring and modelling 
approach (Brierley and Hooke 2015; Warner et al. 2018).

Trying to add additional insights to the ongoing debate 
about sediments and flood risk management in alluvial 
watercourses, the paper presents an application of the free-
ware code iRIC to a small reach of the Secchia River, a 
lowland tributary of the Po River in Italy. The study is per-
formed considering a single flooding event, highlighting the 
impact that sediment changes have locally and at the short 
time-scale. After the description of the study site and the 
adopted model, the results show that the sand transported 
along the watercourse deposits on the floodplains during 
low-flow conditions, reducing the cross section and increas-
ing the likelihood of floods. Aside from the presentation of 
these specific results, missing points in the Floods Direc-
tive, like the consideration of sediment transport, are here 
discussed, suggesting the adoption of a broader vision in 
adopting flood risk management strategies.

Materials and methods

Study site and input data

The Secchia River is a right-hand tributary of the Po River 
and flows through the Emilia-Romagna Region in northern 
Italy (Fig. 1a). It is around 172 kilometres long and has a 
drainage basin with a catchment area of about 2300 km2, 
with climatic conditions alternating between aridity in the 
dry summer months and higher flows during the wet peri-
ods, typically in spring and autumn. Being an important 
waterway since the ancient times, this watercourse has been 
diverted from the natural course to its present path during 
the XIII–XIV centuries, and now it flows through a highly 
anthropized environment, catching pollutants from the agri-
cultural surroundings (Pescaroli and Nones 2018).

To emphasize the importance of sediment transport and 
deposition/erosion phases on the flood risk, the lowland area 
close to Ponte Motta is modelled with the freeware code 
iRIC, using as geometrical input a digital terrain model 
(DTM) derived from LIDAR data and bathymetric surveys 
taken in 2015 (Fig. 1b). The domain is discretized using 
unstructured grids having cells between 10 m2 close to the 
bridge to 100 m2 elsewhere. Regarding the hydrological data, 
they refer to a flooding event happened in January 2014, hav-
ing a return period of around 20 years, and discharges and 
water levels as upstream and downstream boundary condi-
tions, respectively, are imposed. The simulated event has 
a total duration of 13 h, while the given hydraulic data are 
hourly, and spans between 250 and 290 m3/s at upstream, 
corresponding to a downstream level that rises from 8.5 

to 9.4 m. The composition of the material transported and 
deposited along the floodplains is derived from site-specific 
field samples performed in 2016, corresponding to fine/
medium sand.

iRIC model

The present study uses the solver Mflow_02 of the freeware 
suite iRIC version 3.0 (https ://i-ric.org/en/), which allows 
the user to reproduce the riverine hydro-morphodynamics 
using unstructured grids and finite element method, which 
can solve the 2-D vertically averaged unsteady flow and river 
morphodynamics equations (iRIC Software 2014; Nelson 
et al. 2016; Nones et al. 2018). By applying the typical char-
acteristics of unstructured meshes, Mflow_02 computes the 
unsteady flow in areas including hydraulic structures like 
bridge piers and can model flooding events over complex 
areas such as floodplains. In addition, the solver allows for 
computing river bed variations as well as bedload and sus-
pended load along the reach by means of several sediment 
transport equations.

Among many others, some characteristics of the code are: 
(1) the domain can be discretized using unstructured meshes 
having linear triangular elements; (2) the Galerkin finite ele-
ment method is applied for solving the spatial derivatives; 
(3) the model is explicit in time; (4) the turbulence field is 
solved using a k − ε model; (5) the user can model suspended 
load and bedload separately; (6) the code accounts for a 
multiple grain size composition of the river bed and trans-
ported within the water column. The Galerkin finite element 
method permits the spatial discretization of the flow conti-
nuity and momentum equations, adopting linear triangular 
elements as shape functions to weight the residuals. The tur-
bulence field is represented by the flow with large and small 
eddies, by means of the k − ε model (iRIC Software 2014). 
The kinematic eddy viscosity is directly computed, with-
out solving the transport equations. The turbulent energy is 
evaluated as a function of the water depth (Nezu and Naka-
gawa 1993), while the approach suggested by Lomax et al. 
(2013) is applied for deriving the energy dissipation rate 
from the water velocity field. The bottom friction is set up 
using the Manning’s roughness coefficient, here changing 
between the main channel and the floodplains, following 
a preliminary calibration (Pugliese 2017). To describe the 
morphodynamics, the model uses a mixed grain size deriv-
ing from a few sediment samples made along the Secchia 
River. Because there are no direct measurements of the 
sediment transport, it was divided into suspended load and 
bedload, both assumed in equilibrium with the water flow. 
This simplification involves a direct adjustment of the solid 
phase to variations of the liquid phase, without accounting 
for possible time lags between the two phases. For each grain 
size, the bedload is computed using the Meyer-Peter–Muller 

https://i-ric.org/en/
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formula, while the suspended load is calculated following 
the Einstein approach (Einstein 1950). This method per-
mits to determine a representative particle diameter of the 
suspended sediment (van Rijn 1984) and, based on it, to 
compute the velocity of buoyancy of each grain size. The 
reference conditions for the concentration are calculated by 
means of the Rouse formula (Rouse 1937). Moreover, the 
mixed grain size composition is handled considering the 
shelter effect (Ashida and Michiue 1972) and assuring the 

continuity for all the sediment classes. Additional informa-
tion on the mathematical background is reported on the soft-
ware website i-ric.org/en/.

Given that the main aim of the paper is to discuss the 
importance of considering sediment transport and related 
phenomena of erosion/deposition in flood risk modelling and 
associate drawing of FRMP rather than presenting the appli-
cation of a flooding forecast model, no further details on the 
modelling structure or the input data are here reported. For 

Fig. 1  a Map of the Po River basin with the indication of the Secchia River; b Digital Terrain Model implemented in the iRIC
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the sake of clarity, it is worth mentioning that the model was 
calibrated against historical flow data and compared with 
previous analyses (D’Alpaos et al. 2014). At the same time, 
sensitivity analyses of the used grid and time discretization 
were performed, comparing the simulations having a fixed 
bed with the measured data (Pugliese 2017).

However, given the lack of information about sediment 
transport, the present application is affected by some uncer-
tainties, which are considered not affecting the overall 
behaviour.

Results and discussion

To evaluate the importance of sediment transport and river 
morphodynamics on the characteristics of flooded areas 
(extension and depth, and consequently on flow velocity), 
two sets of simulations were performed, using the same 
hydrological input but a changing bed: fixed and mobile. 
While the first set uses, as boundary conditions, only the 
geometry (DTM) and the hydraulics (i.e. discharge and water 
depth), the second one assumes that the river can mobilize 
the material from the river bed and floodplains and transport 
it along the main channel in equilibrium with the flow phase. 
Imposing a computational time step of 0.1 s for assuring the 
code stability, each simulation lasts around 4 h to simulate 
the 13 h of the event, with a few effects of computing the 
solid phase on the computational workload.

Fixed bed

The first simulation was performed assuming a fixed bed of 
the river (i.e. no consideration of sediment movements and 
erosion/deposition along the main channel and floodplains). 
Based on the boundary conditions described above, the iRIC 
Mflow_02 code permits to simulate the 2-D temporal evolu-
tion in terms of water depth and flux (specific discharge), 
providing the information for each cell.

As visible from Fig. 2a, following the geometry close to 
the bridge piers, the water depth reaches values higher than 
8 m, as usual in the main channel of the Secchia River during 
flooding events. The flooding wave, however, has a minor 
impact along the floodplains upstream and downstream of 
the bridge, where the water flows very slowly, with a maxi-
mum depth of around 50–100 cm. A higher flow current 
within the main channel is confirmed by Fig. 2b, where the 
specific discharge (flux) is reported. One can notice that the 
higher flux is concentrated between the two central bridge 
piers, causing a higher water level. After overflowing the 
levees, the flow is practically standing along the floodplains.

Although the Emilia-Romagna Region is highly industri-
alized, these areas close to the watercourse are not yet inhab-
ited but have still a very high economic value as pastures 

and agricultural field, being this region one of the most agri-
cultural ones in Italy. Therefore, even flooding happenings 
characterized by a relatively low return period, like the one 
analysed here, can have a significant impact on the river 
surroundings with several consequences both on the envi-
ronment and on the economy (Pescaroli and Nones 2018).

Mobile bed

Accounting for sediment transport and morphological vari-
ation during floods can lead to results quite different from 
considering only clear water flowing over a fixed bed, in 
particular in the case of active sandy or gravel river beds. In 
fact, as visible in Fig. 3, even a single flooding event, suf-
ficiently relevant but not extreme, can change the bathym-
etry of many centimetres, slightly increasing the depth in 
the main channel due to erosion and the bed elevation of 
the floodplain following a deposition. With such conditions, 
at the end of the simulation, water depths over the flooded 
areas are reduced with respect to the previous simulation 
(Fig. 3a), even if the water flows over all the domain during 
the water peak and then stay there because of the increase 
in the river levees after sand deposition (Fig. 3c). The flux 
on the floodplains is slightly higher (Fig. 3b) and reaches 
regions not affected in the case of fixed-bed simulation and 

Fig. 2  Simulation performed assuming a fixed bed: a water depths 
and b water fluxes, at the end of the simulation
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is therefore possibly not accounted for in drawing flood 
maps. Moreover, the overflow caused an increase in the 
elevation of the floodplain of about 50–70 cm, driving to a 
future knock-on effect.

Indeed, traditionally, sediment transport is considered as 
a kind of local alteration in time and space with respect to 
an equilibrium channel morphology, where cross-sectional 
areas adjust to a characteristic (bankfull) discharge. When 
sediments are delivered, it is thought to be a matter of time 
before river capacity re-establishes itself through transport 
of the solid component downstream along with the river 
system. However, as suggested by the present study and 
a few examples in the literature, this overlooks extensive 

geomorphological evidence due to floods, potentially rapid 
over short time periods (Macklin and Lewin 2003). The 
aggradation of the floodplains can reduce the room for the 
river in the case of subsequent flooding happenings, poten-
tially increasing the likelihood of future overflowing, espe-
cially downstream.

Geometrical changes in the Secchia River and the neigh-
bour inundated areas depend upon both the magnitude of 
the flooding event and the type and quantity of sediments 
moved by the flow. In fact, considering fixed or movable 
conditions drive of significant differences in flooded area 
extents and associated water depths in the whole area, even-
tually affecting the resilience of the region interested and the 
management techniques that should be adopted to address 
this kind of happenings.

In addition, as visible, the transported material can be 
picked up from the bed, moved within the current and depos-
ited along the floodplains, potentially altering the entire 
aquatic environment and affecting the WFD classification, 
which is based on aquatic flora and fauna (EU 2000), ulti-
mately driving to inconsistency in defining the river sta-
tus. Therefore, for the next river basin management plans, 
a coherent modelling of water–sediment interactions is also 
necessary and desirable.

However, as already mentioned, the present model was 
calibrated only against hydrological information (water 
levels measured at the Ponte Motta bridge), while it was 
not possible to accurately calibrate the sediment transport 
because of the availability of only a few bed samples but no 
distributed information about bedload and suspended load. 
Thanks to very recent flow field and concentration data cap-
tured with a horizontal ADCP (Acoustic Doppler Current 
Profiler) having a frequency of 600 kHz during the period 
November 2017–January 2018, it is planned to rerun the 
model calibrating both the liquid and the solid phases, aim-
ing to provide more reliable quantitative information to local 
water managers and to confirm these preliminary outcomes.

Conclusions

This paper presents a first application of the freeware hydro-
morphological model iRIC Mflow_02 on the Secchia River 
in Italy. Despite some uncertainties due to the lack of proper 
calibration data on the solid phase, the outcomes clearly 
pointed out the importance of considering sediment trans-
port and morphological variations (erosion and deposition) 
in modelling areas affected by flood risk, aiming to produce 
adequate and reliable FRMP. While based on a single and 
relatively simple case study, the research presented here 
highlights important implications for flood risk assessment 
and river management, which could be valid more gener-
ally. As visible by comparing the two simulations made with 

Fig. 3  Simulation performed imposing a mobile bed: a water depths, 
b water fluxes and c changes of the bed elevation



683Acta Geophysica (2019) 67:677–685 

1 3

fixed and mobile bed conditions, indeed, sediments can have 
multiple effects, depending on the flood event type and its 
duration. As a matter of fact, even the modelling of a single 
flooding happening at the local scale can be affected by the 
presence of sediments, which are moved by water from the 
main channel and deposited along the floodplains, chang-
ing the channel capacity and therefore driving to a possible 
increase in the flood risk and the residence time of water on 
floodplains.

Usually, such considerations are not made by water man-
agers, who simply follow the EU legislation and produce 
maps and plans in agreement with the WFD/FD require-
ments, using modelling tools that do not account for the 
presence of sediments as boundary conditions or drivers 
of large-scale changes. In many cases, neglecting sediment 
transport and bed variations cannot affect the characteristics 
of the flooded areas (water depth, extension, water velocity, 
etc.). However, in the case of very active rivers, like the 
lowland ones composed by fine sand that can be easily trans-
ported also by low water levels like the one presented here, 
but even in the case of mountainous gravel-bed streams, 
neglecting the effects of sediments can result in an underesti-
mation of the flood risk, with important consequences under 
an economic and social point of view at manifold spatial and 
temporal scales.

For the next FRMP, which should be produced by 2021, 
water managers must adopt a broader vision, incorporating 
the effects of sediments and considering the watercourse 
that they should model as a dynamic system, affected by 
many drivers that can change its characteristics. Overcoming 
the representation of nature as a fixed system should be the 
best way to reduce the impact of flooding events, moving 
from post-event (emergency) intervention strategies to flood 
risks management policies. Ultimately, future studies should 
address the geomorphological processes in flood risk man-
agement in a proper way, using historic geomorphic analyses 
as a starting point and, based on them, adopting adequate 
tools (mostly already available) that can predict the medium-
term (annual to decadal) response of river beds and banks to 
sediment delivery, aiming to assess the flood vulnerability. 
This should include considerations of those types of fluvial 
systems where aggradation issues are relevant, like the one 
analysed here.
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Abstract
The present study analyzes the efficiency of local intermittency measure based on wavelet transforms in identifying solar 
flare effects on magnetograms. If we observe the flare-time features in geomagnetic components, most often, disturbances 
associated with other solar phenomena will enhance or mask the solar flare signatures. Similarly, diurnal and high-latitude 
geomagnetic variabilities will suppress solar flare effects on magnetograms. The measurements of amplitudes taken directly 
from temporal variations of weak geomagnetic components have certain limitations regarding the identification of the proper 
base and peak values from which the deviation due to solar flare has to be measured. In such situations, local intermittency 
measure based on cross-wavelet analysis can be employed which could remarkably identify the flare effects, even if the sig-
natures are weak or masked by other disturbance effects. The present study shows that local intermittency measure based on 
wavelet analysis could act as an alternate quantification technique for analyzing solar flare effects on geomagnetic activity.

Keywords Solar flare effects · Wavelets · Local intermittency measure

Introduction

The solar flares are spontaneous outbursts from the solar 
atmosphere, often associated with changes in brightness 
(Carrington 1859; Hodgson 1860). They are generally con-
sidered as powerful manifestations of energy release from 
the Sun. They affect the solar wind–magnetosphere–iono-
sphere (SW–M–I) system similar to coronal mass ejections 
(CMEs) and high-speed solar winds. The solar flare phe-
nomena usually have different phases such as quiet phase, 
impulsive phase and declining phase. Among them, the 
pre-flare brightening (associated with local lighting up of 
H� ) during quite phase often lasts for a few minutes. It is 
followed by an explosive phase, which displays features of 
rapid rise in brightness or area of the flare. They are accom-
panied by momentary bursts in gamma rays, hard X-rays, 
EUV or microwave radiation. The impulsive phase usually 
lasts only for a few minutes and is followed by the declining 
phase where thermal radiation dominates. The individual 

spikes associated with solar flares will have timescales of 
few seconds or less (Tandberg-Hanssen and Emslie 1988).

The geomagnetic disturbance during solar flare is usu-
ally seen on a magnetogram as a small ‘spiky structure’ 
called crochet, and its physical characteristics are quanti-
fied in terms of geomagnetic solar flare effect (GSFE). It is 
defined as increase in both the magnitude of geomagnetic 
field and ionization in lower ionosphere (of sunlit hemi-
sphere of the Earth), which gets detected as a spike in the 
magnetogram. The ionospheric current system behind the 
formation of GSFE is believed to be confined in the E- and 
D-regions of the ionosphere (Van Sabben 1961; Richmond 
and Venkateswaran 1971). Ohshio et al. (1967) investigated 
the global variations of GSFE and reported that the region 
of ionospheric current due to solar flares is slightly below 
the layer for solar quiet ( Sq) current system, while the Sq 
currents mainly flow in the E-region. The currents that cre-
ate the GSFE depend on several factors such as the tidal 
and thermal flows, the geomagnetic field at the ionospheric 
layers and the distribution of the ionospheric conductiv-
ity, to produce an independent current system (Volland and 
Taubenheim 1958; Van Sabben 1961). Richmond and Ven-
kateswaran (1971) stated that the SFE consists of both fast 
and slow components, which they have been attributed to 
EUV radiation (100–1000 Å) and soft X-rays (1–100 Å), 
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respectively. During the time of solar flares, the UV- and 
X-ray flare radiation (1–1000 Å) will be absorbed by the 
ionosphere causing variations in ion and electron density 
which in turn lead to an enhancement in the ionospheric 
conductivity of the D- and E-regions.

As the solar flare strikes the Earth, the intensity of SFE 
has been related to the local time such that the maximum 
value will be measured around local noon for different lati-
tudes (Liu et al. 1996). The magnitudes of H due to SFE 
follow the latitudinal variation pattern similar to that of 
Sq(H) . While studying the SFEs on H - and Y-components 
at Huancayo, Rastogi (2001) reported that during normal 
electrojet periods, a solar flare produces a positive impulse 
in H (and Y  ) while a negative impulse in Z . Meanwhile, 
during counter-electrojet times, a solar flare will produce a 
negative jerk in H - and Y-components while a positive jerk 
in Z field. Hence, the study showed that a SFE is only an 
augmentation of both zonal and meridional components at 
the ionospheric currents existing at pre-flare stage. During 
electrojet periods, the zonal currents are eastward, produc-
ing positive ΔH , while the meridional currents are away 
from the magnetic equator, which gives rise to negative ΔY  . 

Table 1  Stations considered for the LIM analysis of geomagnetic dis-
turbances during solar flare event on August 08–10, 2011

Station Acronym Geomagnetic 
latitude (N)

Geomagnetic 
longitude (E)

Alibag ABG 10.36 146.54
Jaipur JAI 18.35 150.16
Arti ARS 52.73 131.99
Port-aux-Francais PAF − 57.3 128

Fig. 1  X-ray flux and geomagnetic X-component variations dur-
ing the period August 08–10, 2011, with X-class solar flare event on 
August 09, 2011: a X-ray flux in the range 1–8 Å and X-component 

variations at b Arti (ARS), c Jaipur (JAI), d Alibag (ABG) and e 
Port-aux-Francais (PAF)
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But, during the counter-electrojet periods, the zonal current 
will be reversed westward giving a negative ΔH , while the 
meridional current associated with the electrojet will also 
be reversed to equatorward direction giving a positive jerk 
in ΔY  (Rastogi 1962, 2001; Rastogi et al. 2013). Recently, 
Okeke and Okpala (2005) have studied the SFE on May 06, 
1998, and argued that every GSFE is unique with a charac-
teristic signature of the event. They also argued that the SFE 
current system is not a simple augmentation of the Sq current 
system as a significant phase difference exists between both 
of them. Hence, for studying such complex augmentation 
processes, nonlinear methods such as wavelet techniques 
have to be employed, which could identify the deterministic 
and stochastic patterns that exist in geomagnetic components 
during flare time.

During earlier times, the period of SFE was identified 
from high-frequency fade-outs, and the magnitude of dis-
turbance in geomagnetic components during that period 
was taken for the analysis (Nagata 1966). A prominent 
technique used for the quantification of SFE is based on the 

comparison between Sq and disturbed current systems. It 
considers the enhancement due to the solar flare on the geo-
magnetic component as defined by ΔBSFE = Bpeak − Bbase , 
where Bpeak is the value of geomagnetic component recorded 
at the peak time of the flare and Bbase is the value of geo-
magnetic component recorded just before the start time of 
the flare (Volland and Taubenheim 1958; Okeke and Okpala 
2005; Ugonabo et al. 2016). Dmitriev and Yeh (2008) have 
studied flare-associated magnetic variations in X - and Y
-components by subtracting background field, calculated 
using linear interpolation technique, from each magnetic 
component. Meza et al. (2009) have considered the differ-
ence between geomagnetic field B affected by SFE and that 
during quiet times. According to them, the quiet condition 
is marked by a straight line that connects two points: one 
recorded in the last quiet moments and the other immedi-
ately after the SFE has disappeared.

The conventional methods that measure the ampli-
tudes directly from temporal variations of geomagnetic 
components are having certain limitations regarding the 

Fig. 2  X-ray flux and geomagnetic Y-component variations during the period August 08–10, 2011, with X-class SFE on August 09, 2011: a 
X-ray flux in the range 1–8 Å and Y-component variations at b Arti, c Jaipur, d Alibag and e Port-aux-Francais
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identification of proper base value and peak value of the var-
iation in the geomagnetic component. Most SFEs produce 
irregular variations on geomagnetic components, and hence, 
measuring the amplitude directly will be biased to a large 
extent. Since these methods are not employing any nonlinear 
functions, they have limited ability in providing accurate 
information on the intermittent changes occurring in the 
associated physical processes as well as their space–time 
characteristics. The disadvantages of linear methods also 
include limitations in identifying and interpreting hidden 
patterns in the behavior of the data.

The filtering of intermittent events from geomagnetic 
time series using a wavelet-based method was proposed 
by Kovács et  al. (2001). Later, De Michelis and Tozzi 
(2005) have reported ordinary wavelet transform-based 
local intermittency measure (LIM) for the detection of 
geomagnetic jerks. In the present study, the efficiency of 

novel cross-wavelet local intermittency measure in identify-
ing solar flare effects which usually appear as crochets on 
magnetograms has been analyzed. If the SFE variations on 
the geomagnetic components during the solar flare events 
are analyzed, most often, we can see fluctuations associ-
ated with other solar effects shadowing the variations due 
to solar flares. These solar effects could be due to CMEs 
or high-speed solar wind streams (HSSs) which are usu-
ally developed in association with solar flares or vice versa. 
These effects also accompany solar flares and create their 
signatures on magnetograms. In most cases, the fluctuations 
produced by them mask the SFE variations, and to identify 
whether the variation is really caused by a SFE or not is 
quite difficult. In these situations, cross-wavelet LIM analy-
sis can be employed which could remarkably identify the 
SFEs on magnetograms even if the signatures are naturally 
weak or masked by other disturbance effects.

Fig. 3  X-ray flux and geomagnetic Z-component variations during the period August 08–10, 2011, with X-class SFE on August 09, 2011: a 
X-ray flux in the range 1–8 Å and Z-component variations at b Arti, c Jaipur, d Alibag and e Port-aux-Francais
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Fig. 4  Cross-wavelet transform of X-ray flux with X-component at Alibag during the period August 08–10, 2011. The scalogram intensity is 
shown in the right color panel

Fig. 5  Scalogram |XWT|2 of X-ray flux with X-component at Alibag during the period August 08–10, 2011. The scalogram intensity is shown in 
log arbitrary values in the right color panel
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Data

The 1-min solar X-ray flux during each solar flare event has 
been taken from Geostationary Operational Environmen-
tal Satellite (GOES) data archive. On each GOES, there are 
two X-ray sensors which provide solar X-ray fluxes for the 
wavelength bands of 0.5–4 Å (short channel) and 1–8 Å (long 
channel). The data come from the National Oceanic and 
Atmospheric Administration Space Weather Prediction Center 
(NOAA SWPC) and are archived at the National Geophysical 
Data Center (NGDC) (http://www.swpc.noaa.gov/produ cts/
goes-x-ray-flux). The minute data of geomagnetic X -, Y - and 
Z-components have been collected from the INTERMAG-
NET which is a global network of geomagnetic observatories, 
observing the Earth’s magnetic field (www.inter magne t.org).

For the present study, the flare on August 09, 2011, is 
considered, since it is the first largest Earth-directed X-class 
(X6.9) solar flare in the solar cycle 24 as measured by the 
GOES. The flare starts at 07:48 UT, peaks at 08:05 UT 
and ends at 08:08 UT. The choice of the stations, as shown 
in Table 1, is in such a way that geomagnetic stations at 
local noon where flare signatures become prominent are 

considered. Since the flare is having its peak at 08:05 UT, 
the available geomagnetic stations which are nearly at noon 
will fall in the Indian sector. The data from the magnetic 
observatories at Alibag (ABG, 10.36°N and 146.54°E geo-
magnetic) and Jaipur (JAI, 18.35°N and 150.16°E geomag-
netic) are hence chosen for the study. For high-latitude vari-
ations, data from a magnetic observatory far from north that 
comes under the Russian region, called Arti (ARS, 52.73°N 
and 131.99°E geomagnetic), are taken. On the southern 
hemisphere, data from an observatory at Port-aux-Francais 
(PAF, − 57.3°N, 128°E geomagnetic) are taken.

Figures 1, 2 and 3 show the fluctuations in geomagnetic 
components X , Y  and Z for 3 days (August 08–10, 2011) 
where the X-class flare event is on August 09, 2011. From 
the fluctuations in the X-component as shown in Fig. 1, posi-
tive excursions due to SFE are seen at ABG and JAI (low- and 
midlatitude stations), while the high-latitude station, ARS, 
shows a negative excursion. Another high-latitude station, 
PAF, also shows a negative excursion. While the excursions 
seen at ABG, JAI and ARS are strong, the excursion at PAF is 
obscured. From the fluctuations in the Y-component as shown 
in Fig. 2, negative excursions due to SFE are seen at ABG and 

Fig. 6  LIM scalogram during the solar flare event on August 09, 2011, where a solar X-ray flux, b LIM scalogram and c geomagnetic X-compo-
nent at Alibag

http://www.swpc.noaa.gov/products/goes-x-ray-flux
http://www.swpc.noaa.gov/products/goes-x-ray-flux
http://www.intermagnet.org
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JAI (low- and midlatitude stations), while the high-latitude 
station ARS does not show a positive excursion as expected. 
At the same time, the high-latitude station, PAF, shows a posi-
tive excursion as expected. While the excursions seen at ABG 
and JAI are strong, ARS and PAF show extremely weak vari-
ations which are hard to analyze by linear methods. In Fig. 3, 
it is clear that the fluctuations in the Z-component at ABG 
and JAI (low- and midlatitude stations) show negative excur-
sions due to SFE as expected, while the high-latitude station 
ARS shows a slight negative excursion. In this case, the excur-
sions at ABG and JAI during flaring time clearly fall on the 
excursion of the Z-component such that it is difficult to find a 
proper base value by linear methods. Figure 3 also shows that 
the excursions produced at the ARS and PAF are extremely 
weak which are difficult to analyze by linear methods.   

Methods

Wavelet analysis can be considered as a promising tool 
in the time–frequency localization of geomagnetic spikes 
associated with solar flares. The wavelet transform is the 

decomposition of a function, say f (t) , into time–scale con-
tributions by convolving it with a set of localized time and 
scale basis functions called as daughter wavelets, which are 
constructed by translation and dilation of a function, the 
mother (or analyzing) wavelet (Meyer 1992; Venugopal et al. 
2006). In other words, the signals are represented as a linear 
combination of scaled and shifted versions of a single wave-
let function called mother wavelet.

Now, starting with a mother wavelet, say �  , a family �a,b 
of wavelet daughters can be obtained by scaling and trans-
lating � ,

where a is a scale factor that controls the width of the wave-
let and b is a translation parameter controlling the location 
of the wavelet. The analytical equation of wavelet transform 
can be written as the inner product of the geomagnetic signal 
f (t) and the time-shifted and scaled version of �a,b(t) (Mallat 
1998). The wavelet transform can be represented as,

(1)�a,b(t) =
1

√
�a�

�

�
t − b

a

�

,

Fig. 7  LIM scalogram during the solar flare event on August 09, 2011, where a solar X-ray flux, b LIM scalogram and c geomagnetic X-compo-
nent at Jaipur
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The local intermittency measure (LIM) is defined as,

where WTLIM(a, b) is the ratio of the squared wavelet ampli-
tude |WT(a, b)|2 to its average value |WT(a, b)|2

b
 obtained 

averaging over b (Farge et al. 1990; Farge 1992; Meneveau 
1991; Bruno et al. 1999; Consolini and de Michelis 2005). 
Since the matter of interest in the present analysis is the 
flare-induced spike detection, directly seeking LIM on geo-
magnetic time series will not give desired results. Hence, 
cross-wavelet transform (XWT) of solar X-ray flux and geo-
magnetic components is employed, and LIM is calculated 
from the cross-wavelet transform coefficients (Giménez de 
Castro et al. 2016). The cross-wavelet transform can be rep-
resented as,

(2)WT(a, b) =
1

√
�a� ∫

∞

−∞

�

�
t − b

a

�

f (t)dt.

(3)WTLIM(a, b) ≡ �WT(a, b)�2

⟨�WT(a, b)�2⟩b
,

where the absolute value of product of the continuous wave-
let transform (CWT) of the first signal and complex con-
jugate (represented by asterisk) of the CWT of the second 
signal are taken. Now, for finding the cross-wavelet LIM, 
Eq. (3) can be modified as,

Here, intermittency is considered as change in iono-
spheric equilibrium, from a calm or quiescent phase to 
an active or disturbance phase due to the sudden impact 
of solar flares (Giménez de Castro et al. 2016). It is to be 
noted that XWTLIM(a, b) = 1 signifies the condition where 
function f (t) does not show any signatures of intermittency 
since each region has the same energy spectrum where it 
corresponds to ordinary Fourier spectrum (De Michelis 
and Tozzi 2005). If XWTLIM(a, b) > 1 , that is, at time b the 

(4)XWT(a, b) =
|
|
|
WTsig1(a, b) ×WT∗

sig2
(a, b)

|
|
|
,

(5)XWTLIM(a, b) ≡ �XWT(a, b)�2

⟨�XWT(a, b)�
2
⟩b

.

Fig. 8  LIM scalogram during the solar flare event on August 09, 2011, where a solar X-ray flux, b LIM scalogram and c geomagnetic X-compo-
nent at Arti
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variations at scale a have more energy than they would in 
case of the Fourier spectrum. In other words, the condi-
tion XWTLIM(a, b) > 1 identifies those regions of the func-
tion f (t) which are having more energy than they should 
have if they were normally distributed (or a deviation from 
Gaussian distribution of fluctuations). Thus, the condition 
XWTLIM(a, b) > 1 helps to locate the geomagnetic spikes 
in magnetograms associated with solar flares in time and 
scale. The wavelet coefficients contain the amplitude and 
phase information of the signal under analysis over the 
whole time–scale plane. The absolute value of the coef-
ficient matrix indicates the wavelet energy of the signal. 
From the cross-wavelet LIM scalogram, it is also possible 
to extract the flare signature as a signal g(t) by employing 
inverse continuous wavelet transform (ICWT), which can 
be written as,

(6)g(t) =
1

N�
∫

∞

0

da∫
∞

−∞

XWLIM(a, b)�
(
b − t

a

)

db,

where N� is a normalization constant which depends on the 
chosen wavelet and XWTLIM(a, b) are the cross-wavelet coef-
ficients related to flare signatures (after applying the LIM 
condition). For the present analysis, continuous bump wave-
let is used since it is analytic and will have only a single peak 
frequency (band-limited) which makes it suitable for detect-
ing flare signatures (Meignen et al. 2012). For LIM intensi-
ties having a bilobed (or multi-lobed) structure, a Gaussian 
fit is made, and the peak amplitudes are calculated from the 
fitted function. In the present study, the LIM analysis is per-
formed by taking the first difference of geomagnetic series.

Results and discussion

Figures 4 and 5 show cross-wavelet transform scalogram and 
cross-wavelet logarithmic intensity scalogram ||XWTa,b

|
|
2 , 

respectively, of the X-component at ABG against solar X-ray 

Fig. 9  LIM scalogram during the solar flare event on August 09, 2011, where a solar X-ray flux, b LIM scalogram and c geomagnetic X-compo-
nent at Port-aux-Francais
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flux during the period August 08–10, 2011. Even though 
LIM has been introduced to detect coherent structures that 
are responsible for intermittency in turbulent fluid flows, in 
the present work LIM is having a more general meaning. 
According to the present scenario, LIM is useful in the iden-
tification and localization in time of the active events which 
are characterized by energy above the threshold. The term 
‘intermittence’ is used in the sense of ‘punctuated equilib-
rium’ as suggested by De Michelis and Tozzi (2005). This 
means that a certain calm phase is interrupted by a distur-
bance which generates a singularity or a significant variation 
in equilibrium of the ionosphere. The crochets can be con-
sidered as abrupt changes which can be interpreted as crisis 
events in temporal trends of secular variation of Earth’s geo-
magnetic field components. Thus, local intermittency arises 
as a result of change in ionospheric equilibrium at each geo-
magnetic location, from a calm phase to a disturbed phase 
due to the impact of solar flares. The scale–time structure 
of scalogram ||XWTa,b

|
|
2 is highly complex, which portrays 

the existence of different coherent scale–time structures in 

coincidence with the intensifications in both geomagnetic X
-component and X-ray flux. The high-intensity structure in 
the scalogram near 09/08 UT shows the flare-related coher-
ent structure, but it is not easy to directly extract it from oth-
ers. By applying the LIM method in this scalogram, we can 
extract the exact intermittent structure that acts as a finger-
print of flare-time excursion in the geomagnetic component.

Figures 6, 7, 8 and 9 show LIM scalogram of the geomag-
netic X-components with X-ray flux at ABG, ARS and PAF, 
respectively. According to the LIM condition, only the flare-
time intermittent structure exists and all other structures 
must vanish. For that, the wavelet coefficient matrix will 
only have values satisfying the LIM condition to facilitate 
the identification of intermittent processes. The scale–time 
structure extracted using the LIM technique coincides with 
the flare-time excursion of geomagnetic component as seen 
in all Figs. 6, 7, 8 and 9. The singularities due to solar flare 
effects are clearly detectable, while the other unwanted 
singularities are suppressed. Thus, it is indeed possible to 
say that LIM scalogram could simultaneously enhance the 

Fig. 10  a The first difference 
series of the geomagnetic 
X-component and b inverse 
wavelet transform of LIM coef-
ficients during the event time on 
August 09, 2011, for different 
stations such as Port-aux-Fran-
cais, Alibag, Jaipur and Arti
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localization of intermittencies both in time and in scale. It 
is to be noted that the continuous wavelet transform local 
intermittency measure 

(
WTLIM

)
 of geomagnetic X-com-

ponent alone (not shown) will reveal several intermittent 
structures associated with anomalous fluctuations in the geo-
magnetic series of which one will be the flare-time signature. 
In contrast, the cross-wavelet transform local intermittency 
measure 

(
XWTLIM

)
 selects only those singularities related 

to solar flare effect.
By considering only those areas of the scalogram, 

which is related to the observed flare-induced intermit-
tency, it is possible to extract the scale–time structure 
by means of the inverse continuous wavelet transform 
(ICWT) . The amplitude variation of reconstructed sig-
nals from LIM coefficients characterizes the coupling 
efficiency of geomagnetic components with X-ray flux. In 
other words, the coupling efficiency acts as a quantifier of 
the amount of energy that perturbs the Sq current system 
during solar flares. Figure 10a shows the first difference 
series of geomagnetic X-components from ABG, JAI, ARS 
and PAF. Figure 10b shows the inverse wavelet transform 
analysis of LIM coefficients which give the magnitudes of 
coupling between geomagnetic X-components of ABG, 

JAI, ARS and PAF with X-ray flux during the solar flare 
event of August 09, 2011. It is seen that the ABG station 
is having maximum amplitude when compared with other 
stations. The JAI and ARS are having opposite excursions 
in the ΔX series, while they are having almost equal mag-
nitudes in the inverse transform. PAF is having the lowest 
amplitude of excursion among the four stations. The vari-
ations of geomagnetic Y -component at different stations 
are captured by the LIM analysis as shown in Fig. 11. 
Here, JAI shows higher amplitude than all the other sta-
tions. The amplitude of ABG is more than that of ARS and 
PAF. Figure 12b shows the variations of geomagnetic Z
-component at different stations where JAI shows higher 
intensity than all the other stations. The weak and oppo-
site intensities in ΔZ from PAF and ARS create bimodal 
intensity distributions. To quantify bimodal intensities, 
a Gaussian fitting is performed such that this could give 
a decent approximation of the resultant intensity. Fig-
ure 13 shows a sample Gaussian fit on the reconstructed 
signal from the X-component of PAF station. Although 
not shown, similar Gaussian fit is performed on all other 
cases where bimodal intensity distributions arise. Finally, 

Fig. 11  a The first difference 
series of the geomagnetic 
Y-component and b inverse 
wavelet transform of LIM coef-
ficients during the event time on 
August 09, 2011, for different 
stations such as Port-aux-Fran-
cais, Alibag, Jaipur and Arti
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Fig. 14 shows the respective variations of magnitudes of 
geomagnetic X -, Y  - and Z-components from PAF, ABG, 
JAI and ARS stations using LIM analysis. As we can see, 
the stations JAI and ABG show intense solar flare effect 
when compared with high-latitude stations such as ARS 
and PAF. Considering the high-latitude stations, ARS 
shows much higher solar flare effect than PAF. Figure 15 
shows the conventional analysis of solar flare effects on 
geomagnetic X-component where ΔGSFE from each station 
is also shown. Table 2 shows the resultant intensities of 
SFEs computed through conventional and LIM methods. 
The variations of XLIM and ||ΔXSFE

|
| are consistent in the 

sense that ABG is having the highest value of XLIM and 
|
|ΔXSFE

|
| , while PAF is having the lowest value of XLIM and 

|
|ΔXSFE

|
| . But the variations of YLIM versus ||ΔYSFE|| are dis-

similar in case of lowest value stations. Such a variation 
arises due to the fact that the flare-time structures are not 
prominent for conventional analysis in case of PAF and 
ARS (as evident from Figs. 2, 3). ZLIM versus ||ΔZSFE|| are 
dissimilar in case of highest value stations as both ABG 
and JAI show equal intensity in ||ΔZSFE|| . But, it is seen that 
ZLIM could differentiate the amplitude variations of ABG 
and JAI where both stations are having the same ||ΔZSFE|| 
values. Thus, the present study shows that LIM analysis 
using cross-wavelet transform could detect and quantify 
the variations of geomagnetic activity during solar flares 
in a different way and could supplement the conventional 
analysis of solar flare effects on geomagnetic activity.

Fig. 12  a The first difference 
series of the geomagnetic 
Z-component and b inverse 
wavelet transform of LIM coef-
ficients during the event time on 
August 09, 2011, for different 
stations such as Port-aux-Fran-
cais, Alibag, Jaipur and Arti
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geomagnetic components, since the coupling of geomag-
netic excursions with X-ray fluxes is highly dependent on 
the time correlation of the flare signature on X-ray flux as 
well as on geomagnetic signal. Thus, if time correlation 
is poor, the resultant intensity will also be proportionally 
diminished. If strength and span of the excursion is the 
same, then the geomagnetic station that shows maximum 
time correlation with X-ray flux has the highest ampli-
tude of local intermittency. Similarly, the method has the 
potential to quantify both the positive and negative excur-
sions alike, and hence, a direct comparison of magnitude is 
always possible. The conventional linear method of taking 
the magnitude of spikes directly is having so many difficul-
ties regarding the choice of the baseline of geomagnetic 
fluctuations, the identification of exact variation due to 
solar flare effect from noisy geomagnetic signals (espe-
cially signals from high-latitude stations), the quantifica-
tion of low-magnitude excursions from stations that are 
off-noon and so on. It is also an advantage that LIM could 
differentiate the amplitude variations where both stations 
are having nearly the same ||ΔGSFE

|
| values. The major limi-

tation of the present study is that only one event is used, 
and hence, a more detailed analysis incorporating several 
events is required to completely understand and verify 
the usefulness of LIM in identifying solar flare effects on 
magnetograms. But, this study shows undoubtedly that the 
wavelet LIM method is still promising as it could act as a 

Fig. 13  A sample Gaussian fit on the reconstructed signal from LIM 
wavelet coefficients from the X-component of Port-aux-Francais 
(PAF) station

Fig. 14  Variations in magni-
tudes of geomagnetic X-, Y- and 
Z-components from PAF, ABG, 
JAI and ARS stations using 
LIM analysis

Conclusion

From the present analysis, it is seen that the cross-wavelet 
LIM analysis identifies the solar flare effects on mag-
netograms and quantifies them in an alternate way. It is 
evident that the LIM method accounts for time shifts in 
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Fig. 15  Conventional analysis of solar flare effects on the X-com-
ponent of geomagnetic stations where a, b show X-ray flux, while c 
ARS, d ABG, e JAI and f PAF show geomagnetic X-component vari-

ations during August 09, 2011. The ΔG
SFE

 is marked on all graphs 
c–f, where base value is chosen arbitrarily as the most possible value 
just before the excursion commences

Table 2  A comparison 
between LIM peak amplitudes 
of geomagnetic components 
and ||ΔGSFE

|
| by conventional 

analysis from ABG, JAI, ARS 
and PAF stations for the event 
day, August 09, 2011

Station X
LIM

Y
LIM

Z
LIM

|ΔX
SFE

| |ΔY
SFE

| |
|ΔZSFE

|
|

ABG 3007 3220 2791 37.3 29.0 16.0
JAI 2686 3550 3014 30.7 38.9 16.0
ARS 2731 2100 2219 18.5 5.5 4.1
PAF 2108 1647 1876 14.6 16.0 2.9

supportive technique for the conventional linear method 
for analyzing solar flare effect on geomagnetic activity.
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Abstract
The current past has seen a sensational increment in the utilization of satellites for the applications like navigation, entertain-
ment, media transmission, remote sensing, mobile communications, weather forecasting, defense and other purposes. These 
applications are assigned in the microwave and millimeter wave bands, which offer higher information transfer possibility in 
lesser time and use very small antennas and devices by ensuring secured and effective communications. However, beyond 
the 10 GHz range of frequencies these applications are generally subjected to signal losses due to various atmospheric 
parameters like rain, clouds, fog, hail ice and other applicable phenomena. The main factor for the signal degradation is 
the rainfall. The attenuation caused by rain increases with frequency, as there is increased absorption of the RF energy at 
higher frequencies due to water drops present along the path of the transmission; hence, the signal attenuation is more in 
higher-frequency bands. The other factors that induce losses in the signal are the clouds, gases present in the lower atmos-
phere and the different layers in the atmosphere that cause scintillation and the system losses and cable losses. This survey 
article abridges all outcomes related to propagation impairments and attenuation aspects at microwave and millimeter wave 
frequencies covering the studies of various researchers in last three decades. In addition, few of the models developed by 
various researchers were listed along with model parameters which are useful for the propagation engineers and others who 
are interested in this specialization.

Keywords Propagation impairments · Rain attenuation · Cloud attenuation · Earth–space paths · Microwave and millimeter 
frequencies

Introduction

The execution of all the satellite frameworks working in 
the higher-frequency bands basically relies upon the spread 
attributes of medium of transmission in general, i.e., space 
and atmosphere. Effects in light of the ionosphere can be 
slighted at frequencies more than 10 GHz. Tropospheric 
impacts in any case can cause loss of signal on Earth–space 
paths for considerable rates of time, which prompts diminish 
in the quality and availability of actual signals. Likely, the 
most basic tropospheric impacts are precipitation attenua-
tion, depolarization and tropospheric scintillations which are 
delineated here under: (1) link accessibility, when there is no 

significant power available for effective communication at 
the receiver; (2) degraded performance, identified with inter-
vals when service quality is lesser than the required level; 
and (3) unwanted signal interference from other sources 
operation in similar frequencies or from cross-polarization 
obstruction (intersystem or intra-framework) caused due to 
depolarization.

Rain attenuation

In general, the technical parameters that usually impact the 
propagation are operating frequency, polarization, latitude, 
longitude, Earth station altitude from mean sea level, noise 
temperature and finally local meteorological parameters. The 
most important propagation impairments and phenomena 
those are impacting the communication links through the 
satellite systems for frequencies beyond 10 GHz are outlined 
as follows.
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Whenever radio wave propagates via rain droplets, fog, 
snow, clouds, gases, hail, melting layer or ice crystals, 
sky noise emission, it severely suffers from loss of power 
because of hydrometeor scattering as shown in Fig.  1. 
Although this raindrop scattering is one of the important 
criteria and factor to be considered for frequencies greater 
than 10 GHz, the absorption caused by hydrometeor is the 
most influential phenomenon causing the significant power 
loss in the range of frequencies between 10 and 30 GHz. 
The effect of hydrometeor absorption and scattering together 
realizes a relation between power loss (in dB) which is equal 
to the square of the operational frequency and was discussed 
by Stutzman (1993). This constitutes the guideline impedi-
ment of working at millimeter frequencies. To the extent of 
satellite links are concerned, elevation angle and polariza-
tion assume a vital role in calculation of losses due to rain. 
On the other hand, as rain attenuation thus depends unfa-
vorably on the precipitation rate and the raindrop evaluate 
movement, it impacts seriously tropical areas.

Attenuation due to rain can be acquired specifically 
through estimation or predicted from the aspects of rainfall 
rate (mm/hr) and drop size distribution (DSD). The spectrum 
of raindrop sizes decides the precipitation rate and the radar 
reflectivity along with microwave radiation discharge of 
raindrops. In this way, it is conceivable to evaluate the rain 
attenuation by methods for indirect estimations performed 
with rain gauges, radiometers and radars. The methodology 
for predicting the attenuation depends on the relationship 
between specific attenuation and rain rate, built up through 
the modeling of the rain microstructure, e.g., the terminal 
falling speed, temperature, shape, size, of the raindrops.

This review paper has been formulated using the out-
comes of various research papers by highlighting the 

significant points from each source considering precipita-
tion and other impairments.

The absorption of microwave radio frequency signal is 
mainly due to rain or snow and is particularly predominant 
in frequencies over 10 GHz. It likewise alludes to the deg-
radation of an actual signal caused by the electromagnetic 
obstruction of the main edge of a storm front, and it will 
happen during uplink or downlink of signal. It does not need 
a rain at an area for it to be influenced by rain fade. The 
actual signal may go through rain or snow somewhere while 
it is traveling over distances during its propagation. About 
90% signal attenuation may likewise be caused mainly by 
rain, and the part of total attenuation is due to clouds, snow 
or ice on the downlink reception apparatus reflector, radome 
or horn. Therefore, numerous analysts are concentrating 
their consideration on setting up a solid strategy to anticipate 
rain-initiated attenuation. It has been realized that droplets 
can assimilate and disperse the vitality from the occurrence 
microwaves.

Figure 2 shows the climatic regions of the world and 
tropical regions between 30°N and 30°S. The regions are 
classified as tropical wet, dry, arid, humid and subtropical 
regions. Similarly, for the climatic regions of India, various 
regions were classified with long-term data analysis based 
on the sources from Indian Meteorological Department and 
is shown in Fig. 3. The further sections review about the 
propagation and attenuation research carried out using meas-
urements campaigns.

Other propagation impairments

In addition to rain attenuation, the gaseous absorption which 
is caused mainly due to oxygen and water vapor contributes 

Fig. 1  Earth–satellite slant 
path affected by propagation 
impairments. Sarat Kumar et al. 
(2008)
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Fig. 2  Climatic regions of the world and tropical regions between 30°N and 30°S. Source: http://theod ara.com/maps

Fig. 3  Climatic regions of 
India, classified with long-term 
data analysis. Source: Peel et al. 
(2007)

http://theodara.com/maps
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for the total attenuation, whereas the proportion of attenu-
ation caused by the gases is very little, when compared to 
rain attenuation. From Fig. 4, it is clearly evident that fre-
quency dependence of water vapor and oxygen absorption 
is exhibited regarding specific attenuation. The gaseous 
attenuation occurs is 22.5 GHz which is playing a role in Ka 
band of communications. Also, for oxygen absorption, the 
other maxima are observed at windows, one at 60 GHZ and 
the other at 119 GHz frequencies. Further, the water vapor 
impact at particular frequency of 183 GHz can be seen in 
graph 1 and other maxima at 320 GHz. A total attenuation 
can be computed by combining all the specified attenuation 
for which the related temperature and humidity play a role 
and is specified in ITU-R.P.676-8 (2007).

Several efforts have been made by many researchers to 
estimate the level of degradation of terrestrial and satellite 
signals in Nigeria based on ITU models (Ajayi et al. 1996; 
Ajewole et al. 1999; Ojo et al. 2008, 2009; Ojo and Omo-
tosho 2013; Ojo and Owolawi 2015). However, most of the 
investigations are based on the cumulative distribution of 
rain-induced attenuation, while very limited investigations 
have been focused on fade dynamics of rain attenuation 
statistics.

The main important cause of cloud attenuation is due to 
liquid water content present in the clouds. Models have been 
developed for computation of the cloud attenuation factor, 
and some of them can be seen at Salonen and Uppala (1991) 
and ITU-R.P.840-3 (1999).

This melting layer plays a role for the slant path attenu-
ation at low elevation angles and the results are presented 
in Zhang et al. (1994) and this can be described as above 
certain height from the ground level, where ice particles be 
converted into water droplets and that particular point be 
usually called as melting layer.

There is quite possibility for noise from external sources 
for a radio wave which is affecting the transmitting wave 
from space to ground station. Any regular retaining medium 
in the air which communicates with a radio wave will not 
just deliver a signal sufficiency diminishment, and it also 
contributes to thermal noise. As a result, receiver antenna 
temperature gets affected because of all these noise sources. 
Increase in attenuation results in the emissions noise (ITU-
R.P.618-7 2002). Signal scattering from hydrometeors gives 
rise to noise considered to be more critical than attenuation 
noise at receiver.

The signal depolarization is mainly due to phase varia-
tion and the differential attenuation caused by non-spherical 
scatterers like rain droplets and ice particles. The importance 
of signal depolarization is mainly significant for systems 
reusing the frequencies due to transmission of perpendicu-
larly polarized signals for the purpose of better utilization of 
spectrum. Part of the transmitted power in one polarization 
meddles with the other signal, and it is due to depolarization 
(Kanellopoulos and Clarke 1981).

Scintillations are nothing but the rapid variation in the 
signal strength with reference to the time and are mainly 
caused due to turbulence in the atmosphere. The tropo-
spheric scintillations play an important role if the variations 
are observed for long time, and in such instances, it may also 
contribute to the overall attenuation. Intersystem interfer-
ence particularly occurs between two satellites operating at 
similar frequency ranges or when they are in adjacent orbital 
positions.

Significant contributions—propagation 
research

Foreseeing the insights of rain attenuation from nearby rain 
rate measurements is surely well known. The rain rate meas-
urements are themselves sensibly all-around described for 
the greater part of mid-latitudes, equatorial regions and less 
so for the subtropical, tropical and central areas. The meas-
urements made at other regions where impact of terrain, 
restricted atmospheres and the typical year-to-year changes 
in precipitation all consolidates to present some unchange-
able inconstancy in the phenomenon.

Europe has an expansive and all-around respected 
propagation investigate group, the greater part of whom 
work for academic and government laboratories, which is 
facilitated and financed by the European Space Agency 
(ESA) in a profoundly viable program that has been work-
ing since the mid-1970s. European research is addition-
ally led through COST programs: COST 205, COST 255, 
and COST 280, IC0802. All these programs’ purpose 
is to develop new models and organize the propagation 
campaigns across Europe. The details of the research 

Fig. 4  Frequency versus specific attenuation, graph  1: global refer-
ence atmosphere and graph 2: dry atmosphere. Panagapoulous et al. 
(2004)
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campaigns cover the Impact of the Atmosphere on 
Earth–Satellite Radio Propagation at Frequencies Above 
10 GHz (Fedi 1985) and Radio wave Propagation Mod-
eling for Satcom Services at Ku Band or more (Martel-
lucci 2002) and COST Action 280 program covering the 
propagation impairment mitigation for millimeter wave 
radio systems with concentration on fade dynamics and 
satellite diversity aspects. The ESA satellite OLYMPUS 
gives coherent signals at 12.5, 20 and 30 GHz frequen-
cies; the 20 GHz signal is switching between horizontal 
and vertical polarization. The Italian satellite ITALSAT 
F1, worked by Alenia Spazio, conveys a 20 GHz telem-
etry reference point and refined spread signals at 40 and 
50 GHz frequencies.

Japanese analysts have spearheaded a lot of compre-
hension of satellite path propagation at frequencies over 
10 GHz, especially through crafted by T. Oguchi at Com-
munications Research Laboratory (CRL). Early Japanese 
utilization of Ku band, and the accessibility of reference 
points and transponders on the CS arrangement and BSE 
shuttle, gave chances to rain attenuation and depolarization 
estimations and uplink power control tests. Hogg and Chu 
(1975) discussed degradations produced by rain in satellite 
communication. Davies and Mackenzie (1981) reviewed 
the slant path propagation measurements using SHF/EHF 
links (Oguchi 1983), a most exhaustive review on the vari-
ous aspects of rain and hydrometeors and their interaction 
with microwaves. Raina and Uppal (1981) made investiga-
tions identified with rain attenuation over New Delhi locale 
utilizing microwave radiometer amid the rainstorm time 
period and demonstrated examination between the attenua-
tion appropriation and rain rate which demonstrates that for 
0.01% of time, the attenuation quality surpassed 13.0 dB in 
relation to the surface precipitation rate of 130 mm per hour. 
For 0.1% of time (monsoon of 1978, 1979), the attenuation 
estimation of 8.0 dB supposedly corresponds to the surface 
precipitation rate of 80 mm/hr.

Nackoney and Davidson (1982) measured satellite–Earth 
rain attenuation at 11.7 GHz, utilizing CTS beacon signals, 
and (Crane 1985) has evaluated rain attenuation prediction 
models which are widely followed worldwide and his focus 
is mainly based on point rain rate distribution. Capsoni et al. 
(1987a, b) made a comprehensive methodology for the pre-
diction of wave propagation at frequencies above 10 GHz, 
and Vogel (1982) conducted experiments at 11.2 GHz on 
rain fades at low elevation angles.

Arnold et al. (1981) presented the rain attenuation results 
obtained at three locations for over 2 years and analyzed 
the elevation angle, frequency, seasonal and diurnal effects 
along Earth–space paths (Raina and Uppal 1984); Mauri 
et al. (1986) provided the results of depolarization meas-
urements at Italian locations. Arbesser-Rastburg and Brus-
saard (1993) detailed the propagation research in Europe 

using Olympus satellite and reviewed past research carried 
with ATS-6 Satellite, OTS, Eutelsat and SIRIO Satellite. 
Sarkar et al. (1989) presented a brief description of the sali-
ent features of rain rate and rain cells extension over India. 
Barbara et al. (1993) performed experiments in Assam val-
ley using six communication links in 6–11 GHz frequency 
range. Erwin et al. (2000) presented the analysis of CDFs 
of the received signal strength at Ka band using 18.7 GHz 
beam of ITALSAT Satellite by considering different envi-
ronmental types.

Manabe and Yoshida (1995) described the rain attenua-
tion characteristics of the radio lines and the possibility of 
outage free links using the experiments carried out in Tokyo 
at various frequencies. Dynamic rain attenuation model (van 
de Kamp 2002a, b) using simulation studies was described 
that how it can be used for fade mitigation techniques. Gré-
mont and Filip (2004) emphasized the procedure for deriv-
ing the theoretical distributions for all propagation impair-
ments and relevant quantities required for overall design of 
communication systems. Feldhake and Ailes-Sengers (2002) 
made comparison using 3 years of data from NASA ACTS 
experiment by using various rain attenuation models, and 
Crane (2002) examined the impact of rain droplets on the 
ACTS propagation terminal antenna which is an applica-
tion of rain attenuation over Earth–satellite paths. Charles 
and Jaeger (2002) carried out propagation experiment at a 
diverse climate through North America for 5 years and ana-
lyzed the results of rain rate and attenuation for different 
frequencies.

Hasanuddin et al. (2002a, b) used several small antenna 
terminals in Japan for estimating the rain attenuation 
10–14 GHz of frequencies. Khan et al. (2003) estimated 
the propagation losses for a 97 GHz line-of-sight terrestrial 
links. Sum et al. (2003) carried out analysis of rain attenua-
tion at 23 GHz for terrestrial links, and Hatsuda et al. (2004) 
designed a measuring system useful for studying the site 
diversity characteristics of short- and long-distance links. 
Khajepuri et al. (2004) made studies in Iran and proposed 
a new method for calculating the rain fade and its variation 
for different rain rates at microwave range of frequencies. 
Maitra and Chakravarty (2005) conducted measurements of 
rain attenuation with Ku band signal from the geostationary 
satellite operating in India and developed a model applicable 
for rain attenuation. del Pino et al. (2005) used ITALSAT 
beacon at 50 GHz slant path measurements which are car-
ried out at Spain, and results are compared with ITU-R and 
several attenuation models.

Suryana et al. (2005a, b) introduced 2-year measurements 
on simultaneous attenuation and tropospheric scintillations 
at an Indonesian location utilizing 12.247 GHz evenly enrap-
tured JCSAT-3 satellite continuous-wave beacon signals. 
From the examination comes about, they discovered that on 
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a precipitation rate R0.01 of 120 mm/h, the rain weakening 
A0.01 measured was around 17 dB.

Many workers have calculated slant path attenuation 
using the point rainfall statistics (Manning 1984; Moup-
fouma, 1993). Pontes et al. (1990) made slant path radiomet-
ric measurements in Brazil; McCarthy et al. (1994) showed 
the cumulative distributions for slant path attenuation 
measurements suing radiometers at 11.6 GHz in Cameroon, 
Kenya and Nigeria. Rachan and Prasit (1998) reported rain-
fall measurements and presented the results of 12 GHz fade 
duration statistics; Polonio and Riva (1998) made ITALSAT 
propagation measurements for the frequency bands 20, 40 
and 50 GHz on attenuation, scintillation and fade duration.

Timothy et al. (2000) presented few of the comparisons 
from fade duration and interfade durations measured with a 
dual-slope Ku band radiometer as well as Ku band INTEL-
SAT-IV beacon receiver. August et al. performed spectral 
analysis for long-term data of 49 years and tried to found its 
relation to fade dynamics and rainfall rate. Watson and Hu 
(1994) presented a methodology for prediction of attenu-
ation for low fade margins. Nelson and Stutzman (1996) 
developed a simple model for estimating fade slope statistics 
for any frequency in the range of 10–30 GHz. Helmken et al. 
(1997) examined the fade duration measured at locations 
using ACTS propagation campaigns. Allnutt and Haidara 
(1998) presented cumulative statistics of diurnal fade dura-
tions and fade duration data from radiometric measurements 
in Equatorial Africa. Kumar et al. (2004) presented the 
results of 19.9 GHz radiometric propagation studies con-
ducted over a period of 1 year at Amritsar, for determining 
the rain-induced zenith path attenuation, and presented the 
measurement results of rain-induced attenuation in the verti-
cally polarized signal propagating at 19.4 GHz using LOS 
link at Amritsar, India.

Ventouras and Wrench (1999) presented statistical analy-
sis of measured slant path characteristics at 20 GHz and 
40 GHz in Southern England, and special emphasis on 
the seasonal and diurnal variations of attenuation statis-
tics. Hansson (1990) developed a model for predicting rain 
attenuation from measured rainfall rate statistics using a new 
concept of moving rain cells. Experiments are conducted 
for locations in Europe, North America and East Asia for 
frequencies of 10–20 GHz and elevation angles in the range 
of 10–60 degrees.

Brooker (2004) patented the method and system for 
compensating the atmospheric fading in a communication 
system; Czarnecki (2000) proposed a fade countermeasure 
system for satellite links and simulated using data recorded 
using real-time events. Zhenwei et al. (2003, 2004) devel-
oped a rain prediction model for China based on the experi-
mental data of Earth–space paths. Singliar et al. (2006) pre-
sented a comparative study based on measured point rain 

intensity for various attenuation models for the location in 
Hungary.

Fiebig (2004) presented a time-series generator for use to 
model signal attenuation caused by meteorological effects in 
satellite-to-Earth links and Earth–satellite links. Arapoglou 
et al. (2004) developed a tool to illustrate the overall impact 
of rain fades on satellite communication systems. Chu and 
Chen (2005) presented the effects of rain on the performance 
of Ka band link in Taiwan. Pontes et al. (2005) presented a 
review using 18 years of rain attenuation data obtained from 
the measurements. Felix et al. (2006) analyzed the unavaila-
bility of DTH signal operating on Ku and Ka bands in Brazil 
using mathematical simulations, and Mohamad et al. (2006) 
conducted a study to identify the effect of rain attenuation 
on fixed wireless access system.

Research has been done by utilizing the satellite infor-
mation got from TRMM and rain gauges, and the raindrop 
estimate conveyances were broken down by Baquero et al. 
(2005), with the end goal of disdrometer rain recovery. Hen-
drantoro and Zawadzki (2003) analyzed the effect of vulner-
ability in the estimation of number thickness for little drops 
utilizing disdrometer frameworks on the exactness of the 
Y–Z and Y–R relations, and it is an application to ponder 
for figuring of rain weakening from radar reflectivity factor 
estimations. Lin and Chen (2002) inferred an exact equa-
tion for the figurings of electronic cross section and spe-
cific rain attenuation for rain drops in the recurrence scope 
of 0.6–100 GHz. da Silva Mello et al. (2002) conducted a 
2-year campaign for the terrestrial links operating at 15 and 
18 GHz frequencies. Timothy et al. (2002) drawn excellent 
conclusions using the method of moments technique for an 
application study of DSD. Walther and Terje (2003) por-
trayed the drop estimate dispersions relying upon the rain 
occasions, and other particular rain lessening forecast tech-
niques have been produced utilizing the precipitation rate, 
the middle, or mode drop sizes of DSDs as a parameter for 
the arrangement. Relationship of debilitating estimations 
(Awang and Din 2004) using 38 GHz microwave joins at 
Malaysia with the DSD appear from Malaysia, Singapore, 
Brazil and Nigeria were impacted using lognormal model 
to illustrate. Maitra (2004) give huge data on how DSD can 
assume an imperative part in deciding the rain constriction, 
additionally featured significance of broad estimation neces-
sities in the tropical area, and Park et al. (2002) presented 
another model for raindrop measure circulation, in light of 
the estimations performed in Chungnam National University, 
Korea, and the outcomes were acquired in great coordination 
with estimations. Maekawa et al. (2004) exhibited for the 
main year the consequences of rain lessening attributes of 
satellite connections utilizing equatorial atmospheric radar.

Chaisang and Hemmakorn (2000) reported an article on 
the study of rain rates and rain attenuation using THAICOM 
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downlink satellite signal. Yee et al. (2001) portrayed the 
estimation of microwave rain constriction over a 10-year 
time frame (1988–1998) in Singapore. The rain lessening 
of (vertically and on a level plane energized) microwaves at 
15, 21 and 38 GHz spreading over a way length of around 
1.1 km was recorded, and the model was produced in view of 
information gathered over a 10-year time span and through 
T-grid calculation of aggregate annihilation cross areas of 
raindrops. Abdul Rahim et al. (2002) explained rain attenua-
tion which depends on information gathered over earthspace 
paths from the mid latitudes.

Ajose et al. (1995) investigated the problem of attenua-
tion, phase rotation and depolarization of electromagnetic 
plane waves because to tropical rain using finite element 
method. Dissanayake (2002) built up cloud attenuation 
models on the premise of long-haul perception of overcast 
cover information and normal properties of a few sorts of 
mists that contain the fluid water which likewise tended to 
the issues identified with anticipating distinctive sorts of 
spread weaknesses and also joined them together to decide 
the effect on the satellite connections over an extensive 
variety of blackout probabilities. Panagopoulos and Kanel-
lopoulos (2003) discussed a method to predict cumulative 
distribution of differential rain attenuation on the two con-
verging links and examined the signal-to-noise ratio under 
many conditions. Panagopoulos et al. (2004) theoretically 
reviewed about the propagation impairments and mitiga-
tion techniques. Martellucci et al. (2000) investigated the 
spatial correlation of water vapor and liquid water content 
using radiometric observations. Liou (2000) presented the 
influence of atmospheric parameters on Ka band propaga-
tion links.

Polaries Baptista et al. (1989, 1990) using simple algo-
rithms obtained the results for the combined effect of various 
propagation impairments and also studied the total attenu-
ation statistics by using the data collected with five radi-
ometers at three different frequencies. Brussard and Rogers 
(1990) have discussed theoretical aspects about the propaga-
tion consideration in satellite communication systems.

Amaya (2002), Amaya and Rogers (2002) conducted an 
analysis to evaluate the contribution of cloud and gases and 
also developed world maps of attenuation. Chandrasekar 
et al. (2003) used the space-born Ku band radar operating 
at 13.8 GHz global attenuation maps. Emiliani et al. (2004) 
developed the tools to plot the contour maps for parame-
ters like rain rate and rain attenuation for a tropical loca-
tion (Columbia) using ITU-R models. Begum and Otung 
(2008) have derived the cumulative distribution of rain rate 
for 1-min integration using 40 years of rainfall data. On 
top of the derived statistics, rain attenuation at 18.7 GHz 
is predicted using ITU-R model and a new rain attenuation 
prediction model is produced by implementing the reduc-
tion factor in prediction. Hence, the rainfall pattern, rain rate 

distribution and rain attenuation characteristics at Bangla-
desh are calculated. Using the NSS-6 satellite, Panchal and 
Joshi (2016) studies have been carried out on performance 
analysis and simulation of rain attenuation models at Ku and 
Ka band over urban regions of India.

Attenuation effects—due to hydrometeors

At the point when the melting procedure begins, ice is bit-
by-bit transformed into water, and the properties of hydrom-
eters change in terms of physical, dynamical, electrical and 
morphological aspects. Ekpenyong and Srivastava (1970), 
Hardaker (1992), Zhang et al. (1994), Stewart et al. (1984), 
Locatelli and Hobbs (1974), Mitra et al. (1990) developed 
models for melting layer phenomenon. In these models, liq-
uefying particles are thought to be circular fit as a fiddle, 
and a couple of other polarimetric models are Russchenberg 
and Ligthart (1996), D’Amico et al. (1998) that additionally 
take into account the assessment of differential propagation 
quantities.

Karhu et al. (1993) calculated the mean cumulative distri-
butions of rain attenuation using Leitao–Watson model for 
widespread rain and convective rains also the melting layer 
effects which are discussed. Mondal et al. (2001), Mondal 
and Sarkar (2003) gave the 0 °C isotherm height, which is 
valuable parameter required for the attenuation estimation 
at higher-frequency bands over Earth–space paths, and the 
experiments are conducted in India. The varieties of 0 °C 
isotherm stature for various stations corresponding to dif-
ferent seasons are displayed. The outcomes on  Hi can be 
used for the estimation of attenuation of microwave and mil-
limeter wave because of rain. Damodar (2005) considered 
rain information more than 1.5 × 1.5° lattice that has been 
figured over India, which is long-haul information measured 
by ECMWF for over 30 years.

Michelson and Liu (2009) developed a channel model for 
LEO propagation impairments, which predicts the rain atten-
uation along with the cloud, gases, fog and scintillation from 
the available parameters like rain rate, rain height, tempera-
ture, humidity, wind speed, wind direction and estimates of 
turbulence parameters from ITU-R. The output predictions 
of this model are analyzed to estimate the outage probability, 
fade dynamics and power spectrum and these predictions of 
fade slope distributions are compared with the ACTS pro-
gram for Earth–GEO links and found to be satisfactory and 
these results will be very useful for planning Earth–LEO 
satellites at Ka band.

Mello and Pontes (2012) proposed a method for attenua-
tion predictions, which will take the whole rainfall rate dis-
tribution rather than the conventional models, which rely 
on the percentage rain rate. This method is implemented 
in predicting the attenuation statistics both for satellite 
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communication and for terrestrial communication. The com-
parative analysis with different models developed at different 
regions shows that the proposed method was more effective 
than the ITU-R model in terrestrial links and in satellite 
links below 0.02% of the time.

Tropospheric scintillation studies

The rapid variation of signals because of little-scale refrac-
tive index inhomogeneities actuated by tropospheric tur-
bulence along the propagation paths is generally known 
as tropospheric scintillations. It is clearly observed that 
this impact can be observed in hot season that too around 
noon and is because of strong turbulence in clouds. It is 
clearly understood that the scintillations effect is said to be 
increased due to increment in carrier frequency and also 
lowering the angle of elevation and size of the antenna. The 
effect of scintillations is even though less when compared to 
rain, their importance is treated as significant in long-term 
scenarios. Scintillations are for the most part connected with 
the existence of clouds, particularly cumulus and cumulo-
nimbus mists.

Karasawa et al. (1988) derived a new prediction method 
for tropospheric scintillation from 14/11 GHz wave propaga-
tion experiment. Karasawa and Mastudo (1991) investigated 
the relation between rain attenuation and scintillation at low 
elevation angles using the experimental data during 1983 
where scintillation cases are maximum. Hugues (1999) pro-
posed a new method for estimation of scintillation effects on 
slant paths using radiosonde data. Catalán and Vilar (2002) 
tended to the long-standing issue of isolating the tropo-
spheric scintillations for the prevailing pattern of attenua-
tion in a satellite connection. Kassianides and Otung (2003) 
proposed a novel dynamic model of tropospheric scintilla-
tion, and results obtained from the two sites and three bea-
con frequencies showed good agreement with the theoretical 
predictions. Ong et al. (2003) gave a preliminary model for 
the designs of free-space optical links, taking rain and scin-
tillation effects into an account. Mandeep et al. (2007, 2008) 
analyzed the measurements data and presented the results 
related to tropospheric scintillation.

Maitra et al. (2012) analyzed the propagation effects and 
the depolarization effects from the Ku band satellite data 
at 11.172 GHz and by incorporating the drop size distri-
butions (DSD) of the rain obtained by the disdrometer in 
the SAM prediction model; the estimates are in good agree-
ment with the measured data. The DSD of rain is further 
analyzed to get the correlation between the co-polar and 
cross-polar components of the signal and found the relation 
over the entire rain events except with the rain events having 
larger diameter of the rain drops, which is critical for the 

enhancement of cross-polar component during pre-monsoon 
than in monsoon periods.

Mandeep and Islam (2012) evaluated the performance 
of the scintillation models over Malaysia region using the 
measured beacon signals from Superbird-C satellite. The 
ITU-R, Karasawa, Van de Kamp, Ortgies, Marzano MPSP, 
DPSP and Tervonen–Kamp–Salonen scintillation models are 
studied and implemented using the recordings at Tronoh, 
Malaysia. These models are developed based on the non-
rainy measurement data and surface temperature param-
eters, which are in good relation to the scintillation. Thus, 
the model-based predictions present the accurate estima-
tion than the empirical methods. Immadi et al. (2014a, b, 
c, 2015a, b, 2017a, b) fulfilled experimental studies on Ku 
band propagations for Vijayawada location. The equipment 
like disdrometer, Ku band antenna and micro-rain radar is 
used in the studies.

Models developed for rain attenuation

There have been a few endeavors to figure models that will 
allow propagation engineers to foresee the execution of sat-
ellite links working in the higher band of frequencies. Tak-
ing this further, if the systems so planned do not meet the 
particular necessities, the further point is to enable ameliora-
tive strategies to be investigated.

Attenuation because of rain is a critical propagation prob-
lem which must be considered while designing the satellites. 
The attenuation due to rain relies upon DSD, temperatures, 
maximum speed and state of the raindrops. A few models 
were developed for estimation of the aggregate attenuation. 
Each of these models seems to have focal points and weak-
nesses relying upon particular application.

Attenuation due to rain can be measured precisely by 
methods for satellite reference point signs and radiometers. 
In any case, since engendering tests are completed just in 
few places on the Earth and for a predetermined number of 
frequencies and connection geometry, these outcomes can-
not be straightforwardly connected to all destinations.

Therefore, a few attenuation models in view of physical 
actualities and utilizing accessible overall meteorological 
information have been created to give satisfactory. Specifi-
cally, the estimation of the rain-initiated attenuation starts 
with the aggregate value of precipitation as revealed by 
the numerous analysts: a few techniques have been pro-
duced and tried against accessible information to relate the 
local meteorological parameters to the signal attenuation 
measurements.

This area audits probably the most imperative rain fore-
cast models grew all inclusive; among them, the best per-
forming models are quickly depicted here under Table 1 
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which gives the model name and Table 2 which gives run-
down of parameters utilized as a part of the models.

Angeletti and Lisi (2012) proposed a system model, 
combining the fade mitigation techniques used in satellite 
communications in order to provide the best link avail-
ability in Ka band communication satellites. The proposed 
system is a combination of the power control technique 
and the adaptive modulation and coding technique, where 
the combination results in maintaining the link at low SNR 

and providing the minimum data rate to the users. This 
approach is highly recommended for providing broadband 
services using Ka band spectrum.

Yussuff and Khamis (2012) derived the relation between 
the rain rate and the effective slant path of rain and have 
modified the effective length used in ITU-R model by the 
derived ones. The rain rate is taken from the TRMM satel-
lite data, and this rain rate is used to calculate the effective 
height of the rain. The proposed model is compared with the 

Table 1  Various rain attenuation models and relevant parameters

Description of model parameters is included in Table 2

# Model name λ Hs θ f r k,α P0 Rp(p) R0.1 R0.01 hR H0(p) H-15 Ap

1 Assis—Einloft-improved model (Costa 1983) ✓ ✓ ✓ ✓ ✓ ✓
2 Australian model (Flavin 1996) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
3 Brazil model (Recommendation CCIR 1992) ✓ ✓ ✓ ✓
4 Bryant model (Bryant et al. 2001) ✓ ✓ ✓ ✓
5 Crane global model (Crane and Blood 1979) ✓ ✓ ✓ ✓ ✓ ✓
6 Crane two-component model (Crane 1985) ✓ ✓ ✓ ✓ ✓
7 EXCELL model (Capsoni 1987a, b) ✓ ✓ ✓ ✓ ✓ ✓ ✓
8 Garcia model (del Pino et al. 2005) ✓ ✓ ✓ ✓ ✓ ✓
9 The ITU-R models (ITU-R.P Series) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
10 Karasawa model (Karasawa et al. 1988) ✓ ✓ ✓ ✓ ✓ ✓
11 Leitao–Watson model (Watson et al. 1985) ✓ ✓ ✓ ✓ ✓ ✓
12 Matricciani model (Matricciani 1991) ✓ ✓ ✓ ✓ ✓ ✓
13 Misme–Waldteufel model (Misme and Waldteufel 1980) ✓ ✓ ✓ ✓ ✓ ✓ ✓
14 Simple attenuation model (Stutzman and Dishman 1982) ✓ ✓ ✓ ✓ ✓
15 Svjatogor model (Svjatogor 1985) ✓ ✓ ✓ ✓
16 DAH model (Dissanayake et al. 1997, 2001) ✓ ✓ ✓ ✓ ✓ ✓

Table 2  Description of various 
model parameters

Symbol Description

λ Wave length (in m)
Hs Altitude of the Earth station [km]
θ Slant path elevation angle [deg]
f Frequency of the link [GHz]
r The specific attenuation derived using the frequency-dependent coefficients [dB/km]
k,α Frequency- and polarization-dependent coefficients given by ITU-R to calculate 

Specific attenuation due to rain [ITU-R]
P0 Probability of rain falling at a point
Rp(p) Rainfall rate exceeded for any given percentage of the average year, p
R0.1 The rain intensity 0.1% of an average year [mm/h]
R0.01 The rain intensity 0.01% of an average year [mm/h]
hR Rain height [km]
H0 The 0° isotherm height [km]
H-15 Average − 15 °C isotherm height [km]
p(As) The probability of attenuation
p(Rp) The probability of the rain rate
h0 Yearly average 0 °C isotherm height above mean sea level [km]
Ap The predicted attenuation [dB]
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global models like DAH, SAM, Mandeep and ITU-R and 
found that the proposed model (modified ITU-R) was nearer 
to the measured ones and the mean square error, standard 
deviation and root-mean-square error are less than the other 
models.

Cerqueira and Assis (2013) have carried the analysis of 
the data collected in 8 geographical sites in Amazon region, 
South America. In this work, mainly three conclusions have 
been drawn from the measurements: firstly, the relation 
between the rain event duration and the rain rate is found 
and they are in good correlation with each other; secondly, 
the rain rate and the average rain event duration are also 
in correlation and the equations for the relations have been 
derived, which are useful to estimate the duration of the rain 
event, when the rain rate is known. The analysis can be used 
to design a satellite system in Ku band and Ka band. Yussuff 
and Khamis (2013) compared the measured signal attenua-
tion values, recorded at 3 stations in Nigeria with the global 
models like ITU-R, SAM and DAH. The global models are 
not in good agreement with the measured attenuation. Based 
on the regression coefficients, derived using the statistical 
methods applied to the measured data, the team has modified 
the coefficients used in ITU-R and found that the prediction 
given by the proposed model was in good agreement with 
less error percentage than the global models.

Kestwal et al. (2014) have compared the measured rain 
attenuation at Almora, Uttarakhand, with the globally 
applied model ITU-R. The rainfall data of 20 years have 
been taken and are converted into rain rate for calculating 
the rain attenuation using SAM model. The results show 
that the ITU-R model is performing well at low frequencies 
and at low rain rates and deviates from the measured attenu-
ation values at higher frequencies and higher rain rates. So 
an exponential fit is used for the results for evaluation of the 
correlation between the rain rate and the rain attenuation. 
The other work by the team is to use the terrestrial com-
munication link power to estimate the rain rate data, which 
will be helpful in designing the rain rate maps, where the 
equipment is not available. Das and Maitra (2015) tested the 
model, proposed by them in 2012, where the model is devel-
oped on the basis of the data collected at tropical region, 
Kolkata. This model is tested with the other tropical site 
data and found to be suitable in predicting the attenuation. 
On the other hand, the model is tested with the temperate 
region Spino d’Adda data, where the region is climatically 
different from tropical region and found to be not suitable for 
temperate regions. So the parameters required for the model 
μ and sigma have to be derived from the data collected from 
temperate regions such that the model is applicable globally.

Semire et al. (2015) proposed two models for prediction 
of the long-term rain attenuation and statistical prediction 
of site diversity gain. The rain attenuation model is derived 
from the global model of ITU-R, modifying the parameters 

of horizontal and vertical reduction factors by analyzing the 
rain attenuation data and atmosphere radar data taken from 
Malaysian Meteorological Department. The site diversity 
gain model is derived from the rain rate attenuation statis-
tics, calculated from TRMM measurements and analyzing 
the data for 5 sites, placed at a distance of 1 km to 50 km 
randomly from the measured site. The proposed models 
performed well when compared with the existing models. 
The models can be used to predict the rain attenuation and 
diversity gain in tropical regions, which have climatic condi-
tions like Malaysia.

Shrestha and Choi (2017) presented the measured rain 
attenuation for Ku and Ka band frequencies for a period 
of 3  years (2013–2015). The measured signals are at 
12.25 GHz, 19.8 GHz and 20.73 GHz. Rain attenuation 
is estimated by using the global ITU-R model and SAM 
model from rain rate measurements from disdrometer. The 
comparison between the measured and estimated attenua-
tion values by ITU-R and SAM model were presented and 
the results are not matched with measured ones. In order 
to improve the ITU-R frequency scaling model, prediction 
error is introduced by considering the absolute values of 
deviation. More testing and analysis have to be done to this 
method to be applicable in other regions.

Rakshit et al. (2017) analyzed the rain decay parameter, 
used in global SAM model and modeled for the region of 
Kolkata. In this work, the variation of decay parameter with 
respect to rain rate is investigated for the data over 2 years 
of time (2008–2009). The median of decay parameter and 
median absolute deviation of gamma are calculated using the 
rain rate based on the curve-fit parameters. Decay parameter 
can now be dynamically calculated for different rain rates 
and is used in the SAM model for predicting the rain attenu-
ation. The proposed model is evaluated using the measured 
data in the year of 2010, and the model is accurate in predict-
ing the rain attenuation at different rain rates than the global 
SAM and ITU-R models. The technique embedded in this 
model is very effective when predicting from the ground-
based rain measurements.

Arslan et al. (2018) proposed a technique to estimate the 
amount of rainfall based on the satellite link attenuation 
measurement. Two years of Ku band satellite measurements 
are used to model the relationship between the attenuation 
in microwave link and the rain rate. Simultaneously, the rain 
rate has been estimated by the radar reflectivity provided 
by the NOAA operated by Next-Generation Weather Radar 
(NEXRAD) and also the ground-measured rainfall accumu-
lation by the rain gauge. The rainfall accumulation estimated 
by the ITU-R A-R relationship using Ku band satellite signal 
attenuation agrees well with the estimates from radar Z–R 
relationship for 6 mm rainfall accumulation and above, for 
1 day (24 h). For rainfall accumulations less than 6 mm, the 
ITU-R estimates are 30–43% less than the radar estimates. 
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This technique has to be refined to have fair estimates from 
the satellite signal attenuations.

Halder et al. (2018) carried out the rain attenuation esti-
mation using two different ground-based recordings from 
disdrometer and radiometer at two tropical locations: Kol-
kata (22.57 N, 88.36 E, India) and Belem (1.45 S, 48.49 W, 
Brazil). The radiometer measures brightness temperature 
measurements at 14 different frequencies in 2 frequency 
bands of 22.24–31.40 GHz and 50–59 GHz, whereas the 
disdrometer measures the rain drop size and number of rain 
drops, from which the rain attenuation has been calculated. 
The results show that the estimated rain attenuation values 
below 30 mm/h rain rate are matching with the two types 
of ground-based recordings: radiometer and disdrometer, 
whereas at higher rain rates, the DSD estimated rain attenu-
ation matches the ITU-R model estimates. This approach 
will be useful in estimating the rain attenuation in different 
rain conditions over tropical region at Ka band.

Conclusions

Rain attenuation models developed worldwide using num-
ber of measurement campaigns are discussed in this review 
paper. This will help the propagation engineers and serve 
as a single source of reference. An idea of compilation and 
usage of all theoretical models is made for rain attenuation 
studies, for the purpose of predicting attenuation in an effec-
tive way. Various models were discussed and listed with the 
variability of the rain rate, rain height and other meteorologi-
cal parameters.

Attenuation measurements and prediction of results 
from simulations on Ku and Ka band satellite signal are 
fulfilled by various researchers. Rain attenuation prediction 
by ITU-R and the other models showed noticeable deviation 
to the measured values. Unlike the monotonic decrease pre-
dicted by these models, exceedance of rain rate and attenua-
tion in India and other tropical regions showed the presence 
of breakpoints. It is often necessary to have a good under-
standing of a model’s implementation to use it correctly, 
otherwise it may produce errors or, worse, wrong results 
when supplied with parameters outside of an expected valid-
ity range.

The most important issue that exists today affecting the 
empirical models is certainly that not enough information 
exists in propagation measurement databases to allow for 
the complete modeling of the attenuation phenomenon 
throughout all the different climatic regions, worldwide. 
Therefore, researchers use proxy procedures to till voids 
in sites for which data are unavailable.

The lack of rain measurement data from tropical regions 
for verification or for modeling purposes causes predic-
tions obtained from existing models to deviate from real 

measurements. Only a few tropical countries in the world 
have submitted rain and attenuation measurements to ITU 
study groups for inclusion in the world database. How-
ever, these submissions are not sufficient to reduce the 
uncertainty that exists when a system designer uses a pre-
diction method to estimate rain margins in other tropical 
countries.

An inaccurate prediction model can also lead to underes-
timating the effect of rain on the links, severely impacting 
end users because of lower-than-expected availability. The 
severity of the impact on a service depends on the criticality 
of the applications being utilized by underlying end user. 
Residential users accessing the Internet may be more per-
missive than users of mission critical applications, such as 
telemedicine or tele-education, which normally cannot be 
rescheduled without impacting the community.

Unless the measurements from the local stations, the 
results obtained always run the risk of overestimating or 
underestimating the phenomenon. It has to be noted that 
the statistical nature of the rain phenomenon and the inher-
ited statistical behavior of the attenuation phenomenon are 
such that the variability between yearly cumulative functions 
(measured via comparison of equiprobable values in empiri-
cal cumulative distribution functions for each year) and 
between seasons (measured via comparison of equiprobable 
values from empirical cumulative distribution functions for 
different seasons, i.e., summer-to-fall or spring-to-summer, 
as in temperate zones, or rainy and dry seasons, as in tropical 
zones) is comparable to the deviation between predictions 
and measurements, therefore putting all models at the same 
order of precision. This uncertainty is reduced by the analy-
sis of long-term data sets (> 10 years) and by comparisons 
including the expected variability based on what is observed.

Even though various campaigns are done all over the 
world, the attenuation is the phenomenon which varies from 
location to location and the experimental results obtained 
from the researchers are not directly useful for the prediction 
of attenuation at other locations. A model suitable to the par-
ticular location by taking into account the local parameters 
for predictions is very much required.

The major conclusions can be drawn from all the studies 
specified are:

• Attenuation due to rain and other hydrometeors is a cru-
cial limitation in satellite link design

• Several observational and non-exact rain constriction 
expectation models that have been produced depend on 
the deliberate information acquired from calm districts 
not reasonable for tropical locales, i.e., high precipita-
tion areas.

• The ITU-R model when compared with the other mod-
els either under estimates or over estimates especially 
for a tropical region measurement sites.
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• Other debilitations are because of vaporous ingestion, 
cloud, troposphere refractive impacts, glitter and wet 
receiving wire, making crumbling the higher-frequency 
bands.

• About 0.5–40 dB attenuation during heavy rainfall.
• More propagation studies have to be conducted in 

future for better prediction of propagation losses. There 
is a continued need of obtaining and improving the 
global models for rain attenuation over the Earth–space 
paths.

• The oxygen lessening is practically consistent at tropi-
cal destinations (the temperature and weight varieties are 
little). In most northerly locales, the weakening varieties 
of oxygen and water vapor are of a similar request. (The 
measure of water vapor depends firmly on temperature, 
while the oxygen constriction depends contrarily on the 
temperature.)

• The utilization of meteorological information gathered 
without rain can prompt an underestimation of aggregate 
lessening as for the qualities acquired utilizing radio-
sonde estimations gathered both in rain and in non-rain 
conditions.

• Studies and campaigns at various locations and at differ-
ent frequencies were done and many a researchers from 
their measurements the impact of frequency depend-
ence on rain attenuation at microwave frequencies are 
presented.

• In addition, the procedures and models are needed for 
attenuation predictions for overall design of communica-
tion systems.

• The campaigns like ACTS, COST programs are very 
much useful for consolidation of various models and 
parameters along with fade dynamics and propagation 
modeling. This in turn helped to resort the development 
of techniques for site diversity and adaptive mitigation 
techniques.

• Various researchers conducted the experiments, and 
propagation data resulted from these are useful for devel-
opment of rain attenuation maps.

• Rain rate and rain attenuation models are developed 
based on extraction of attenuation for various locations.

The future campaigns proposed related to propagation 
impairments may provide the outcomes like:

• Collecting the multi-years Ku, Ka and V band propaga-
tion data

• Performing multiple site analysis for rain attenuation and 
scintillation studies

• Fade dynamics and modeling
• Adaptive control techniques for uplink and downlink
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Abstract
There is an exceptional opportunity of achieving simultaneous and complementary data from a multitude of geoscience 
and environmental near-earth orbiting artificial satellites to study phenomena related to the climate change. These satellite 
missions provide the information about the various phenomena, such as sea level change, ice melting, soil moisture varia-
tion, temperature changes and earth surface deformations. In this study, we focus on permafrost thawing and its associated 
gravity change (in terms of the groundwater storage), and organic material changes using the gravity recovery and climate 
experiment (GRACE) data and other satellite- and ground-based observations. The estimation of permafrost changes requires 
combining information from various sources, particularly using the gravity field change, surface temperature change, and 
glacial isostatic adjustment. The most significant factor for a careful monitoring of the permafrost thawing is the fact that this 
process could be responsible for releasing an additional enormous amount of greenhouse gases emitted to the atmosphere, 
most importantly to mention carbon dioxide  (CO2) and methane that are currently stored in the frozen ground. The results of 
a preliminary numerical analysis reveal a possible existence of a high correlation between the secular trends of greenhouse 
gases  (CO2), temperature and equivalent water thickness (in permafrost active layer) in the selected regions. Furthermore, 
according to our estimates based on processing the GRACE data, the groundwater storage attributed due to permafrost thaw-
ing increased at the annual rates of 3.4, 3.8, 4.4 and 4.0 cm, respectively, in Siberia, North Alaska and Canada (Yukon and 
Hudson Bay). Despite a rather preliminary character of our results, these findings indicate that the methodology developed 
and applied in this study should be further improved by incorporating the in situ permafrost measurements.

Keywords Climate change · Permafrost · Gravity · Grace · Greenhouse gas

Introduction

The permafrost is frozen soil, sediment or rock that remains 
under 0 °C for at least two consecutive years (Brown et al. 
1998). There are different layers, of which frozen ground 
represents just one portion. The active layer is the surface 
layer of soil that is seasonally frozen in winter and thaw 
each summer, causing relatively large surface movements at 
the order of centimetres, or even decimetres over periods of 

months (seasonal variations) and years (cf. Biskaborn et al. 
2015). The talik is an unfrozen ground layer that lies below 
the active layer and above the permafrost. As seen in Fig. 1, 
the permafrost is found in large parts of the Northern Hemi-
sphere, mostly in Siberia, Canada, Alaska, Greenland, and 
the northern parts of Sweden and Norway (Schaefer et al. 
2012). Climate warming is more rapid in the northern high-
latitude regions and causes thawing of the permafrost over a 
great expanse of area in the Arctic region (Liu et al. 2010). 
This has major impact on the arctic water cycle, as ground 
ice melts and flow pathways between layers and groundwater 
increase. The permafrost thaw is a very complex phenom-
ena that can in some cases lead to the water storage change 
that could be detected in gravity variations. Soils in the 
Arctic permafrost region are estimated to hold about twice 
as much carbon as the atmosphere (Hugelius et al. 2011). 
As previously frozen permafrost organic carbon thaws and 
decomposes, there is a potential positive feedback between 
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the permafrost thaw and the global warming if the Arctic 
turns from a net sink to a net source of carbon. Hence, study-
ing thawing permafrost is very important, not only from a 
perspective of localized geo-hazard such as erosion, dam-
age to buildings and infrastructure, but also with respect to 
its possible global impact due to greenhouse gas emissions.

The permafrost regions are one of the most heavily 
impacted regions by the climate change. Studying the per-
mafrost might allow us to investigate a long-term devel-
opment of the earth’s shape interior, gravity field, climate 
change and assessment of its impact. The permafrost thaw-
ing has been investigated using satellite gravimetry tech-
niques (GRACE; Tapley et al. 2004) in many publications 
in addition to streamflow analyses (e.g. Sjöberg et al. 2013) 
that use thermal sensors in boreholes that measure the thick-
ness of the active permafrost layer. For example, Velicogna 
et al. (2012) studied the permafrost thawing using GRACE 
data in the Lena river basin (cf. Muskett and Romanovsky 
2009, 2011; Vey et al. 2013) and Shabanloui and Müller 
(2015) conducted a similar study for the whole Siberia 
(cf. Chao et al. 2011). They determined the water storage 

changes attributed to the permafrost thawing using GRACE 
data and compared their results with various hydrological 
effects such as the soil moisture and the river run-off. The 
importance of the permafrost for the earth’s ecosystem (in 
terms of the released carbon dioxide and nitrogen into the 
atmosphere due to thawing of permafrost active layer) was 
also recognized by Treat et al. (2014), Yang et al. (2013), 
Schaefer et al. (2011) and others.

In this study, we propose a unique approach to study the 
permafrost thawing using satellite data, e.g. GRACE and 
other satellite- and ground-based observations in order to 
determine surface changes/deformations in the northern high-
latitude region. For this purpose, the mass variations due to 
the permafrost thawing are estimated in terms of the ground-
water level change in the study region. By using the outcomes 
of this study, we try to find geophysical mechanisms being 
the most plausible, e.g. the thawing of permafrost and the gla-
cial isostatic adjustment (GIA). The satellite-based data, e.g. 
GRACE, is collected from low-orbited dedicated missions, 
which provide homogeneous and global coverage. However, 
these data suffer from inherent data processing problems and 

Fig. 1  Permafrost distribution 
in the northern high latitudes. 
Image credit: Philippe Rekace-
wicz, 2005, UNEP/GRID-
Arendal maps and graphics 
library based on International 
Permafrost Association (1998) 
circumpolar active-layer perma-
frost system (CAPS), version 
1.0. https ://www.wunde rgrou 
nd.com/resou rces/clima te/melti 
ng_perma frost .asp

https://www.wunderground.com/resources/climate/melting_permafrost.asp
https://www.wunderground.com/resources/climate/melting_permafrost.asp
https://www.wunderground.com/resources/climate/melting_permafrost.asp
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need to be addressed properly in order to achieve reliable 
and accurate results. Another task to be tackled is finding 
an optimal method for data noise filtering (especially for 
GRACE data (Sjöberg and Bagherbandi 2017, Sect. 8.7) 
and meteorological signals (rain, snow water, surface water, 
etc.). How to extract the permafrost signal from satellite data 
is an important challenge here. For example, studying tem-
poral gravity changes and their relation with the permafrost 
using GRACE data requires the knowledge about the land 
uplift (GIA) (Peltier 2004; Ågren and Svensson 2007) and 
the continental hydrological signal (GLDAS, Global Land 
Data Assimilation System; Rodell et al. 2004). The potential 
of the GRACE for detecting mass changes related to different 
phenomena has been studied before and during the first years 
of its operation, for instance, by Wahr et al. (1998, 2004) and 
Swenson et al. (2003). It is important to mention here that the 
gravity data collected by GRACE require applying a smooth-
ing procedure in order to reduce the effects of errors present 
in the short-wavelength component. Various methods have 
been proposed to filter the GRACE data (cf. Swenson and 
Wahr 2006; Wouters and Schrama 2007; Klees et al. 2008; 
and Kusche et al. 2009). Among them, we could mention 
the most commonly applied isotropic Gaussian (Wahr et al. 
1998) or the non-isotropic (Han et al. 2005) filters. However, 
none of these methods accounts for a correlated noise in data.

In this study, we estimate water storage changes due to 
permafrost thawing (not dry permafrost, bare rocks, thawing) 
using satellite gravimetry methods in the study region. There-
fore, studying the contribution of some disturbing signals 
such as land uplift (GIA), surface water and surface snowfall 
on the signal detected by GRACE is necessary. Moreover, 
we also address the determination of the permafrost-related 
near-surface mass changes (due to permafrost thawing) and 
their correlation with released greenhouse gases.

Monitoring near‑surface mass change 
by GRACE

Today, the most successful data for studying temporal 
changes in the gravity field stem from the very long record 
of satellite laser ranging for very long wavelengths (Moore 
et al. 2005), and more recently also from the accurate grav-
ity-dedicated satellite mission GRACE for shorter/more 
regional phenomena (cf. Lemoine et al. 2007). GRACE is 
appropriate for studying some geodynamic phenomena such 
as GIA, climate change and permafrost thawing, because 
these phenomena are related to a mass change and conse-
quently propagated into gravity field change. Moreover, 
these changes occur over relatively large areas, thus hav-
ing prevailing long-wavelength spatial pattern that could 
be detected by GRACE that could measure secular gravity 
changes related to near-surface mass changes.

A satellite disturbing potential model (T) typically con-
sists of numerical values for the potential coefficients ( Cnm ). 
A time-dependent change in the earth’s gravity field due to 
mass transport causes changes in the harmonic coefficients. 
These changes can be described by the residual spherical 
harmonic coefficients ΔCnm that are obtained after subtract-
ing the mean value from monthly solutions. The absolute 
disturbing potential and its changes are then described by

where C̄nm is the mean value of spherical harmonics over 
time, ΔT  is either the change in T from one time to another 
or the difference between T at one time and the time aver-
age of T, GM is the geocentric gravitational constant (i.e. 
the product of Newton’s gravitational constant and the total 
mass of the earth including the atmosphere), R the Earth’s 
mean radius, nmax is maximum degree of harmonic expan-
sion, (r, �, �) are, respectively, the geocentric radius, co-
latitude and longitude of the computational point, Ynm is the 
surface spherical harmonic of degree n and order m, and

As seen in Eq. (2), the residual spherical harmonic coeffi-
cients ΔCnm consist of the direct gravitational contribution of 
the surface mass 

{

ΔCnm

}

surface mass
 and the additional contri-

bution of the surface mass load 
{

ΔCnm

}

solid mass
 that deforms 

the underlying solid earth. Hence, we have (cf. Wahr et al. 
1998)

where Δ�(�, �) is the surface density change (mass/area), 
and �̄� is the earth’s mean density. The load Love numbers 
kn are modelled based on some available earth model (e.g. 
Farrell 1972; Sun and Sjöberg 1999; Bevis et al. 2016).

By repeating GRACE satellite tracks for measuring the 
gravity field, the linear least-squares regression analysis can 
be applied to determine temporal changes (i.e. secular trend) 
of the disturbing potential (cf. Sjöberg and Bagherbandi 
2017, Chapt. 2). The regression equations are given by:
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∑
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∑
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+
{
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{
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=
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where �j = 2�∕Tj , periods are denoted by Tj and J is the 
number of periodic signals included in the adjustment. Con-
sidering a linear regression (i.e. a + bti = ΔTi − �i ) in time 
(

ti
)

 with observation equations (Eq. 4), the secular change of 
the spherical harmonic coefficients ( C⋅

nm
 ) is given by:

where � is a matrix which includes the computed secular 
trends using Eq. (4).

Sjöberg and Bagherbandi (2017, Sect. 8.7) showed that esti-
mated rates of a secular trend in the gravity field do not differ 
significantly when either including or not periodic terms in 
the analyses. Using C⋅

nm
 , the secular changes of the disturbing 

potential and gravity disturbance can be described up to some 
limited degree nmax as follows (Sjöberg and Bagherbandi 2017, 
Chapters 3 and 8)

According to Sjöberg and Bagherbandi (2017), Chapter 8, 
the near-earth’s surface mass change rate can be determined 
from

The monthly mass changes propagate into changes in the 
earth’s gravity field. For computational purposes, these mass 
changes are often considered as being concentrated in a very 
thin layer of water thickness changes. Their vertical extent is 
measured in centimetres of the equivalent water thickness. To 
get a general picture of the lateral distribution of mass anoma-
lies, one may also represent the secular trend of the disturbing 
potential in terms of the total water storage (TWS) changes. 
Using GRACE data, we estimate the secular trend of TWS 
change according to Wahr et al. (1998) by

where �w is the water density.
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GRACE data and processing procedure 
for permafrost studies

There are different products for GRACE, monthly, weekly 
and 10-day solutions provided by several analysis cen-
tres. The three main analysis centres are: Center for Space 
Research (CSR) at the University of Texas at Austin, Jet 
Propulsion Laboratory (JPL) in Pasadena and GeoForschun-
gsZentrum (GFZ) in Potsdam. In addition, there are solu-
tions from the University of Bonn (ITG), the Centre National 
d’Etudes Spatiales (CNES) in Toulouse and the Technical 
University Delft (DEOS Mass Transport model). For this 
study, we used the Release-05 GRACE level-2 monthly 
time-variable gravity field products from CSR over the 
period from August 2002 to May 2016 provided in terms 
of the fully normalized geopotential spherical harmonic 
coefficients to determine the TWS changes. These GRACE 
data were filtered and corrected for GIA, hydrological sig-
nal and glaciers melting in order to estimate the equivalent 
water height secular trend due to the permafrost thawing 
layer (EWHP). The filtering and correction procedures are 
briefly summarized in the next sections.

Noise filtering

The epoch-wise GRACE gravity field models require 
smoothing in order to reduce the effects of errors at short 
wavelengths. The GRACE data contain coloured noise that 
shows up in the provided spherical harmonic coefficients 
(Kusche et al. 2009). Basically, truncating the spherical har-
monic series at long wavelengths, where the noise is not yet 
significant, yields the loss of an unacceptably high portion 
of the signal. The noise can usually be described by sys-
tematic/correlated stripping patterns. The reason for this is 
the mission geometry, as GRACE twin-satellites fly in the 
same near-polar orbital plane, and the inter-satellite rang-
ing observable used in gravity modelling transforms into 
a distinct along-track sensitivity (Sjöberg and Bagherbandi 
2017, Chap. 8). Deficiencies in de-aliasing models cause 
an anisotropic error that cannot be removed, for instance, 
by applying the Gaussian isotropic filter. Instead, the de-
correlation method should be used in the post-processing 
of GRACE data, such as those discussed by Kusche (2007), 
Klees et al. (2008) and Kusche et al. (2009). Kusche’s tech-
nique uses a priori synthetic model of the observation geom-
etry for the de-correlation. In this study, we used Kusche’s 
technique (DDK2 filer) to remove stripping patterns in the 
CSR GRACE data (see Joud et al. 2017).

GIA correction

In the study region, the earth’s crust is rising continuously 
since the last glacial maximum due to de-loading of the 
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former ice sheet. The process of ongoing relaxation due to 
the viscoelastic structure of the earth mantle is known as 
glacial isostatic adjustment (GIA). The land uplift is well 
documented from various studies (see e.g. Ekman 1991 and 
Peltier and Argus 2015 for historical reviews). Although 
GIA is a well-known process for more than a century, it still 
attracts the attention of geoscientific community due to its 
extended number of applications in the understanding, mod-
elling, measuring and correcting for different phenomena 
related to the present issues of interest to the global society.

GIA causes changes in the earth’s gravity field. The esti-
mation of mass changes, obtained from GRACE data, in 
terms of the equivalent water thickness will not be correct 
without removing the GIA contribution. For this purpose, 
the land uplift rate should be converted to equivalent land 
uplift water height (ELUWH) by

where 
⋅

h is the land uplift rate.

Hydrological corrections

The hydrological monthly data from the global land data 
assimilation system (GLDAS) hydrological model over the 
period from January 2002 to May 2016 with 0.25 × 0.25 
or 1.0 × 1.0 arc-degree spatial resolution can be extracted 
(Chen et al. 1996; Koren et al. 1999) via the Hydrology 
Data and Information Service Center (HDISC). GLDAS 
provides global information on land surface status (e.g. sur-
face temperature, soil moisture, precipitation, river run-off, 
etc.) with three-hour or monthly temporal resolutions based 
on integrating satellite and ground-based observation data. 
Four land surface models are currently used by GLDAS, 
specifically Mosaic, NOAH, CLM and VIC (see Rodell et al. 
2004). In this study, we used the NOAH model according 
to Chao et al. (2011), which has a total of four soil layers 
thickness (i.e. 0–10, 10–40, 40–100 and 100–200 cm). The 
precipitation and other hydrological parameters are very 
important because their effect on the water storage change 
is significant in the study area (see Fig. 5). The regression 
analysis has been used to calculate the secular trend of the 
hydrological data (similar to Eq. 4).

Ice‑melting correction

For extracting the water storage change due to permafrost 
thawing, the effect of ice-mass loss of Greenland ice sheet trig-
gered by regional warming should be removed from GRACE 
data. The rate of ice elevation change from 2003 to 2012 was 
computed by using altimeter surveys from NASA’s ATM 
flights during 2003–2012 supplemented with high-resolution 

(10)
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ice, cloud and land elevation satellite (ICESat) data from 2003 
to 2009 (cf. Khan et al. 2014). The result shows that large areas 
in the centre of the Greenland ice sheet (GrIS) have few or 
no measurements during the period between 2010 and 2012. 
Thus, the variability in the elevation change rate during this 
period is not fully covered in the elevation change estimates. 
To overcome this problem, the ENVISAT radar altimeter 
measurements have been used from April 2009 to March 
2012. This dataset is obtained from the RA-2 SGDR product 
(see Khan et al. 2014), while the standard (SGDR) corrections 
for atmospheric propagation and tides were applied. Observa-
bles provided by a radar altimetry suffer from problems with 
the slope effect; therefore, in this study, we did not use data 
around the edge of the GrIS (from the ice margin and about 
50–70 km inland). While other studies have made attempts 
to merge laser altimetry data with radar altimetry data, here 
we used the elevation change rates estimated from ENVISAT 
and laser altimetry separately and combined these rates. Ice-
melting results using the above-mentioned data are presented 
in Fig. 2. Similar to Eq. (10), the correction due to equivalent 
ice-melting water height was computed.

The near-earth surface mass variations obtained from 
GRACE data are related to hydrological (water) variations. 
These variations are, however, attributed not only to the per-
mafrost thawing, but also to the precipitation and run-off 
variations. Therefore, the secular trend of equivalent water 
height due to permafrost thawing (EWHP) was estimated by 
removing the signals triggered by the GIA and hydrological 
contributions from the obtained 

⋅

TWS(Eq. 9). This procedure 
is described by the following scheme:

where 
⋅

ELUWH is the land uplift water equivalent height 
(Eq. 10), WS⋅

snow
 is the water storage due to the water equiva-

lent of snow, WS⋅
canopy

 is the canopy water storage, WS⋅
run - off

 
is the water storage variation due to run-off river, 
WS⋅

SoilMoisture
 denotes the water storage due to soil moisture 

variation (accumulated soil moisture internally from differ-
ent layers) and WS⋅

ice - melting
 is water storage from the ice 

melting in Greenland (for this study).

Results

Using the static 30-day GRACE gravity field solutions over 
the period from 2002 to 2016, the residual spherical har-
monic coefficients were determined according to Eq. (1b), 
and consequently the disturbing potential changes were com-
puted according to Eq. (1a). The spectral rates of the gravity 

(11)

⋅

EWHP =
⋅

TWS
GRACE

−
⋅

EWHP−
⋅

WS
snow

−
⋅

WS
canopy

−
⋅

WS
run - off

−
⋅

WS
SoilMoisture

−
⋅

WS
ice - melting

,



726 Acta Geophysica (2019) 67:721–734

1 3

field change (in terms of C⋅

nm
 ) were then determined using a 

time-series analysis according to Eq. (5). After obtaining the 
values of Ċnm , the total water storage ( TWS⋅ ) was computed 
from Eq. (9). The resulting secular rates were then filtered 
and corrected for the contributions of GIA, hydrology (such 
as precipitation, soil moisture, river run-off and canopy 
using GLDAS data), and ice melting (in Greenland) in order 
to be used for calculating the equivalent water height trend 
due to permafrost thawing ( 

⋅

EWHP).
The obtained 

⋅

EWHP from the GRACE data is veri-
fied using in situ data, e.g. land surface temperature from 
GLDAS (Rodell et al. 2004 and Swenson et al. 2003), bore-
hole data and carbon dioxide changes (e.g. using NASA’s 
EOS Aqua mission, see https ://mirad or.gsfc.nasa.gov/colle 
ction s/AIRX3 C2M__005.shtml ). We expected to obtain 
a correlation between the rate of groundwater change 
(obtained from GRACE data) and in situ data. The distribu-
tion of permafrost monitoring stations (boreholes) in the 
study region is shown in Fig. 6b. More information about 

these stations can be found through the global terrestrial net-
work for permafrost through http://gtnpd ataba se.org/, where 
the following important data are available: surface tempera-
ture, ground temperature, active layer thickness, surface soil 
moisture and air temperature.

To remove the effect of GIA from the secular rate of 
total water storage ( 

⋅

TWS ) obtained from GRACE, we used 
the ICE-6G (VM5a) model (Peltier and Argus 2015). This 
model shows the rate of radial displacements (Fig. 3a). Red 
and yellow areas in the figure indicate rising due to removal 
of the ice sheets. In ICE-6G (VM5a), the most recently avail-
able GPS observations have been employed. For this pur-
pose, the land uplift rate was converted to equivalent land 
uplift water height (ELUWH) using Eq. (10). The result of 
the ELUWH is presented in Fig. 3b.

The resulting secular rates of TWS from the CSR 
GRACE data centre are shown in Fig.  4a. We further 
removed 

⋅

ELUWH (Fig. 4b) from 
⋅

TWS . Figure 4b shows 
the resulting values of 

⋅

TWS without the presence of GIA, 

Fig. 2  Observed elevation change rates (m/year) in Greenland obtained from ICESat mission during periods: a from April 2003 to April 2006, b 
from April 2006 to April 2009 and c from April 2009 to April 2012

Fig. 3  Regional maps of: a the 
land uplift rate obtained from 
the ice model ICE-6G (VM5a) 
and b the equivalent land uplift 
water height change ( 

⋅

ELUWH)

https://mirador.gsfc.nasa.gov/collections/AIRX3C2M__005.shtml
https://mirador.gsfc.nasa.gov/collections/AIRX3C2M__005.shtml
http://gtnpdatabase.org/
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and especially it can be seen that the land uplift signal is 
removed in Laurentia and Fennoscandia.

Since GRACE detects all hydrological changes as well 
as the water level change due to the permafrost, we further 
modelled and removed the hydrological signals (in terms 
of the equivalent water height) from the secular rates of the 
TWS. In order to filter out the non-permafrost signals, we 
used GLDAS hydrological model. In Fig. 5, we illustrate 
the hydrological parameters adopted in our computation, 
particularly soil moisture, precipitation (snow), canopy and 
river run-off that were obtained from the GLDAS model 
using Eq. (4). It is worth mentioning that most of the hydro-
logical signals, such as precipitation, are hidden implicitly 
in the soil moisture variations, i.e. one part of the precipita-
tion is converted to the river run-off water masses, while the 
other part is evaporated. Therefore, we were able to filter 
out the effect of precipitation by subtracting the soil mois-
ture rate from the TWS rate. The result after subtracting the 
hydrological signals is shown in Fig. 6a.

Table 1 shows the summary of different corrections to 
the total water storage computed from GRACE data, i.e. 
GIA, hydrological signal and glaciers melting. The results 
show that the gravitational effect of some corrections (such 
as river run-off and canopy) is in general at least one order 
of the magnitude smaller than the EWHP.

As emphasized by Lawrence et al. (2015), the large-scale 
permafrost thaw predicted by GRACE results in significant 
soil drying due to an increased drainage following perma-
frost thaw, even though permafrost domain water inputs are 
projected to rise. This phenomenon could clearly be rec-
ognized in our result shown in Fig. 6a. The results show 
positive trend for the water level after the permafrost layer 
thawing in selected stations (about 3–4 cm/year; see Table 2 
for more details). This was confirmed in previous studies by 
Brown et al. (2000), Frauenfeld et al. (2004), Zhang et al. 
(2005) and Lemke et al. (2007). They reported a notable 
increase in Siberian permafrost active layer since 1950s. 
Muskett and Romanovsky (2009) demonstrated an increase 
in the groundwater storage in Lena, Ob’ and Yenisei basins 

in Siberia. Wu and Zhang (2010) reported a similar trend at 
the Tibetan Plateau. An increasing water level can also be 
caused by the topography/slope of surrounding areas of the 
stations, as more water masses are transported from higher 
to lower elevations after the permafrost layer thawing. For 
this reason, a much more relevant is the study of the lowland 
permafrost in unconsolidated sediments that are not ice-rich 
and aquifer can infiltrate additional water after permafrost 
thaw. It usually stores considerable amounts of water in form 
of ground ice. However, the permafrost thaw processes are 
quite complex even in lowland regions. Depressions form 
after the melt of ground ice/water and thermokarst lakes 
form (Phillips et al. 2003). These lakes usually undergo 
a cyclic growth and drainage. Ice wedges and related ice 
wedge polygons are also very important source of ground 
ice/water in these environments. However, in some locations 
the type of the permafrost contains significant amounts of 
ground ice of very different origins (French and Hugh 2013, 
Chapter 7). It can happen that the thawed soil/sediment is 
already saturated with water, and then an increase in water 
storage might not be possible in some areas, leading to a 
mass decrease, as is the case in the southern parts of Alaska 
and Greenland (e.g. in the areas with negative equivalent 
water height trend in Fig. 6a).

Comparison with greenhouse gases 
and temperature changes

The permafrost regions cover almost 80% of the study area, 
while locally reaching a maximum thickness up to about 
1 km (Yakutia in central Siberia). Therefore, it is expected 
that the permafrost thawing plays a significant role in the cli-
mate change and mass transportation (cf. Steffen et al. 2012; 
Shabanloui and Müller 2015). Greenhouse gases emissions 
due to the permafrost thawing further change the ecosystem 
(Treat et al. 2014; and Yang et al. 2013). A large amount of 
carbon was stored in the permafrost by a process that took 
thousands of years. Mixing of soil layers due to repeated 

Fig. 4  Regional maps of the 
equivalent water height secular 
trends ( 

⋅

TWS ) obtained from 
the CSR GRACE data over the 
period from August 2002 to 
May 2016: a before and b after 
removing the equivalent land 
uplift water height change
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freeze–thaw processes (Cryoturbation) in the active layer 
accelerates the burial process by mixing the carbon-rich 
organic soil from the surface down to the permafrost hori-
zon (Zech et al. 2008). Warming in high latitudes leads to a 
soil warming and permafrost thaw, which results in carbon 
decomposition by soil microbes (Schuur et al. 2009) and 
releasing the greenhouse gases as carbon dioxide and meth-
ane (Koven et al. 2011). Studies and observations indicate 
a notable widespread permafrost thawing in the Northern 
Hemisphere (Lemke et al. 2007). For example, Osterkamp 
(2007) reported an increasing trend in the permafrost tem-
perature by 2–3 °C over the last two decades at depth of 

20 m and also at depths up to 20 m increased 0–2 °C in 
Canada (cf. Smith et al. 2004 and Lemke et al. 2007). Simi-
lar results presented in Siberia by Lemke et al. (2007) show 
the temperature increases between 0.3 and 2.8 °C at depths 
up to 10 m.

For this study, we used the monthly gridded 2.5 × 2.0 arc-
degree data about greenhouse gases emissions provided by 
NASA (https ://mirad or.gsfc.nasa.gov/colle ction s/AIRX3 
C2M__005.shtml ). In particular, we used data of the AIRS 
mid-tropospheric carbon dioxide collected by the atmos-
pheric infrared sounder (AIRS) and the advanced microwave 
sounding unit (AMSU) instruments on board of the Aqua 

Fig. 5  Regional maps of 
the equivalent water height 
secular trends according to the 
GLDAS/NOAH land hydro-
logical model due to hydro-
logical contributions in terms 
of the water equivalent of a 
soil moisture ( WS⋅

SoilMoisture
 ), 

b snow ( WS⋅
snow

 ) and ice melt-
ing ( WS⋅

ice - melting
 ), c canopy 

( WS⋅
canopy

 ), d river run-off 
( WS⋅

run - off
 ) and e soil surface 

temperature

https://mirador.gsfc.nasa.gov/collections/AIRX3C2M__005.shtml
https://mirador.gsfc.nasa.gov/collections/AIRX3C2M__005.shtml
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satellite in mole fraction units (PPM in volume). These data 
cover the period of 110 months from 1 January 2003 to 1 
February 2012. AIRS is a facility instrument lunched into 
705 km altitude and covered a period from 1 September 
2002 to 29 February 2012.

The  CO2 time series is illustrated in Fig. 7 at four selected 
stations in Siberia (Turukhansky), North Alaska (Sagwon) 
and two more stations in Canada (Yukon and East of Hud-
son Bay), where reliable in situ data are available for the 
same time span as GRACE data.  CO2 variations at these four 

stations are obviously not fully attributed to only the perma-
frost thawing, but are also affected by different phenomena. 
The analysis of the  CO2 data shows generally positive trend 
in the study region. The permafrost contains a staggering 
850 gigatonnes of frozen carbon (i.e. dry ice) that is much 
more than the total of the carbon currently contained in the 
earth’s atmosphere, much of which could be released in the 
form of methane (https ://nsidc .org/cryos phere /froze ngrou 
nd/metha ne.html). Temperature,  CO2 and methane changes 
are capable of retaining heat in the atmosphere that may 
accelerate the possibility of catastrophic global warming (cf. 
Schaefer et al. 2011). It was confirmed by several studies 
that thawing soils due to permafrost active layer are now the 
causes pouring carbon dioxide into the air.

The secular trends in  CO2 and soil temperature (provided 
via NOAH-GLDAS) were extracted for the study region 
and compared with the EWHP obtained from GRACE (see 
Fig. 8). The slope of linear trend of the EWHP, soil surface 
temperature and  CO2 at selected stations is summarized in 
Table 2. The result shows that the secular trends at all sta-
tions are rising, with a relatively small increase in the soil 
surface temperature corresponding to relatively large secular 
trends in the EWHP and  CO2. 

Fig. 6  a Regional map of the equivalent water height secular trend 
due to permafrost thawing after removing hydrological contribution 
obtained using GRACE and ICESat data and GLDAS/NOAH land 
hydrological model during 2002/08–2016/05 in the northern high-lat-

itude region. Blue small circles show locations of selected stations, b 
shows the distribution (boreholes stations) and secular trend of equiv-
alent water height due to permafrost in the study region

Table 1  Statistics of total water storage ( 
⋅

TWS ), GIA, hydrological 
signal and glaciers melting. Unit: cm/year

Max Mean Min Standard 
deviation

Total water storage 
( TWS⋅

GRACE
)

6.1 − 0.3 − 27.8 3.2

GIA correction ( ELUWH⋅) 4.0 0.1 − 1.8 0.8
Snow ( WS⋅

snow
) 27.5 0.6 − 22.6 5.3

Canopy ( WS⋅
canopy

) × 10−4 25 − 3.2 33 5.7
River run-off ( WS⋅

run - off
) 0.7 0.0 − 2.6 0.1

Soil Moisture ( WS⋅
SoilMoisture

) 2.8 − 0.4 − 3.0 0.6
Ice melting ( WS⋅

ice - melting
) 25.9 − 0.2 − 22.1 1.2

Table 2  Secular trends of EWHP, average surface temperature and  CO2 at selected stations

Location EWHP (cm/year) Soil surface temperature 
(°C/year)

Soil surface temperature (Celsius 
within 100 years)

CO2 (PPM)

Siberia (Turukhansky) + 3.4 + 0.013 + 1.2 2.31
North Alaska (Sagwon) + 3.8 + 0.081 + 8.1 2.16
Canada (Yukon) + 4.4 − 0.114 − 11.4 2.21
Canada (Hudson Bay, Nunavut) + 4.0 + 0.050 + 5.0 2.20

https://nsidc.org/cryosphere/frozenground/methane.html
https://nsidc.org/cryosphere/frozenground/methane.html
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Discussion

The permafrost plays important role also in present-day 
processes related to the earth’s system, because there is a 
good data record suitable for studying the long-term char-
acteristics of this phenomenon. In this study, we focused 
on a large-scale permafrost monitoring as well as an iden-
tification of permafrost hotspots using GRACE monthly 
solutions. However, these data required the application of 
additional corrections in order to achieve reliable and accu-
rate products. We studied the permafrost thawing accord-
ing to Eq. (11) by applying two numerical steps. Firstly, we 
removed the GIA effect from TWS obtained from GRACE 
data. This correction was computed according to the ICE-
6G (VM5a) model (Peltier and Argus 2015). In this step, 
the role of GIA in the permafrost thawing determination 
is a vital issue to derive the EWHP secular trend. It is thus 
important to choose the most accurate GIA model; see an 
overview of different GIA models in Huang (2013). Our test 
results, not shown herein, revealed that the ICE-6G (VM5a) 
model has the best RMS fit with the GPS velocity rates in 
Fennoscandia and Laurentia. We further used the GLDAS 
data to investigate and remove the effect of various hydro-
logical contributions in the EWHP modelling. By analogy 
with the role of GIA model in the EWHP determination, it is 

also important to study and choose the best and most precise 
hydrological model that we did not focus on this matter in 
this paper. Other large-scale lithospheric motions, such as 
tide effects, will not affect our results due to their periodic 
character. Moreover, most of these periodic motions have 
already been removed from the GRACE data.

The EWHP map in Fig. 6a revealed the gravity signa-
ture of which pattern corresponds with a total ground water 
change due to the permafrost layer thawing. Negative values 
prevail over regions with glacial cover where the ice masses 
are decreasing (Greenland and Alaska), while other areas 
are dominated by positive values (i.e. increasing equivalent 
water storage). A possible method to overcome this issue 
(i.e. problem of removing the effect of ice melting from 
EWHP in Fig. 4b) is to use external ice data information 
such as ICESat data. However, even after removing the sur-
face mass change obtained from ICESat data, a strong nega-
tive ice-melting effect in Greenland and Alaska still remains. 
This ice-melting signal is stronger than the permafrost active 
layer signal particularly in Greenland and Alaska. Possible 
reasons for ice melting involve global warming, seasonal and 
inter-annual periodic signals and warm winds from oceans 
towards continents. The ice-melting effect is remained 
even after correcting TWS using ICESat data in the EWHP 

Fig. 7  Carbon dioxide  (CO2) trend at selected stations in the study region. Note that “n” denotes on the number of months from initial epoch
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(Fig. 6a), because the ICESat measures only a surface mass 
change instead of a mass change in deeper layers.

According to the calculated EWHP values in the northern 
high-latitude region, our results and those from the other 
studies are similar. For example see Velicogna et al. (2012) 
and Shabanloui and Müller (2015). We find that the EWHP 
varies from 2 to 4 cm/year. Shabanloui and Müller (2015) 
studied the permafrost thawing in Siberia based on GRACE 
solutions and GLDAS model. They reported that the time 
series as well as secular trends of GLDAS hydrological mass 
variations are similar to GRACE results, but in some peri-
ods of time differences are obvious. The permafrost thaw-
ing dynamics and geophysical processes are very complex. 
However, we should emphasize that the permafrost is a phe-
nomenon that cannot be associated only with the presence of 
underground ice. Its degradation is not only the melting of 
the ice. We also observed differences between the GRACE 
and GLDAS time series that might be explained by perma-
frost thawing effects not modelled in GLDAS. Therefore, 
GLDAS does not include permafrost contributions and it 
shows the precipitation and surface water masses. Hence, 
the estimated positive secular trends for the GRACE minus 
GLDAS results during the period of 2002–2016 may show 
that the permafrost thawing is progressing in the target 
region. This is the reason why we removed soil moisture, 
canopy and river run-off (obtained using GLDAS model) 
from GRACE observations in order to model the permafrost 

thawing more realistically. In addition, it should be empha-
sized that our obtained results using GRACE data are pre-
liminary and can be improved if one combines it with in situ 
data (e.g. using the published data in the Global Terrestrial 
Network for Permafrost (GTN- P)). It is also worth mention-
ing that it would be possible to determine the uncertainty of 
EWHP, if we had access to all errors in Eq. (11). Only the 
accuracies of the harmonic coefficients are available for the 
GRACE data.

The surface temperature is a main component in the cli-
mate change and permafrost carbon feedback processes. The 
obtained soil surface temperature (from GLDAS) varies 
from − 3 to 3 °C/year in the study region and it shows gen-
erally positive trend with a maximum impact in the northern 
part of Canada (see Fig. 5e). Few scattered areas include 
small parts in Greenland, and Canada has a negative tem-
perature trend. Three locations out of the four selected sta-
tions show positive trend ranged from + 0.013 to + 0.081 °C/
year, and one shows average negative trend of − 0.114 °C/
year (see Table 2). Therefore, as the air and soil temperature 
rose over time, the active layer part of the permafrost and the 
permafrost temperature will increase forming a talik layer, 
where the permafrost top part remains at 0° C and the bot-
tom of the active layer froze/melt seasonally.

The  CO2 analysis shows a positive trend all over the 
study region, ranging from 1.9 to 2.5 PPM/year. The trend 
for the selective stations ranges from 2.16 to 2.31 PPM/

Fig. 8  Equivalent water height due to permafrost (EWHP) time series at selected stations in the study area. Note that “n” denotes the number of 
months since the initial epoch
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year. Our results show that  CO2 increases in average of 2.2 
PPM/year in the selected regions, and there is correlation 
between the secular trend of greenhouse gases and the 
equivalent water height (i.e. EWHP shown in Fig. 8) that 
is due to the thawing process and temperature increase. 
Consequently, our results can be used to determine future 
emissions and the impact of  CO2/methane releases. The 
comparison of the permafrost equivalent water thickness 
with  CO2 secular trends in Fig. 7 shows that frozen soils 
(permafrost) are unleashing an increasing amount of  CO2 
into the air as they thaw in summer or subsequently fail to 
refreeze as they once did, particularly in late fall and early 
winter. However, we should emphasize that the release 
of  CO2 in the seasonally frozen layer, i.e. the active layer 
is sporadically occurring but the biologic processes of 
release and consumption, is highly variable and not well 
understood nor measured at sufficient detail and scale for 
a meaningful conclusion at this time. Our results also indi-
cate an increasing amount of  CO2 loss (Fig. 7) as well 
as an increasing surface temperature at selected stations 

(Fig. 9) in late spring and summer as the climate warm-
est steadily. Obviously, the large areas of permafrost in 
Canada and Siberia are partially responsible for some of 
the carbon dioxide emissions into the atmosphere. Since 
the Carbon dioxide can originate from anywhere on the 
Earth, proving that the carbon is coming from the thawed 
permafrost need special measuring tool and looking at the 
isotopic signatures to see that the carbon is old or coming 
from recent carbon cycling. Schaefer et al. (2012) stated 
that permafrost carbon starts thawing when the active layer 
exceeds certain thickness in the warm year. Therefore, in 
our case we conclude that the obtained  CO2 could be par-
tially or completely from the thawed permafrost. 

Conclusions

We have used monthly GRACE data, GIA and GLDAS 
models to study the groundwater storage change and per-
mafrost thawing in the northern high-latitude region. The 
used time series covered the period from August 2002 

Fig. 9  Soil surface temperature time series at selected stations in the study region. Note that “n” denotes the number of months from initial 
epoch



733Acta Geophysica (2019) 67:721–734 

1 3

to May 2016. Subtracting the GIA effect and hydrologi-
cal water cycle contribution from the total water stor-
age obtained using GRACE data reveals changes in the 
groundwater storage. Our result shows that the GIA effect 
is significant for determining the water storage change. We 
postulate that these water storage changes can be related 
to the permafrost thawing. We obtained negative values 
of the equivalent water height in Greenland and Alaska 
regions and we removed these effects from the ground-
water storage using ICESat data. Permafrost thawing 
might be detected with positive values of the equivalent 
water height, and it quantifies the increase in the ground 
water storage. We showed that the ground water storage is 
changing by up to 3.4, 3.8, 4.4 and 4.0 cm/year in Siberia, 
North of Alaska and Canada (Yukon and Hudson Bay), 
respectively, most probably due to permafrost thawing 
using GRACE, GLDAS and ice-melting data. We also 
illustrated those greenhouse gases, i.e. carbon dioxide 
 (CO2) and methane, increased up to 2.2 PPM/year in the 
study areas over the same period. Temperature also shows 
positive trend generally and in the study area as well as 
 CO2 and equivalent water height trend (due to permafrost 
thawing) which might confirm the permafrost carbon feed-
back process.

Acknowledgements Shfaqat A. Khan from DTU Space, National 
Space Institute, Technical University of Denmark, Department of 
Geodesy is cordially acknowledged for preparing ICESat data for this 
study. Also, the first author would like to thank Faramarz Nilfour-
oushan, University of Gävle, Sweden, for his great support.

Open Access This article is distributed under the terms of the Crea-
tive Commons Attribution 4.0 International License (http://creat iveco 
mmons .org/licen ses/by/4.0/), which permits unrestricted use, distribu-
tion, and reproduction in any medium, provided you give appropriate 
credit to the original author(s) and the source, provide a link to the 
Creative Commons license, and indicate if changes were made.

References

Ågren J, Svensson R (2007) Postglacial land uplift model and system 
definition for the new Swedish height system RH 2000. Reports in 
geodesy and geographical information systems, LMV-Rapport:4. 
Lantmäteriet, Gävle, Sweden

Bevis M, Melini D, Spada G (2016) On computing the geoelastic 
response to a disk load. Geophys J Int 205(3):1804–1812. https ://
doi.org/10.1093/gji/ggw11 5

Biskaborn BK, Lanckman JP, Lantuit H, Elger K, Streletskiy DA, 
Cable WL, Romanovsky VE (2015) The global terrestrial network 
for permafrost database: metadata statistics and prospective analy-
sis on future permafrost temperature and active layer depth moni-
toring site distribution. Earth Syst Sci Data Discuss 8:279–315

Brown J, Ferrians OJ, Heginbottom JA, Melnikov ES (1998) Circum-
Arctic map of permafrost and ground-ice conditions. Boulder, 
CO: National Snow and Ice Data Center/World Data Center for 
Glaciology. Digital Media

Brown J, Hinkel KM, Nelson FE (2000) The circumpolar active layer 
monitoring (CALM) program: research designs and initial results. 
Polar Geogr 24:165–258

Chao BF, Wu YH, Zhang Z, Ogawa R (2011) Gravity bariation in Sibe-
ria: GRACE observation and possible causes. Terr Atmos Ocean 
Sci 22:149–155. https ://doi.org/10.3319/tao.2010.07.26.03(tibxs )

Chen F, Mitchell K, Schaake J, Xue Y, Pan H, Koren V, Duan Y, Ek 
M, Betts A (1996) Modeling of land-surface evaporation by four 
schemes and comparison with FIFE observations. J Geophys Res 
101(D3):7251–7268

Ekman M (1991) A concise history of postglacial land uplift research 
(from its beginning to 1950). Terra Nova 3:358–365

Farrell WE (1972) Deformation of the Earth by surface loading. Rev 
Geophys 10:761–797

Frauenfeld OW, Zhang T, Barry RG, Gilichinsky D (2004) Interdecadal 
changes in seasonal freeze and thaw depths in Russia. J Geophys 
Res. https ://doi.org/10.1029/2003j d0042 45

French HM (2013) The periglacial environment. John Wiley & Sons, 
Hoboken

Han S-C, Shum CK, Jekeli C, Kuo C-Y, Wilson C, Seo K-W (2005) 
Non-isotropic filtering of GRACE temporal gravity for geophysi-
cal signal enhancement. Geophys J Int 163:18–25. https ://doi.
org/10.1111/j.1365-246x.2005.02756 

Huang Z (2013) The role of glacial isostatic adjustment (GIA) process 
on the determination of present-day sea-level rise. Report No. 504. 
Geodetic Science The Ohio State University Columbus, Ohio. 
43210 October

Hugelius G, Virtanen T, Kaverin D, Pastukhov A, Rivkin F, Marchenko 
S, Romanovsky V, Kuhry P (2011) High-resolution mapping of 
ecosystem carbon storage and potential effects of permafrost thaw 
in periglacial terrain, European Russian Arctic. J Geophys Res 
Biogeosci 116:G03024. https ://doi.org/10.1029/2010J G0016 06

Joud SM, Sjöberg LE, Bagherbandi M (2017) Use of GRACE data to 
detect the present land uplift rate in Fennoscandia. Geophys J Int 
209(2):909–922. https ://doi.org/10.1093/gji/ggx06 3

Khan SA, Kjær KH, Bevis M, Bamber JL, Wahr J, Kjeldsen KK, 
Bjørk AA, Korsgaard NJ, Stearns LA, van den Broeke MR, Liu 
L, Larsen NK, Muresan IS (2014) Sustained mass loss of the 
Northeast Greenland ice sheet triggered by regional warming. Nat 
Clim Chang 4:292–299. https ://doi.org/10.1038/nclim ate21 61

Klees R, Revtova EA, Gunter BC, Ditmar P, Oudman E, Winsemius 
HC, Savenije HHG (2008) The design of an optimal filter for 
monthly GRACE gravity models. Geophys J Int 175:417–432. 
https ://doi.org/10.1111/j.1365-246x.2008.03922 .x

Koren V, Schaake J, Mitchell K, Duan QY, Chen F, Baker JM 
(1999) A parameterization of snowpack and frozen ground 
intended for NCEP weather and climate models. J Geophys Res 
104:19569–19585

Koven DC, Ringeval B, Friedlingstein P, Ciais P, Cadule P, Khvorosty-
anov D, Krinner G, Tarnocai C (2011) Permafrost carbon-climate 
feedbacks accelerate global warming. PNAS2011 108(36):14769–
14774. https ://doi.org/10.1073/pnas.11039 10108 

Kusche J (2007) Approximate decorrelation and non-isotropic smooth-
ing of time-variable GRACE-type gravity field models. J Geodesy 
81(11):733–749

Kusche J, Schmidt R, Petrovic S, Rietbroek R (2009) Decorrelated 
GRACE time-variable gravity solutions by GFZ, and their 
validation using a hydrological model. J Geodesy. https ://doi.
org/10.1007/s0019 0-009-0308-3

Lawrence DM, Koven CD, Swenson SC, Riley WJ, Slater AG (2015) 
Permafrost thaw and resulting soil moisture changes regulate pro-
jected high-latitude CO2 and CH4 emissions. Environ Res Lett. 
https ://doi.org/10.1088/1748-9326/10/9/09401 1

Lemke P, Ren J, Alley RB, Allison I, Carrasco J, et al. (2007) Observa-
tions: changes in snow, ice and frozen ground. In: Solomon S, Qin 

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1093/gji/ggw115
https://doi.org/10.1093/gji/ggw115
https://doi.org/10.3319/tao.2010.07.26.03(tibxs)
https://doi.org/10.1029/2003jd004245
https://doi.org/10.1111/j.1365-246x.2005.02756
https://doi.org/10.1111/j.1365-246x.2005.02756
https://doi.org/10.1029/2010JG001606
https://doi.org/10.1093/gji/ggx063
https://doi.org/10.1038/nclimate2161
https://doi.org/10.1111/j.1365-246x.2008.03922.x
https://doi.org/10.1073/pnas.1103910108
https://doi.org/10.1007/s00190-009-0308-3
https://doi.org/10.1007/s00190-009-0308-3
https://doi.org/10.1088/1748-9326/10/9/094011


734 Acta Geophysica (2019) 67:721–734

1 3

D, Manning M, Chen Z, Marquis M, et al. (eds) Climate change 
2007: the physical science asis. Contribution of working group I 
to the fourth assessment report of the Intergovernmental panel on 
climate change. Cambridge University Press, Cambridge, UK and 
New York, NY, USA

Lemoine FG, Luthcke SB, Rowlands DD, Chinn DS, Klosko SM, Cox 
CM (2007) The use of mascons to resolve time-variable grav-
ity GRACE. In: Tregoning P, Rizos C (eds) Dynamic planet: 
monitoring and understanding a dynamic planet with geodetic 
and oceanographic tools. Springer, Berlin, pp 231–236. ISBN 
978-3-540-49349-5

Liu L, Zhang T, Wahr J (2010) InSAR measurements of surface defor-
mation over permafrost on the North Slope of Alaska. J Geophys 
Res 115:F03023. https ://doi.org/10.1029/2009j f0015 47

Moore P, Zhang Q, Alothman A (2005) Annual and semiannual vari-
ations of the Earth’s gravitational field from satellite laser rang-
ing and CHAMP. J Geophys Res. https ://doi.org/10.1029/2004j 
b0034 48

Muskett RR, Romanovsky VE (2009) Groundwater storage changes in 
Arctic permafrost watersheds from GRACE and in–situ measure-
ments. Environ Res Lett 4(4):045009

Muskett RR, Romanovsky VE (2011) Alaskan permafrost groundwater 
storage changes derived from grace and ground measurements. 
Remote Sens 3:378–397. https ://doi.org/10.3390/rs302 0378

Osterkamp TE (2007) Characteristics of the recent warming of per-
mafrost in Alaska. J Geophys Res. https ://doi.org/10.1029/2006j 
f0005 788

Peltier WR (2004) Global glacial isostasy and the surface of the ice-age 
Earth: the ICE-5G (VM2) model and GRACE, invited paper. Ann 
Rev Earth Planet Sci 32:111–149

Peltier WR, Argus DF (2015) Drummond, R. Space geodesy con-
strains ice-age terminal deglaciation: the global ICE-6G_C 
VM5a model. J Geophys Res Solid Earth 120:450–487. https ://
doi.org/10.1002/2014j b0111 76

Phillips M, Springman SM, Arenson LU (eds) (2003) Proceedings of 
the eighth international conference on permafrost, Zurich, Swit-
zerland, 21–25 July, vol 1 and 2. A.A. Balkema, Lisse, The Neth-
erlands, 1319 p

Rodell M, Famiglietti JS, Chen J, Seneviratne SI, Viterbo P, Holl S, 
Wilson CR (2004) Basin scale estimates of evapotranspiration 
using GRACE and other observations. Geophys Res Lett. https ://
doi.org/10.1029/2004G L0208 73

Schaefer K, Zhang T, Bruhwiler L, Barrett AP (2011) Amount 
and timing of permafrost carbon release in response to cli-
mate warming. Tellus B 63:165–180. https ://doi.org/10.111
1/j.1600-0889.2011.00527 .x

Schaefer K, Lantuit H, Romanovsky V, Schuur EAG (2012) Policy 
implications of warming permafrost. United Nations Environment 
Programme Special Report, Nairobi, Kenya, p 50

Schuur EAG, Vogel JG, Crummer KG, Lee H, Sickman JO, Osterkamp 
TE (2009) The effect of permafrost thaw on old carbon release and 
net carbon exchange from tundra. Nature 459:556–559

Shabanloui A, Müller J (2015) Mass variations in the siberian per-
mafrost region based on new GRACE results and auxiliary 
modeling. In: International association of geodesy symposia. 
Springer International Publishing Switzerland. https ://doi.
org/10.1007/1345_2015_186

Sjöberg LE, Bagherbandi M (2017) Gravity inversion and integration: 
theory and applications in geodesy and geophysics. Springer, 
Berlin

Sjöberg Y, Frampton A, Lyon S (2013) Using streamflow characteris-
tics to explore permafrost thawing in northern Sweden. Hydrogeol 
J 21(1):121–131. https ://doi.org/10.1007/s1004 0-012-0932-5

Smith NV, Saatchi SS, Randerson T (2004) Trends in high latitude soil 
freeze and thaw cycles from 1988 to 2002. J Geophys Res. https 
://doi.org/10.1029/2003j d0044 72

Steffen H, Müller J, Peterseim N (2012) Mass variations in the Siberian 
permafrost region from GRACE. In: Kenyon S, Pacino MC, Marti 
U (eds) Geodesy for planet earth, vol 136. Springer, Berlin, pp 
597–603

Sun W, Sjöberg LE (1999) Gravitational potential changes of a spheri-
cally symmetric earth model caused by a surface load. Geophys 
J Int 137:449–468

Swenson S, Wahr J (2006) Post-processing removal of correlated 
errors in GRACE data. Geophys Res Lett 33:L08402. https ://doi.
org/10.1029/2005g l0252 85

Swenson S, Wahr J, Milly PCD (2003) Estimated accuracies of regional 
water storage variations inferred from the gravity recovery and 
climate experiment (GRACE). Water Resour Res 39:1223. https 
://doi.org/10.1029/2002w r0018 08

Tapley BD, Bettadpur S, Watkins M, Reigber C (2004) The grav-
ity recovery and climate experiment: mission overview 
and early results. Geophys Res Lett 31:L09607. https ://doi.
org/10.1029/2004G L0199 20

Treat CC, Wollheim WM, Varner RK, Grandy AS, Talbot J, Frolking S 
(2014) Temperature and peat type control co2 and ch4 production 
in Alaskan permafrost peats. Glob Chang Biol 20(8):2674–2686. 
https ://doi.org/10.1111/gcb.12572 

Velicogna I, Tong J, Zhang T, Kimball JS (2012) Increasing subsurface 
water storage in discontinuous permafrost areas of the Lena river 
basin, Eurasia, detected from GRACE. Geophys Res Lett. https 
://doi.org/10.1029/2012g l0516 23

Vey S, Steffen H, Müller J, Boike J (2013) Inter-annual water mass var-
iations from GRACE in central Siberia. J Geodesy 87(3):287–299

Wahr J, Molenaar M, Bryan F (1998) Time variability of the Earth’s 
gravity field: hydrological and oceanic effects and their pos-
sible detection using GRACE. J Geophys Res Solid Earth 
103(B12):30205–30229

Wahr J, Swenson S, Zlotnicki V, Velicogna I (2004) Time-vari-
able gravity from GRACE: first results. Geophys Res Lett 
31(11):L11501. https ://doi.org/10.1029/2004G L0197 79

Wouters B, Schrama EJO (2007) Improved accuracy of GRACE grav-
ity solutions through empirical orthogonal function filtering of 
spherical harmonics. Geophys Res Lett 34:L23711. https ://doi.
org/10.1029/2007g l0320 98

Wu Q, Zhang T (2010) Changes in active layer thickness over the 
Qinghai Tibetan Plateau from 1995 to 2007. J Geophys Res 
115:D09107. https ://doi.org/10.1029/2009j d0129 74

Yang Z, Gao J, Zhao L, Xu X, Ouyang H (2013) Linking thaw depth 
with soil moisture and plant community composition: effects of 
permafrost degradation on alpine ecosystems on the Qinghai-Tibet 
plateau. Plant Soil 367(1–2):687–700. https ://doi.org/10.1007/
s1110 4-012-1511-1

Zech M, Zech R, Zech W, Glaser B, Brodowski S, Amelung W (2008) 
Haracterisation and palaeoclimate of a loess-like permafrost pal-
aeosol sequence in NE Siberia. Geoderma 143:281–295

Zhang T, Frauenfeld OW, Serreze MC, Etringer A, Oelke C et al (2005) 
Spatial and temporal variability in active layer thickness over the 
Russian Arctic drainage basin. J Geophys Res 110:1–9. https ://
doi.org/10.1029/2004j d0056 42

https://doi.org/10.1029/2009jf001547
https://doi.org/10.1029/2004jb003448
https://doi.org/10.1029/2004jb003448
https://doi.org/10.3390/rs3020378
https://doi.org/10.1029/2006jf0005788
https://doi.org/10.1029/2006jf0005788
https://doi.org/10.1002/2014jb011176
https://doi.org/10.1002/2014jb011176
https://doi.org/10.1029/2004GL020873
https://doi.org/10.1029/2004GL020873
https://doi.org/10.1111/j.1600-0889.2011.00527.x
https://doi.org/10.1111/j.1600-0889.2011.00527.x
https://doi.org/10.1007/1345_2015_186
https://doi.org/10.1007/1345_2015_186
https://doi.org/10.1007/s10040-012-0932-5
https://doi.org/10.1029/2003jd004472
https://doi.org/10.1029/2003jd004472
https://doi.org/10.1029/2005gl025285
https://doi.org/10.1029/2005gl025285
https://doi.org/10.1029/2002wr001808
https://doi.org/10.1029/2002wr001808
https://doi.org/10.1029/2004GL019920
https://doi.org/10.1029/2004GL019920
https://doi.org/10.1111/gcb.12572
https://doi.org/10.1029/2012gl051623
https://doi.org/10.1029/2012gl051623
https://doi.org/10.1029/2004GL019779
https://doi.org/10.1029/2007gl032098
https://doi.org/10.1029/2007gl032098
https://doi.org/10.1029/2009jd012974
https://doi.org/10.1007/s11104-012-1511-1
https://doi.org/10.1007/s11104-012-1511-1
https://doi.org/10.1029/2004jd005642
https://doi.org/10.1029/2004jd005642


Vol.:(0123456789)1 3

Acta Geophysica (2019) 67:735 
https://doi.org/10.1007/s11600-019-00275-5

CORRECTION

Correction to: Estimated casualties in possible future earthquakes 
south and west of the M7.8 Gorkha earthquake of 2015

Max Wyss1  · Deepak Chamlagain2 

Published online: 11 March 2019 
© Institute of Geophysics, Polish Academy of Sciences & Polish Academy of Sciences 2019

Correction to:  Acta Geophysica  
https ://doi.org/10.1007/s1160 0-019-00265 -7

The original version of this article unfortunately contained 
a mistake: The affiliation of Deepak Chamlagain was incor-
rect. Correct it should be:

Department of Geology, Trichandra M. Campus, Tribhu-
van University, Kathmandu, Nepal.

The original article can be found online at https ://doi.org/10.1007/
s1160 0-019-00265 -7.

 * Max Wyss 
 max@maxwyss.ch

1 International Centre for Earth Simulation Foundation, 
Geneva, Switzerland

2 Department of Geology, Trichandra M. Campus, Tribhuvan 
University, Kathmandu, Nepal

http://orcid.org/0000-0002-7250-3649
http://orcid.org/0000-0002-5603-6921
https://doi.org/10.1007/s11600-019-00265-7
http://crossmark.crossref.org/dialog/?doi=10.1007/s11600-019-00275-5&domain=pdf
https://doi.org/10.1007/s11600-019-00265-7
https://doi.org/10.1007/s11600-019-00265-7


Vol.:(0123456789)1 3

Acta Geophysica (2019) 67:737 
https://doi.org/10.1007/s11600-019-00277-3

CORRECTION

Correction to: VSP polarization angles determination: Wysin‑1 
processing case study

Mateusz Zaręba1,2  · Tomasz Danek1

Published online: 5 March 2019 
© Institute of Geophysics, Polish Academy of Sciences & Polish Academy of Sciences 2019

Correction to:  Acta Geophysica (2018) 66:1047–1062  
https ://doi.org/10.1007/s1160 0-018-0200-8

In the paper, the authors used data acting on the base of 
public procurement ZDN/014/140/2016 and related per-
mission. They acknowledged that these data were gathered 
on behalf of the Faculty of Geology, Geophysics and Envi-
ronmental Protection. However, unfortunately, the details 
related to data ownership, involvement in survey prepara-
tion as well as data acquisition were not properly provided. 
This omission was not intentional. Given the importance of 
these information, herein authors would like to acknowledge 
tremendous work done by Department of Fossil Fuels, a 
part of Faculty of Geology, Geophysics and Environmen-
tal Protection, especially by Andrzej Pasternacki, Jacek 
Płoskonka, Janusz Lesiak, Tomasz Maćkowski and Michał 
Stefaniuk. Their and our works were done in the context 
of scientific project GASŁUPSEJSM, a part of Blue Gas I 
project no. BG1/GASŁUPSEJSM/13 financed by National 
Center of Research and Development (NCBiR), co-financed 
by Polskie Górnictwo Naftowe i Gazownictwo S.A. and 
Orlen Upstream. The authors hope that this supplementary 
information as well as original acknowledgements satis-
fies all parts involved in the project and allows better future 
collaboration.

Additionally, in the original paper second author affilia-
tion, namely Tomasz Danek’s, is wrong. It should be: The 
Faculty of Geology, Geophysics and Environmental Protec-
tion, AGH UST, Kraków, Poland (1).

The original article can be found online at https ://doi.org/10.1007/
s1160 0-018-0200-8.

 * Tomasz Danek 
 tdanek@agh.edu.pl

1 The Faculty of Geology, Geophysics and Environmental 
Protection, AGH UST, Kraków, Poland

2 R&D Department of Seismic Signal Processing, Geofizyka 
Toruń S.A., Toruń, Poland

http://orcid.org/0000-0002-9663-6593
https://doi.org/10.1007/s11600-018-0200-8
http://crossmark.crossref.org/dialog/?doi=10.1007/s11600-019-00277-3&domain=pdf
https://doi.org/10.1007/s11600-018-0200-8
https://doi.org/10.1007/s11600-018-0200-8

	Estimated casualties in possible future earthquakes south and west of the M7.8 Gorkha earthquake of 2015
	Abstract
	Introduction
	Source models for hypothetical future earthquakes
	The up-dip Kathmandu scenario source parameters
	The west-of-Gorkha scenarios source parameters

	Additional parameters and properties of the scenarios
	Loss estimate for the Kathmandu up-dip scenario
	Loss estimate for the west-of-Gorkha scenarios
	The flip-effect along the MHT fault trace
	Discussion and conclusions
	References

	The use of earthquake closets in developing countries when large earthquakes strike
	Abstract
	Properties, accessibility, and usefulness of an earthquake closet
	The distribution of the affected population and assumed earthquake scenarios
	Occupancy rate and total cost for ECs
	Estimates of fatalities and injured in the area of ECs
	Estimates of the value of life and cost of injured
	Costbenefit estimate
	Discussion and conclusions
	Acknowledgements 
	References

	Teleseismic moment tensors of the 5 April 2017, Mw6.1, Fariman, northeast Iran, earthquake
	Abstract
	Introduction
	Seismicity and seismotectonics
	Data and methods
	Grid search for double-couple source parameters
	Linear deviatoric moment tensor inversion
	Grid search for teleseismic moment tensors
	Source-type plot
	Data

	Results
	Discussion
	Acknowledgments 
	References

	Cyclic loading–unloading creep behavior of composite layered specimens
	Abstract
	Introduction
	Experiments
	Preparation of rock-like specimens
	Testing procedure

	Results and discussion
	Rheological deformation behavior
	Instantaneous elasto-plastic deformations
	Visco-elastic and visco-plastic deformations
	Creep rate

	Damage evolution and creep failure behavior
	Damage evolution
	Creep failure behavior


	Discussion
	Conclusions
	Acknowledgements 
	References

	Forecasting seismic activity rates in northwest Himalaya through multivariate autoregressive forecast of seismicity algorithm
	Abstract
	Introduction
	Seismotectonic background
	Earthquake database
	Methodology
	Results and discussion
	Conclusions
	Acknowledgements 
	References

	Developing an XGBoost model to predict blast-induced peak particle velocity in an open-pit mine: a case study
	Abstract
	Introduction
	Site study and data used
	Study area
	Data collection

	Preview of XGBoost, SVM, RF, and KNN
	eXtreme gradient boosting (XGBoost)
	Support vector machines (SVM)
	Random forest (RF)
	k-nearest neighbor (KNN)

	Results and discussion
	XGBoost
	Support vector machine (SVM)
	Random forest (RF)
	k-nearest neighbor (KNN)

	Validation performance of models
	Conclusions and recommendations
	Acknowledgements 
	References

	Subdividing the tectonic elements of Aegean and Eastern Mediterranean with gravity and GPS data
	Abstract
	Introduction
	Analysis of the GPS solutions
	Determining the Complete spherical Bouguer (CSB) gravity anomaly
	Discussion and conclusion
	References

	Multi-frequencies GPR measurements for delineating the shallow subsurface features of the Yushu strike slip fault
	Abstract
	Introduction
	Geological setting
	Methodology
	GPR data collection
	GPR data processing

	GPR results
	Site 1
	Site 2
	Site 3
	Site 4

	Discussion
	Conclusion
	Acknowledgements 
	References

	Relationship between mineral magnetic properties and soil textural parameters
	Abstract
	Introduction
	Materials and methods
	Study area and sample collection strategy
	Magnetic measurements
	Particle sizetextural analyses

	Results and discussion
	Correlation between magnetic properties and particle size classes

	Conclusions
	Acknowledgements 
	References

	Magnetic interpretation utilizing a new inverse algorithm for assessing the parameters of buried inclined dike-like geological structure
	Abstract
	Introduction
	The method
	Uncertainty analysis
	Analysis of synthetic example
	Analysis of the interference effect
	Analysis of the effect of choosing origin

	Field examples
	Magnetic anomaly of the Bayburt–Sarihan skarn zone, Turkey
	Magnetic anomaly in the Marcona district, Peru

	Conclusions
	Acknowledgements 
	References

	Edge-based finite-element modeling of 3D frequency-domain electromagnetic data in general dispersive medium
	Abstract
	Introduction
	Methodology
	Governing equations
	Finite element approximation and analysis

	Numerical examples
	Verification of accuracy and efficiency
	IP effect in airborne EM data
	IP effect in land EM data
	Analysis of IP effect in a topographic model

	Conclusions
	Acknowledgements 
	References

	Prediction of porosity and gas saturation for deep-buried sandstone reservoirs from seismic data using an improved rock-physics model
	Abstract
	Introduction
	Geological setting
	Methodology and model test
	The extended Xu–White model
	Theory model test

	Application
	Diagnostics of well-log data
	Establishment and verification of rock-physics template
	Porosity and gas saturation prediction

	Discussion
	Conclusions
	Acknowledgements 
	References

	The influence of the frequency-dependent spherical-wave effect on the near-surface attenuation estimation
	Abstract
	Introduction
	Theory
	The frequency-spectrum-based method
	The frequency-dependent spherical-wave reflection coefficient (FSRC)

	Deviation due to the FSRC: synthetic data test
	Deviation due to the FSRC: field data
	The description of the field data
	The idea of the experiment using the field data
	Q estimation based on direct wave
	Q estimation based on reflection wave

	Discussion
	Conclusion
	Acknowledgements 
	References

	Study on logging interpretation of coal-bed methane content based on deep learning
	Abstract
	Introduction
	Deep belief network
	Restricted Boltzmann machine
	Back-propagation neural network
	Principal of the deep belief network

	Deep belief network parameter selection
	Normalized data
	RBM quantity influence
	Influence of neuron quantity
	Activation function influence
	Loss function influence
	Comparison with BPNN
	Comparison of related methods

	Conclusion
	Acknowledgements 
	References

	Effect of water–air heat transfer on the spread of thermal pollution in rivers
	Abstract
	Introduction
	Water–air heat exchange
	The practice of calculations of water–air heat exchange
	Study sites and input data
	Results and discussion
	Processes independent on water temperature
	Shortwave solar radiation
	Longwave atmospheric radiation

	Processes dependent on water temperature
	Longwave water back radiation
	Evaporation and condensation
	Conduction and convection

	Heat flux with the omission of independent of water temperature terms

	Conclusions
	Acknowledgements 
	References

	The water resources of tropical West Africa: problems, progress, and prospects
	Abstract
	Introduction
	The terrestrial hydrology of West Africa
	Water resources
	Hydro-climatic issues
	Current state of hydrology research

	Knowledge gaps and challenges to large-scale hydrological research
	Hydrological variability
	Limited observational networks
	Framework for assessment of hydrological metrics

	Climate variability and drivers of land water storage
	Impacts of rainfall on stream flow dynamics and surface hydrology
	Extreme hydro-climatic conditions
	Droughts
	Floods

	Eco-hydrological processes
	Ecosystem dynamics
	Hydrological indicators for surface vegetation dynamics

	The role of human interventions on terrestrial hydrology

	Earth observations and model simulations in terrestrial hydrology
	Multi-resolution data in land surface hydrological studies
	Gravity recovery and climate experiment
	GRACE hydrological applications in West Africa
	Some recent perspectives on drivers of land water storage dynamics
	The influence of global climate on terrestrial water storage


	The future of satellite geodetic missions in hydrology
	Higher-order statistical tools and frameworks for spatiotemporal analysis of hydrometeorological data
	Understanding space–time GRACE hydrological signals
	Drought characterization and regionalization

	Conclusion
	Acknowledgements 
	References

	Hydro-geochemical analysis of meltwater draining from Bilare Banga glacier, Western Himalaya
	Abstract
	Introduction
	Study area

	Materials and method
	Water sampling protocol and analysis

	Results and discussion
	Hydro-geochemistry
	Hydro-chemical process in glacial catchment
	Statistical analysis
	Hydro-geochemical facies

	Conclusion
	Acknowledgement 
	References

	Analysis of extreme flow uncertainty impact on size of flood hazard zones for the Wronki gauge station in the Warta river
	Abstract
	Introduction
	Study site description
	Materials and methods
	Data collection
	Estimation of maximum flows
	Modeling of river flow
	Tools of spatial analysis
	Automation with Python scripts
	Generation of flood hazard zones
	Applied methods for assessment of uncertainty

	Results and discussion
	Selected flood hazard maps
	Impact of observation period for each method
	Propagation of uncertainty
	Examples of probabilistic maps

	Conclusions
	References

	Dealing with sediment transport in flood risk management
	Abstract
	Introduction
	Materials and methods
	Study site and input data
	iRIC model

	Results and discussion
	Fixed bed
	Mobile bed

	Conclusions
	Acknowledgements 
	References

	Investigations into solar flare effects using wavelet-based local intermittency measure
	Abstract
	Introduction
	Data
	Methods
	Results and discussion
	Conclusion
	Acknowledgements 
	References

	Precipitation and other propagation impairments effects at microwave and millimeter wave bands: a mini survey
	Abstract
	Introduction
	Rain attenuation
	Other propagation impairments

	Significant contributions—propagation research
	Attenuation effects—due to hydrometeors
	Tropospheric scintillation studies
	Models developed for rain attenuation
	Conclusions
	Acknowledgements 
	References

	Studying permafrost by integrating satellite and in situ data in the northern high-latitude regions
	Abstract
	Introduction
	Monitoring near-surface mass change by GRACE
	GRACE data and processing procedure for permafrost studies
	Noise filtering
	GIA correction
	Hydrological corrections
	Ice-melting correction


	Results
	Comparison with greenhouse gases and temperature changes
	Discussion
	Conclusions
	Acknowledgements 
	References

	Correction to: Estimated casualties in possible future earthquakes south and west of the M7.8 Gorkha earthquake of 2015
	Correction to: Acta Geophysica https:doi.org10.1007s11600-019-00265-7

	Correction to: VSP polarization angles determination: Wysin-1 processing case study
	Correction to: Acta Geophysica (2018) 66:1047–1062 https:doi.org10.1007s11600-018-0200-8




