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Abstract
The complexity of seismogenesis tantalizes the scientific community for understanding the earthquake process and its 
underlying mechanisms and consequently, precise earthquake forecasting, although a realistic target, is yet far from being a 
practice. Therefore, seismic hazard assessment studies are focused on estimating the probabilities of earthquake occurrence. 
For a more precise representation of seismicity-regarding time, space and magnitude stochastic modeling is engaged. The 
candidate models deal with either a single fault or fault segment, or a broader area, leading to fault-based or seismicity-
based models, respectively. One important factor in stochastic model development is the time scale, depending upon the 
target earthquakes. In the case of strong earthquakes, the interevent times between successive events are relatively large, 
whereas, if we are interested in triggering and the probability of an event to occur in a small time increment then a family 
of short-term models is available. The basic time-dependent models that can be applied toward earthquake forecasting are 
briefly described in this review paper.

Keywords Time-dependent seismicity models · Stochastic · Long- and short-term · Earthquakes forecasting

Introduction

Estimating the occurrence time of future earthquakes, in a 
given area, is an indispensable component in seismic hazard 
assessment studies. It can be made possible through the anal-
ysis of the temporal seismicity properties, and consequently 
the development of models that can imitate the earthquakes 
temporal behavior. The application of stochastic rather than 
deterministic models is affected by the limited number 
of the available data (instrumental records and historical 
seismic catalogs) as well as the fact that seismogenesis is 

a self-organized system, related with many complex phe-
nomena (e.g., fault heterogeneity). While a deterministic 
model aims at fully describing the phenomenon and mak-
ing exact predictions, a stochastic model introduces a certain 
level of randomness into the physical process under study, 
resulting in a forecast of future events. Regarding this dis-
tinction, earthquake forecasts based on stochastic models 
are given in terms of occurrence probabilities. Stochastic 
models may be based on the memoryless Poisson process 
or on other processes containing memory, such as short- 
and long-term cluster behavior (Kagan and Jackson 1991) or 
quasi-periodic occurrence (Papazachos et al. 1997a). Given 
that earthquakes are clustered in time, some kind of memory 
is implied and thus, the most appropriate models are the 
time-dependent ones.

Two different main approaches prevail when developing 
and applying time-dependent stochastic models. In the “fault 
based” approximation the studies deal with the interevent 
times between successive strong earthquakes occurring on 
an individual fault or fault segment above a certain magni-
tude threshold. The target of these models is the estimation 
of the long-term recurrence of strong events in a given area 
where faults are well known. As already mentioned, earth-
quake occurrence is a complex physical process including 

 * Ourania Mangira 
 omangira@geo.auth.gr

 Christos Kourouklas 
 ckouroukl@geo.auth.gr

 Dimitris Chorozoglou 
 chorozod@geo.auth.gr

 Aggelos Iliopoulos 
 ailiopou@gmail.com

 Eleftheria Papadimitriou 
 ritsa@geo.auth.gr

1 Geophysics Department, Aristotle University 
of Thessaloniki, GR54124 Thessaloniki, Greece

http://orcid.org/0000-0002-0687-4695
http://crossmark.crossref.org/dialog/?doi=10.1007/s11600-019-00284-4&domain=pdf


740 Acta Geophysica (2019) 67:739–752

1 3

fault heterogeneity and interaction between nearby faults 
leading to a collective behavior, which can potentially cause 
triggering of adjacent fault segments in short-term time 
scales. These physical processes can be modeled through 
the second family of stochastic approaches, the so-called 
seismicity based ones, which assume that the future earth-
quakes are characterized by the temporal properties of the 
past events within a specific region due to all possible seis-
mic sources, not only the large and well known but also the 
smaller ones (Frankel 1995).

Fault‑based models

The construction of a fault‑based model

The available data (geological and geodetic) along with 
the longest possible record of past ruptures (historical and 
instrumental) of the fault segments under study are required 
for the development of a fault-based model. Using this infor-
mation, the model can then be built with the combination of 
the assumptions of the time-predictable model (Shimazaki 
and Nakata 1980) and the characteristic earthquake hypoth-
esis (Schwartz and Coppersmith 1984). The time-predicta-
ble model assumes that the occurrence of an earthquake is 
observed when stress surpasses a given constant threshold. 
Thus, the estimation of the next event is achieved consider-
ing the coseismic slip of the previous earthquake (Fig. 1). 
According to the characteristic earthquake hypothesis, 
strong earthquakes on a fault occur regularly and they are 
characterized by similar physical mechanisms. Thus, a future 
strong earthquake occurs as the result of the long-term tec-
tonic loading on a given segment.

Consequently, the final output of such a model will be 
single or multi-segment long-term Earthquake Rupture Fore-
casts (ERF) in a specific time window. The distribution of 

the recurrence time of strong earthquakes constrained with 
the occurrence time of the last strong earthquake on a certain 
fault segment is given by the formula:

where t  stands for the time relative to the previous earth-
quake under the condition that T  years passed since the last 
event, ΔT  stands for the duration of the forecast and f (t) 
stands for the probability density function of the recurrence 
time (Field 2015).

The problem of the distribution fitting

The major task for these renewal models is the selection of 
the appropriate distribution that the recurrence time follows. 
Among the most common distributions used for this pur-
pose, the Weibull, the Lognormal and the Brownian passage 
time (BPT) distributions dominate (Convertito and Faenza 
2014). The Weibull distribution probability density function 
(pdf) is given by

where α and b stand for the scale and the shape parame-
ter, respectively. An interesting feature of this distribution, 
which is connected with the seismicity, is the value of the 
shape parameter, b. If the parameter b is equal to 1 (b = 1) 
then the distribution is reduced into the exponential one. If b 
is less than 1 (b < 1), then the model can be considered as a 
short-term clustering one, while if b is greater than 1 (b > 1), 
then the model can be characterized as quasi-periodic, which 
is the case in the fault-based models.

P(T ≤ t ≤ T + ΔT|t > T) =
∫ T+ΔT

T
f (t)dt

∫ ∞
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Fig. 1  Representation of the 
evolution of stress (upper panel) 
and corresponding slip (lower 
panel) with time on a certain 
fault, considering characteristic 
(a), time-predictable (b) and 
slip-predictable (c) earthquake 
occurrence models. (modified 
from Shimazaki and Nakata 
1980)
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The lognormal distribution pdf is formulated by the 
equation

where μ is the mean and � is the standard deviation of the 
natural logarithm of the data sample, such as the recurrence 
intervals between strong earthquakes. Lognormal distribu-
tion is one of the so-called heavy tail distributions, which 
return high values of probability for variables that have 
larger return periods than the average one.

Kagan and Knopoff (1987) tried to describe the earth-
quake occurrence by modeling the evolution of stress as 
a random walk, or in other words as a Brownian motion, 
incorporating the inverse Gaussian distribution. The pdf 
of the inverse Gaussian distribution is given by

where μ and λ are the mean value of the data sample and 
the shape parameter. Ellsworth et al. (1999) and later Mat-
thews et al. (2002) extended the aforementioned idea and 
proposed a renewal model based on an experimental one 
introducing the Brownian Relaxation Oscillator (BRO). This 
model assumes that the earthquake occurrence is driven by 
the equation

where X(t) is the stress level, � is the constant loading rate 
and �W(t) is a random factor following the properties of the 
Brownian motion in which σ is a nonnegative scale param-
eter and W(t) is the standard Brownian motion. The result-
ing recurrence properties of the model (the recurrences of 
strong earthquakes) are described by the Brownian passage 
time (BPT) distribution, which is an alternative form of the 
inverse Gaussian one given from the relation

where μ is the mean value of the data sample and α is the 
model’s aperiodicity, which must take values greater than 0 
(0 < 𝛼 < ∞) . Aperiodicity can be considered as the analo-
gous of the coefficient of variation of the Gaussian distribu-
tion, and it represents the model level of randomness. As � 
tends to 0, the model becomes increasingly periodic. As � 
tends to ∞ the model becomes increasingly aperiodic. All 
the intermediate cases represent quasi-periodic models with 
a certain level of randomness. In most strong earthquakes 
recurrence studies, the value of a ranges between 0.3 and 0.7 
(0.3 ≤ a ≤ 0.7) (e.g., Field et al. 2015).
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Zoller et al. (2008) introduced an alternative expres-
sion of the BPT distribution, where the contribution of 
small and intermediate earthquakes on the state changes 
before strong earthquake occurrence is taken into account. 
Following this approach, we assume that the on-fault seis-
micity provokes delay of the next large events by unload-
ing the fault, while the off-fault seismicity loads the fault. 
If these effects are considered approximately equivalent, 
then the aperiodicity is related to the b-value of the instru-
mental catalog of the corresponding fault according to the 
following relation

where b must be ranging between 0 < b<3. Then, the BPT 
pdf can be written as

BPT model has become the most popular one over the years 
in studies dealing with the recurrence times of strong earth-
quakes. This is due to the fact that the temporal behavior of 
strong earthquakes is fairly explained through its hazard func-
tion (Fig. 2). The values of the hazard function, i.e., the hazard 
rate, which is equivalent to the conditional probability, are very 
low immediately after the occurrence of an event and then they 
exhibit an increasing trend with time. The maximum value is 
obtained at some finite time near the mean recurrence time. 
Then, the hazard rate decreases asymptotically to 1∕

(
2��2

)
 . 

In contrast, the Weibull hazard function increases monotoni-
cally with time after a strong event (e.g., the blue line of Fig. 2 
right panel) and the lognormal hazard function increases to a 
maximum and then decreases asymptotically to zero.

An alternative distribution has been proposed by Polidoro 
et al. (2013), the Erlang distribution, which is a Gamma dis-
tribution with pdf

where k is the shape parameter, � is the scale parameter and 
�  is the gamma function. Regarding the probabilistic seis-
mic hazard analysis, the aforementioned distribution sug-
gests that in a small time interval the occurrence of more 
than one earthquake is unlikely. The inverse Gamma distri-
bution is also proposed by Polidoro et al. (2013), assuming 
that the load on the fault increases linearly over time, with 
a rate that varies randomly from event to event. The pdf is 
given by the following relation
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√
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where γ and β the shape and scale parameters, respectively.
Over the years, recurrence models were refined more and 
more, aiming at improving their predictive power and 
increasing the accuracy of their estimations for seismic haz-
ard, incorporating processes like the permanent and tem-
poral stress perturbations in combination with a particular 
pdf of recurrence time (Stein et al. 1997; Hardebeck 2004; 
Gomberg et al. 2005).

Applications

One of the first relevant applications was performed by Hagi-
wara (1974), who used the Weibull distribution assuming 
that the crust is strained under a constant speed. Earthquakes 
with M ≥ 6.0 along South Kanto District in Japan were con-
sidered and it was found that the maximum value of the con-
ditional probability of a future event is expected in 84 years 
after the last earthquake. Rikitake (1974, 1976) used the 
same distribution to estimate the probabilities of strong 
future events (M ≥ 8.0) along the subduction zones of Japan, 
Kurile, Aleutian Islands, Kamchatka, and Americas (North, 
Central and South) considering that the ultimate crustal stain 
increases linearly with time and that immediately after a 
strong event is nearly zero. He evidenced the long-term time 
dependence (e.g., for the Kanto area in Japan, where the last 
strong event occurred in 1925 with M = 7.9 the probability 
values were found equal to 0.2, 0.5 and 0.8 for the next 55, 
105 and 155 years, respectively). More recently, Abaimov 
et al. (2008) also applied the Weibull distribution on charac-
teristic events of Parkfield and Wrightwood fault segments 

of San Andreas fault zone. Their best fitting models resulted 
in quite similar mean and standard deviation values to the 
observed ones, suggesting Weibull as the most suitable dis-
tribution for such studies.

Nishenko and Bulland (1987), attempting a time-depend-
ent probabilistic approach to describe earthquake occurrence 
and its corresponding seismic hazard, proposed a generic 
recurrence time model adopting the Lognormal distribution. 
They concluded that the Lognormal distribution exhibits a 
significant better fit than the Weibull using recurrence times 
of earthquakes with Mo between  1017 and  1023 Nm, occurred 
in the major fault segments of Mexico, Chile, California, 
Japan and Alaska through a normalized function. Follow-
ing their suggestion, Jackson et al. (1995) summarized the 
results of the Working Group on California Earthquake 
Probabilities (WGCEP), adopting the Lognormal as the opti-
mal statistical model. Their model estimates a probability 
equal to 80%–90% for an M ≥ 7.0 expected earthquake in 
California before 2024. The Lognormal distribution was also 
used by Paradisopoulou et al. (2010) in fault segments across 
Western Turkey, incorporating the static stress changes into 
the probability estimates.

Ogata (2002) used the BPT distribution constructing a 
slip-size dependent renewal model, incorporating the knowl-
edge of the slip associated with strong earthquake ruptures. 
The application of the model was performed on the large 
historical earthquakes along Nankai Trough (M ≈ 8.0) and 
Off Toyooka fault (6.0 ≤ M ≤ 7.0) in Japan. He found that the 
single BPT model for the Nankai Trough returned a likely 
occurrence time around 2070, but with large uncertainty 
(> 100 years). When the slip-size dependent model was used 

Fig. 2  Example of probability density functions (left) and their corresponding hazard functions (right) of the main renewal models (Weibull, 
Lognormal and BPT) against the memoryless one
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considering the last three events of this catalog, then the 
estimated hazard function assumes that the next earthquake’s 
occurrence is expected around 2040. The model was also 
used for the second data set exhibiting that the next occur-
rence time in this case is decreasing. Parsons (2004) applied 
the BPT model for the estimation of M ≥ 7.0 earthquakes 
occurrence probabilities on single fault segments beneath 
the Sea of Marmara, after taking into account the coseis-
mic and postseismic stress transfer in the calculations. The 
same author (Parsons 2008) modeled the recurrence times 
of characteristic earthquakes on Hayward fault segment in 
California with the use of the BPT model and concluded 
in the superiority of this renewal model in respect to the 
memoryless one. Console et al. (2008) studied the effect of 
such stress interactions between nearby faults of Central and 
South Apennines region in Italy also using the BPT model, 
concluding that this effect was relatively small. Parsons et al. 
(2012) and Murru et al. (2016) took into account the effect 
of static stress transfer from previous earthquakes to the next 
ones in Nankai Trough in Japan and Sea of Marmara in Tur-
key fault systems, respectively, using the BPT distribution 
on their recurrence modeling.

Focusing on similar applications in Greece, Console 
et al. (2013) applied two renewal models, the BPT and the 
Weibull, against the memoryless Poisson one, in each one 
of the eight fault segments consisting the Corinth Gulf fault 
system, after taking into account the effect of stress trans-
fer in their calculations of conditional occurrence prob-
ability values (Fig. 3). The North Aegean Trough (NAT) 

fault system was also studied under the BPT renewal model, 
considering a new segmentation model and two different 
assumptions of strong earthquakes magnitude completeness 
(Kourouklas et al. 2018).

Polidoro et al. (2013) applied many different distribu-
tions, among them the BPT, the inverse Gaussian and the 
Erlang distribution, in the Paganica fault (Central Italy). 
They found that when the time elapsed since the last earth-
quake is about half of the return period of the event, then all 
models exhibit similar results. This means that the longer is 
the time since the last event, the more critical is selecting 
the appropriate model. For example, a decreasing occurrence 
probability implied by some distributions is not representa-
tive of seismogenesis.

Special mention must be paid to the Uniform California 
Earthquake Rupture Forecast (UCERF) versions 2 (Field 
et al. 2009) and 3 (Field et al. 2015), which are the best 
developed models for long-term time-dependent probabil-
ity estimations. These approaches combine a large variety 
of seismological, geological and geodetic information con-
structing different fault, deformation and earthquake rate 
models for each fault segment of California, which form 
a logic tree with a large number of branches (e.g., version 
3 has a total number of 5760) with their corresponding 
weights. Then the probability calculations were based on 
the aforementioned assumptions having as final product dif-
ferent estimations of the next earthquakes in California, with 
their corresponding weights and uncertainties. The renewal 
model used in these estimations is the BPT once again.

Seismicity‑based models

Assumptions and forecast windows

“Seismicity based” models belong to the second category 
of stochastic models assuming that the future earthquakes 
follow the temporal properties of the past seismicity within 
a given region due to all possible seismic sources. These 
models combine both physical processes related to strong 
earthquakes occurrence, such as the accumulation, release 
and transfer of stress, and the well-known empirical laws of 
Seismology, namely the Gutenberg–Richter (GR) (Guten-
berg and Richter 1949) and the Omori’s (Omori 1894). 
Model applications can provide either long-term or short-
term estimations of next earthquakes in a given region.

Long‑term regional models

Starting with the long-term ones, Papazachos (1989) sug-
gested a time-predictable model for earthquake occurrence 
in seven distinctive regions of Greece, using all available 

Fig. 3  Thirty  years conditional occurrence probabilities along 
Corinth Gulf fault system according to Poisson, BPT and Weibull 
models. (From Console et al. 2013)
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M ≥ 5.5 earthquakes located in the area. He claimed that the 
magnitude of the preceding shock, Mp, influences the repeat 
time, T , of the next mainshocks. The model he developed is 
based on the linear fit between the logarithm of T  and Mp:

Papadimitriou (1993) applied the aforementioned model 
in 8 zones of the western coast of South and Central Amer-
ica. Papazachos (1992) and Papazachos and Papaioannou 
(1993) extended the time-predictable model to the time 
and magnitude one. They are given by two relations: one 
between the logarithm of T  and the minimum magnitude 
considered in the dataset,Mmin , the magnitude of the pre-
vious shock, Mp, and the logarithm of the annual moment 
rate, mo, and a second relation linking the magnitude of the 
following mainshock, Mf, and the above mentioned param-
eters as,

and

This extended model was used in several studies all over 
the world. For example, Karakaisis (1993, 1994a, b) applied 
the models in New Guinea–Bismarck Sea, North and East 
Anatolian Fault Zones and Iran regions. Panagiotopou-
los (Panagiotopoulos 1994, 1995) applied the time- and 

logT = cMp + a.

logT = bMmin + cMp + dlogm0 + q

Mf = BMmin + CMp + Dlogm0 + m.

magnitude-predictable models in Solomon Islands, Central 
America and Caribbean Sea, Papadimitriou (Papadimitriou 
1994a, 1994b) in North Pacific and Tonga–New Zealand 
seismic zones, Papazachos et al. (1994, 1997a, b) in Japan, 
circum–Pacific and Alpine–Himalayan belts and a few 
years later Shanker and Papadimitriou (2004) in the Hindu 
Kush–Pamir–Himalayan region. Similar to these studies Mus-
son et al. (2002) proposed a similar time-dependent model 
connecting the natural logarithm of interarrival times, lnIAT, 
with their magnitudes, M, above a given threshold:

and applied it in Japan and Greece. Later, Chingtham et al. 
(2015) applied this model in Northwest Himalaya and its 
adjoining regions.

A connection between seismicity and physics is accom-
plished through the Stress Release Model (Vere-Jones 1978; 
Vere-Jones and Deng 1988) which is built under the assump-
tions of stress loading due to elastic rebound and energy 
released when an event occurs (Fig. 4). The main variable is 
the stress level which can be written as

where X(0) is the initial stress level, � is the loading rate 
(which is considered constant) and S(t) is the accumulated 
stress release during (0, t) . The conditional intensity function 

lnIAT = a + bM

X(t) = X(0) + �t − S(t),

Fig. 4  Plots of the conditional 
intensity functions when the 
LSRM is applied in the Corinth 
Gulf (Greece) a Western part, b 
Eastern part. The mean occur-
rence level of the Poisson model 
is represented by a green line 
(From Mangira et al. 2018)
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� ∗ (t), (Daley and Vere-Jones 2003) determines the stochas-
tic behavior of the point process. The most common form 
adopted is the exponential

where a, b and c are parameters to be estimated.
In the case of the Linked Stress Release Model (Liu et al. 

1998), the conditional intensity function becomes

In this model, stress transfer and interactions between 
subareas are introduced. Many applications of the model 
have been performed worldwide. The first applications 
include Chinese (Liu et al. 1999), and Japanese data (Lu 
et al. 1999). Lu and Vere-Jones (2000) compared the results 
applying the model in two different tectonic regimes (North 
China and New Zealand), whereas Bebbington and Harte 
(2001) examined the model from a statistical point of view. 
SRM was also applied in Italy, where Varini and Rotondi 
(2015) and Varini et al. (2016) used a Bayesian approach. 
Romania (Imoto and Hurukawa 2006) and Greece (Rotondi 
and Varini 2006; Votsi et al. 2011; Mangira et al. 2017, 
2018) have also been study areas for the SRM. Bebbington 
and Harte (2003) conducted an extensive study regarding 
the determination of the regions, the sensitivity to catalog 
errors optimization techniques, and the selection of the most 
appropriate model. Numerical simulations by Kuehn et al. 
(2008) aimed at investigating how the occurrence probability 
distributions are affected by the coupling between different 
areas.

The observed foreshock activity before strong earth-
quakes in many regions around the world (Jones and Mol-
nar 1979; Sykes and Jaume 1990; Bakun et al. 2005) was 
also used as a tool aiming at the development of physics-
based models for forecasting. A relevant approach, so-called 
Accelerating Moment Release (AMR) model or critical 
earthquake concept, was developed under the assump-
tion that before a large earthquake, and the rate of seismic 
moment released from precursory intermediate magnitude 
(e.g., M ≥ 5.0) seismic activity is increased with an accel-
erating component (Bufe and Varnes 1993; Bowman et al. 
1998; Jaume and Sykes 1999; Mignan 2008).

Bufe and Varnes (1993) proposed that the cumulative 
Benioff strain,�(t) , over time, which is equal to the sum-
mation of the square of the seismic moment of the ith fore-
shock, Ei, defined as

can be expressed by the equation

� ∗ (t) = � (X(t)) = exp{a + b[t − cS(t)]}

�∗
i
(t) = exp

{
ai + bi

[
t −

∑

j

cijS(t, j)

]}
.

�(t) =

N(t)�

i=1

√
Ei

where tf is the time of a mainshock or in other words the 
critical occurrence time of the upcoming strong earthquake, 
A and B are constants and m is a positive exponent rang-
ing from 0.1 to 0.5 (0.1 ≤ m ≤ 0.5) with mean value equal to 
0.3. The AMR model has been applied in many studies and 
in various regions worldwide such as California (Bowman 
et al. 1998), Italy (Di Giovambattista and Tyupkin 2000), 
China (Jiang and Wu 2006), Western, South and Central 
America (Papazachos et al. 2008) and Greece (Papazachos 
et al. 2006, 2007).

Another class of stochastic models includes the hidden 
Markov (HMMs) and semi-Markov (HSMM) models. The 
main concept of the HMMs applied in seismology is to 
reveal features of the earthquake generation process which 
cannot be directly observed. Toward that direction, Votsi 
et al. (2013) applied a HMM, where the states of the model 
correspond to levels of the stress field. Their application 
is performed in a set of strong (M ≥ 6.5) earthquakes that 
occurred in Greece and its surrounding areas, since 1845. 
In order to overcome the drawback that derives from the 
geometrically distributed sojourn times of the HMM states 
and allow arbitrary distributions, the same authors (Votsi 
et al. 2014) suggested a discrete-time semi-Markov model. 
Pertsinidou et al. (2016) extended their work proposing Pois-
son, Logarithmic and Negative Binomial distributions for 
the sojourn times. Their application is performed in moder-
ate ( M ≥ 5.5 ) earthquakes in the areas of North and South 
Aegean Sea (Greece) where the hidden states represent dif-
ferent stress levels classified into five types according to the 
earthquake magnitude and location.

Different occurrence rates are also considered as hidden 
states in the case of Markovian Arrival Processes suggested 
by Bountzis et al. (2018). MAP consists a generalization 
of the Poisson process and renewal models preserving the 
Markovian structure. The model captures temporal fluctua-
tions that characterize Corinth Gulf seismicity for earth-
quakes with M ≥ 4.5 since 1964.

Short‑term modeling of regional earthquake 
activity

In addition to the long-term earthquake forecasting, exten-
sive research was performed on short time scales. One of 
the most crucial elements regarding an earthquake time 
series is their tendency to clustering. It is generally accepted 
that seismic activity is increased after the occurrence of a 
strong event for several years (Utsu et al. 1995) and for 
long distances (Kagan and Jackson 1998; Dreger and Sav-
age 1999). When the magnitude of an event is smaller than 
that of the previous one, the triggered event is called an 
aftershock. Defining an aftershock is quite arbitrary though 

�(t) = A − B
(
tf − t

)m
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and separating triggering earthquakes from the others is 
not a trivial task. Since the classification of an earthquake 
foreshock, mainshock, or aftershock—is often hard, it is 
useful to investigate models that do not presuppose such 
distinction. In addition, aftershocks constitute the greatest 
proportion in a catalog and thus, a thorough analysis of their 
occurrence can give an insight for understanding the whole 
seismic cycle. Ogata (1988) introduced a model where there 
is no need to distinguish between mainshocks and after-
shocks, between independent and triggering events, since 
each one, irrespective of whether it is small or large, can 
trigger its own offspring. The ETAS (Epidemic-Type After-
shock Sequence) model, named after the analogy with the 
spread of epidemics, belongs to the family of self-exciting 
Hawkes processes (Hawkes and Oakes 1974). It is assumed 
that each event is followed by its own aftershock activity; 
this assumption stands even for the aftershocks of the pre-
vious events. The modified Omori formula (Utsu 1961) is 
employed for the representation of the aftershock activity. 
The appropriate form of the response function for the causal 
relation with subsequent events is the key for the application 
of the model. The conditional intensity is given by

where � represents the background seismicity,A is related to 
the criticality of the process, a is related to the productivity, 
i.e., the influence of magnitude in the production of the off-
spring and � = bln10 is linked to the G–R law. 
f (t) = (p − 1)

(
1 +

t

c

)−p

∕c refers to the Omori–Utsu formula 
and it is the pdf of the time difference between the parent 
event and its offspring. Based on the temporal model of 
Ogata (1988) many applications have been performed. For 
example, Ogata (2005) tried to detect anomalous seismicity 
patterns using it as a stress change sensor. Hainzl and Ogata 
(2005) and Lombardi et al. (2010) used the ETAS model for 
detecting fluid signals. They interpreted the increase in the 
background seismicity as f luid-driven earthquake 
triggering.

In a similar manner with the temporal ETAS model, 
Ogata (1998) deals with the response function for time and 
space causal relationship introducing the spatiotemporal 
ETAS model. The concept of this model is to investigate 
the magnitude scale of the clusters and also to understand 
whether the clusters are constrained to well-defined areas or 
if seismic activity is extended in areas beyond the aftershock 
regions. When space is involved the conditional intensity 
takes the form

𝜆(t,m) = 𝛽e𝛽(m−m0){𝜇 + A
∑

i∶ti<t

ea(m−m0)f
(
t − ti

)
},

𝜆(t, x,m) = 𝛽e𝛽(m−m0){𝜇h(x) + A
∑

i∶ti<t

ea(m−m0)f
(
t − ti

)
g
(
x − xi

)
}.

The new terms added in the model are the spatial density, 
h, of the background events and the density, g, of the location 
of a triggered event. The model proposed by Ogata (1998) 
underwent several modifications, particularly concerning the 
spatial component (Zhuang et al. 2002, 2004, 2005; Ogata 
and Zhuang 2006), and it is broadly accepted and applied.

Based on the assumption that every event is potentially 
triggered by all the previous ones and every event can trig-
ger subsequent ones according to their relative time–space 
distance, Console and Murru (2001) proposed a spati-
otemporal model for short-term clustering that returns 
the occurrence rate of events expected at each point of 
the location–time–magnitude space. They concluded that 
instead of using as a null hypothesis the Poisson model 
against other more sophisticated earthquake hypotheses, 
the clustering hypothesis (the space–time ETAS model) 
should be adopted since it exhibits a much higher likeli-
hood. Console et al. (2003) refined the formulation of the 
clustering model. The expected earthquake rate density 
takes then the form

where the fr, called failure rate, expresses the proportion of 
events that are considered independent, a factor revealing 
the so-called spontaneous background seismicity. The 
�0(x, y,m) is the spatial magnitude distribution, H(t) the step 

function, i.e., H(t) =

{
0, if t ≤ 0

1, if t > 0
 and �(x, y, t,m) is the 

kernel of the previous events. In this equation, the two terms 
of the right-hand side show that seismicity is a mixture of 
the background, the independent events, and the induced 
ones. The model could provide daily expected seismicity 
rates, information extremely critical during a seismic excita-
tion. Examples of expected daily seismicity rate forecast 
provided by the ETAS modelare shown in Fig. 5 (From 
Murru et al. 2014).

The ETAS model examines earthquake clustering from a 
purely statistical point of view. Fault interaction consists of 
a way to connect seismicity and physics. Since it is broadly 
recognized that sudden Coulomb stress changes due to the 
coseismic slip of preceding earthquakes can modify the 
proximity to failure of subsequent events, Console et al. 
(2006a, b) proposed a modification of the clustering model 
by including the rate-and-state theory developed by Diet-
erich (1994) in the concept of the ETAS model. According 
to this theory, the seismicity rate R(t) of earthquakes when 
a stress change is observed at time t = 0 is written:

�(x, y, t,m) = fr�0(x, y,m) +

N∑

i=1

H
(
t − ti

)
�i(x, y, t,m),

R(t) =
Ro

1 −
[
1 − exp

(
−

Δ�

A�

)]
exp

(
−t

ta

)
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where Ro is the background rate density, Δ� is the shear 
stress change, and A , � and ta are parameters of the constitu-
tive law. By fixing some of the parameters based on pub-
lished results, the authors reduced the number of the model- 
free parameters, explaining in parallel more thoroughly their 
physical meaning. The new stochastic model applied to the 
Japanese seismicity performs as well as the purely stochastic 
ETAS model. The two models were also tested in Console 
et al. (2007) with data from California. Despite the poor 
performance of the model under the constraint of the rate-
and-state constitutive law, it is considered that its physical 
meaning may provide insights into seismogenic processes 
and should not be rejected.

Another approach focusing on probabilistic aspects 
is conducted by Iervolino et al. (2014). They analytically 
combined results of probabilistic seismic hazard analy-
sis (PSHA) and aftershock probabilistic seismic hazard 
analysis (APSHA) in order to get a seismic hazard integral 
accounting for mainshock–aftershocks seismic sequences. 
Their results are particularly interesting from an earthquake 

engineering perspective since seismic hazard is expressed 
in terms of occurrence rate causing the exceedance of an 
acceleration threshold.

Despite the wide variety of purely temporal models and 
time-independent spatial models, in practice the spatiotem-
poral models have not been fully exploited, mainly due to 
the fact that the implementation of such models demands 
heavy and complicated numerical computations. The con-
cept of epidemic models though has been particularly popu-
lar, like the spatiotemporal ETAS model (Ogata 1998) that 
has been extensively applied in the context of earthquake 
short-term clustering (Helmstetter and Sornette 2002; Mar-
zocchi et al. 2012; Murru et al. 2014). Another model that 
has common elements with the ETAS model is the EEPAS-
Every Earthquake is a Precursor According to Scale-model. 
The EEPAS model by Evison and Rhoades (2004) and 
Rhoades and Evison (2004) is based on predictive scaling 
relations derived from many examples of the precursory 
scale increase phenomenon —an increase in the magnitude 
and occurrence rate of minor earthquakes that precede most 

Fig. 5  Examples of expected daily seismicity rate forecast by ETAS 
at 00:00 UTC on the days: a March 17, 2009, b April 6, 2009 (1 h 
and 32 min before the L’Aquila mainshock M

w
6.3 ), c April 7, 2009 

(the second-largest shock in the Abruzzi region occurred on April 7, 

2009, at 17:47 UTC, with M
w
5.6 ) and d April 20, 2009. The color 

scale represents the number of events in units of magnitude larger 
than 2.0 in cells of 1˚ .1˚per day (From Murru et al. 2014)
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major earthquakes on a time scale ranging from months to 
decades, depending on magnitude. Even though extensive 
studies were conducted and many relationships between 
precursory earthquakes and subsequent strong mainshocks 
have been suggested, regarding the magnitude, time, and 
location, in practice there are no tools for recognizing pre-
cursory earthquakes in advance. In this stochastic forecast-
ing model, the identification of precursory earthquakes is set 
aside and every event is considered a long-range precursor 
period taking into account a scale based on its magnitude. 
The conditional intensity of the EEPAS process has a similar 
form with the ETAS, as

where �o is a reference rate density, which can be considered 
as the null hypothesis, e.g., the Poisson model, � is a param-
eter that can be considered as the rate of events that are 
observed without a sequence of precursory earthquakes that 
can be predicted and � is a function of magnitude. Although 
the ETAS and the EEPAS models have similar forms of 
the conditional intensity, they differ in their details. For 
example, the functions f  and g are not based in the Omori 
formula, which is an indispensable element of the ETAS 
model. Nevertheless, the weights wi that are usually set to 1 
could be obtained from an initial stochastic declustering that 
depends on the ETAS model. The EEPAS model has been 
used in several earthquake catalogs worldwide, e.g., New 
Zealand and California (Rhoades and Evison 2004; Rhoades 
2007), Japan (Rhoades and Evison 2005, 2006) and Greece 
(Console et al. 2006a, b), and in synthetic catalogs as well 
(Rhoades et al. 2011).

The aforementioned rate density �o is related to the 
Proximity to Past Earthquakes (PPE). The PPE model, 
as its name reveals, relies on the proximity to previous 
shocks, taking into consideration their magnitudes. Most 
of its characteristics are associated with the forecasting 
model of Jackson and Kagan (1999). The PPE model gets 
the form

where

and

where

𝜆∗(t,m, x) = 𝜇𝜆
0(t,m, x)

+
∑

ti<t

wi𝜂
(
mi

)
r(M|Mi)f (t − ti|Mi)g(x − xi|Mi),

�PPE(t,m, x, y) = go(m)h(t, x, y),

go(m) = 𝛽exp
[
−𝛽

(
m − mc

)](
m > mc

)

h(t, x, y) =
1

t − to

∑

ti<t

heq(i)

and Δi is the distance from (x, y) to (xi, yi). The parameters 
�, �, d , and s are to be fitted from data. Here � = bln(10), 
where b is the G–R b–value, � is a normalization parameter, 
d is a smoothing distance in kilometers, and s is a spatially 
uniform background rate (occurrence per day per kilometer 
squared) that accounts events occurring far from the previ-
ous ones. As a result, the earthquake occurrence–rate den-
sity is high near the locations of past earthquakes and low 
far away from all past earthquakes. Regarding the magni-
tude, the larger the nearby past earthquakes are, the greater 
is the rate density. The PPE and EEPAS model have been 
candidate models in the CSEP Earthquake Forecast Test-
ing Centers in New Zealand and California (Gerstenberger 
and Rhoades 2010; Rhoades and Stirling 2012; Schneider 
et al. 2014; Rhoades et al. 2018). An example of the rate of 
earthquake occurrence given by the EEPAS model is shown 
in Fig. 6 (From Console et al. 2006b). 

Another candidate spatiotemporal model of earthquake 
occurrence is the double branching model by Marzocchi 

heq(i) =
a
(
mi − mc

)

�
(
d2 + Δ2

i

) + s

Fig. 6  Average rate of earthquake occurrence for M > 6.35 over the 
year 1995 under the EEPAS model, using data up to the end of 1994 
in the area of Kozani (Greece). The rate is expressed relative to a ref-
erence scale (RTR) in which there is an expectation of 1 earthquake 
per year exceeding any magnitude m in an area of 1 10mkm2 . The 
epicenter of the M6.6 earthquake of 13 May 1995, 0847:17.0 UT is 
depicted by a star (From Console et al. 2006a, b)
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and Lombardi (2008), which is applied in two steps. The 
first step includes the application of the ETAS model so that 
triggered events are removed from the catalog. The next step 
consists of the reapplication of the model—the same or one 
with high resemblance—to the rest of the seismicity so that 
the long-term clustering is described.

Summary

The approaches for modeling and forecasting seismogenesis 
revealed that understanding earthquake phenomena which 
are complex and trying to predict them could be achieved 
by developing and applying progressively sophisticated and 
refined stochastic models. Their development and applica-
tion could bridge the gap between the underlying physics 
and the small amount of the available data.

Selecting the most suitable model among all the compet-
ing ones is not a trivial issue. For that reason, rigorous tests 
and experiments should be implemented. In that direction, 
a collective international attempt has been made feasible in 
the Collaboratory for the Study of Earthquake Predictability 
(CSEP) experiment, for several regions all over the world. 
Their goal, since its inception in California in 2007, is to 
test alternative scientific hypotheses, their predictive abili-
ties and consequently improve seismic hazard assessment.

The innovative concept of CSEP is that scientists are 
requested to submit their models for testing in pre-agreed 
datasets and standardized statistical tests. In that way, full 
independence is guaranteed and the comparisons between 
the models are objective (Schorlemmer et al. 2018). The next 
steps of CSEP include tests of fault-based forecasts where 
finite-fault information is provided instead of just testing 
the locations of hypocenters, forecasts based in simulations, 
tests where earthquake clustering is better approximated, and 
tests of ground-motion measures that achieve direct proba-
bilistic seismic hazards assessments (Michael and Werner 
2018).
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Abstract
Uttarakhand Himalayas are highly sensitive to seismic hazard with possible occurrence of high-magnitude earthquakes. 
Fewer waveforms are available from previously recorded earthquakes, which are insufficient for carrying out seismic hazard 
studies. The recently installed strong motion instrumentation network (SMIN) in India, particularly, in Indian Himalayas 
is providing useful data. Using recorded data from SMIN, time-dependent peak ground acceleration and observed peak 
ground velocity shake maps are drawn for two earthquakes widely recorded by SMIN in Uttarakhand region of Indian 
Himalayan belt. Open-source Earthworm software with new algorithms is used for drawing these shake maps. The source 
mechanism is computed for April 4, 2011 earthquake using waveform inversion technique to relate it to the trend of shake 
maps. The computed focal mechanism shows one of the nodal planes in NW–SE, which are consistent with shake maps for 
the same earthquake. These time-dependent plotted shake maps provide useful information on the initial rupture, as well as 
the potential directivity of the rupture.

Keywords Shake map · PGA · PGV · Uttarakhand Himalaya · Earthworm

Introduction

The formation of Tibetan Plateau is result of the conver-
gence of the Indian and Eurasian plates that started 50 Myr 
ago (Gansser 1964; Legendre et al. 2015a). Indian subcon-
tinent is prone to earthquakes in both the inter-plate and 
intra-plate regions. Collision of Eurasian and Indian plates 
resulted in the formation of Lesser Himalaya, Main Central 
Thrust and Great Himalayas (Valdiya 1980; Legendre et al. 
2015b). The great Himalayas are an active tectonic region 
where larger-magnitude earthquakes can occur occasionally 

(Fig. 1). Some belts which did not generate any bigger earth-
quakes (M ≥ 8) in the last century but can generate larger 
earthquakes are regarded as seismic gaps. Several seismic 
gaps exist in Indian Himalayan belt, one of which is the 
central seismic gap (CSG) having a length of 600 km that 
extends from the eastern edge of rupture zone of 1905 Kan-
gra earthquake to western edge of 1934 Bihar–Nepal earth-
quake rupture zone (Seeber and Armbruster 1981; Khat-
tri 1999). Kangra earthquake (M 7.8) of 1905 occurred on 
the west of CSG, and Bihar earthquake (M 8.3) of 1934 
occurred to the eastern side. Higher-magnitude earthquakes 
can occur within the CSG. The possibility of occurrence of 
high magnitude (M ≥ 8) in CSG is estimated to be 59% in 
coming 80 years (Khattri 1999). Some higher-magnitude 
earthquakes happened in CSG in last 100 years; examples 
include: 1803 and 1833 earthquakes having magnitude < 8, 
but those cannot be attributed to being gap filling (Khattri 
1999; Bilham 1995). The recent devastating Gorkha earth-
quake in 2015 (Mw 7.8) caused a lot of destructions in Nepal 
and the eastern side of India, but it also occurred toward 
the eastern side of CSG (Yagi and Okuwaki 2015). Though 
this Gorkha earthquake reduced the aerial distribution of 
CSG toward the eastern side, but the possibility of happen-
ing of a bigger seismic event cannot be denied in future. The 
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expected magnitude ≥ 8 earthquake in CSG would have a 
destructive impact on human society as well as casualties. In 
recent times, remarkable developments in population growth 
and industrial activity are continuing to grow in the Uttara-
khand Himalayas classified in seismic zone IV and V of seis-
mic hazard maps according to seismic hazard zonation map 
of India (BIS 2002). Most of the houses in Uttarakhand are 
constructed using brunt brick and stones, without following 
earthquake-resistant design guidelines. The population of 
the Uttarakhand is approximately 10 million people, who are 
under threat from natural disasters including earthquakes. 
Therefore, delineating the possible regions with potentially 
high seismic risk or shaking is of high importance.

Strong motion seismographs are used to record ground 
motions when routinely short-period seismographs go off 
the scale. The most critical role of strong motion networks 
is to provide on-scale recordings of potentially damaging 
earthquakes over a broad frequency band (50 Hz or higher). 
The strong motion data are fundamental for earthquake 
engineering studies such as site effects, advanced structural 
analyses and seismic hazard evaluation. Shaking and damage 
patterns in a seismically active region are generally char-
acterized using peak ground acceleration (PGA) and peak 
ground velocity (PGV) (Wald et al. 1999; Wu et al. 2016, 
2018; Legendre et al. 2017). These patterns are important 
information for mitigating seismic risk. The obtained data 
from strong motion network in Uttarakhand provide an 
opportunity to unravel the seismotectonics of the region, 
as well as improved knowledge on the potential damage 
regions. Ground shaking distribution caused by earth-
quakes can be represented using shake maps. The real-time 
or near-real-time shake maps are useful to assess the shaking 
induced by an earthquake in a specific region. Shake maps 
display the shaking at different sites based on source to site 

distance and site condition (soil or rock). PGV is supposed 
to be a better indicator of damage in comparison with PGA 
(Wu et al. 2004) because it provides relatively more stable 
information in damage assessment and in intensity estima-
tion. A region where the seismic instrumentation is dense 
(having instruments at a regular interval of 10–15 km) will 
portray an accurate picture of shaking and damage scenario. 
In the present study, shake maps are plotted for two earth-
quakes recorded in Uttarakhand Himalayas using Earthworm 
software. Earthworm is an open-source, robust and well-
functioning software that is widely distributed in different 
parts of the world (Olivieri and Clinton 2012; Chen et al. 
2015). Earthworm is the outcome of the project that started 
in the early 1990s at the US Geological Survey (Johnson 
et al. 1995). This software is commonly used for data acqui-
sition and processing in addition to interpretation. The user 
can select usage of this software in accordance with his 
requirements. Open-source Earthworm software with new 
algorithms is used to estimate PGA and PGV for each sta-
tion. This further allows us to plot contours for PGA and 
PGV and evaluate the potential region with risk of damage 
for buildings and population.

Seismotectonics

Uttarakhand Himalayas are seismically active and have 
experienced earthquakes since ancient times (Gupta et al. 
2012). Several tectonic faults exist in the region, which are 
capable of generating large-magnitude earthquakes (Srivas-
tava and Mitra 1994). The most prominent of these are Main 
Boundary Thrust (MBT), Main Central Thrust (MCT) and 
Main Frontal Thrust (MFT), displayed in Fig. 1. Along with 
these Himalayan thrusts, several other faults also exist in 

Fig. 1  A map showing the tec-
tonic environment of Himalayan 
belt. Various seismic gaps along 
Himalayan region are shown. 
The Uttarakhand Himalayas, the 
focus of the present study lies 
in between central seismic gap 
(CSG) that extends from eastern 
edge of 1905 Kangra earth-
quake to western edge of 1934 
Nepal–Bihar earthquake. The 
various earthquakes located in 
CSG like Uttarkashi earthquake 
of 1991, Chamoli earthquake of 
1999 and recent Gorkha earth-
quake of 2015 are also shown
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region under consideration. Most important features that run 
transverse to Himalayan faults are Mahendragarh–Dehradun 
Fault (MDF), Great Boundary Fault (GBF) and Moradabad 
Fault (MF), which exists in the Delhi–Moradabad region 
(Fig. 2).

The seismicity in Uttarakhand Himalayas is particularly 
of inter-plate type. Most of the earthquakes lie around MCT, 
the central part of east–west extended Himalayan mountain 
zone (Seeber and Armbruster 1981; Kumar et al. 2009). 
This portion is denoted as Himalayan seismic belt focused 
around MCT with a southern boundary extending toward 
MBT, and the seismicity between MBT and MCT is linked 
to reactivation of the parallel low-angle detachment thrust 
faults (Khattri et al. 1989).

Based on available fault plane solutions in Uttarakhand 
Himalayas, and in general in the entire Himalayas, the 
tectonic features are marked as thrust dipping toward the 
northeast (Gahalaut and Rao 2009). Uttarakhand Himalaya 
unveils moderate to high instrumental and historic seismic-
ity which is demonstrated on the basis that many moder-
ate- to large-size earthquakes occurred in Uttarakhand. The 
available fault plane solutions from USGS for prominent 
instrumental recorded earthquakes like Uttarkashi earth-
quake of 1991 (Mw 6.8), Chamoli earthquake of 1999 (Mw 
6.5), Nepal–Uttarakhand earthquake of 2011 (Mw 5.4) and 
recent Gorkha earthquake of April 2015 (Mw 7.8) are found 

to support the theory of thrust dominance in the region. Gen-
erally earthquakes occurring in this region are located in 
upper crust (Gaur et al. 1985; Liang et al. 2008). Substan-
tial destruction was caused in Uttarakhand by Uttarkashi 
and Chamoli earthquakes, because of occurrence at shallow 
depths (10–15 km).

Strong motion instrumentation network

The strong motion instrumentation network (SMIN) of India 
consists of 300 stations (Mittal et al. 2006; Kumar et al. 
2012). The instruments installed in states like Himachal 
Pradesh and Uttarakhand are cataloged as zone IV and V 
according to seismic zonation map of India (BIS 2002). 
In peninsular India, strong motion records of engineering 
importance are available from Koyna region (Gupta and 
Gupta 2004). The instruments are located mainly in three 
geological conditions, i.e., rock sites, medium soil site and 
soft soil sites. The site classification beneath the instru-
ments is based on surface geology, as reported by Mittal 
et al. (2012). Out of these 300 stations, 35 instruments are 
installed in different parts of Uttarakhand, which is the tar-
get region of this study. The inter-station spacing between 
instruments is 25–30 km. Most of the stations in Uttara-
khand have recorded tens of small to moderate earthquakes 

Fig. 2  Seismotectonic setup of 
Uttarakhand Himalayas. The 
prominent fault responsible 
for major seismicity in the 
region, namely Main Bound-
ary Thrust (MBT), Main 
Central Thrust (MCT), Main 
Frontal Thrust (MFT), Vartica 
Thrust (VT), Munsiari Thrust 
(MT), are shown. Some other 
faults, namely Malari Fault, 
Mahendragarh–Dehradun Fault 
(MDF), Great Boundary Fault 
(GBF) and Moradabad fault 
(MF), are also shown. The 
epicenters of April 4, 2011 
earthquake and September 21, 
2009 earthquake are shown as 
red stars. All the strong motion 
recording these earthquakes is 
shown as triangles
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since their operation. Earlier analog strong motion accel-
erographs (SMA) installed in Uttarakhand became obsolete 
and were replaced by digital strong motion instruments in 
one of the projects sponsored by Ministry of Earth Sciences 
(MoES), Government of India. This network of digital SMA 
has recorded more than 50 earthquakes in Uttarakhand since 
its installation in 2005. Some small- to moderate-size earth-
quakes, for example, the most prominent being the Decem-
ber 14, 2005 (M 5.2); July 22, 2007 (M 5.0); September 4, 
2008 (M 5.1); September 21, 2009 (M 4.7); February 22, 
2010 (M 4.7); May 1, 2010 (M 4.6); July 6, 2010 (M 5.1); 
April 4, 2011 (M 5.4); April 5 2011(M 5.0), are recorded by 
this network. M is the magnitude reported for these events 
by Indian Meteorological Department (IMD, nodal agency 
in India for reporting earthquakes). Since this network is set 
in triggering mode and the triggering threshold is somewhat 
high, most of the earthquakes are recorded at few sites only. 
However, by the time April 4, 2011 earthquake occurred, 
the threshold was lowered to 2 gals (1 gal = 1 cm/s2) and 
allowed this event to be recorded at many stations. Here 
April 4, 2011 earthquake is used for plotting PGA and PGV 
shake maps, as this is the widespread recorded earthquake 
by SMIN in Uttarakhand Himalayas. In the past also, some 
studies made use of April 4, 2011 earthquake (Mittal and 
Kumar 2015; Kumar and Khandelwal 2015; Mittal et al. 
2016b). In addition, another earthquake which occurred on 
September 21, 2009, is also used for plotting shake maps.

Source mechanism

The seismotectonic environment of any region can be stud-
ied using the data from small- to moderate-magnitude earth-
quakes in that region. P-wave polarity method is the most 
common and widely used approach for determining the focal 
mechanism and other source parameters of earthquakes. 
The main disadvantage of this approach is that it requires 
a large number of stations having good station coverage as 
well as signal-to-noise ratio. In the absence of sufficient sta-
tion coverage, the solution obtained from this conventional 
approach is prone to errors. To keep the solution error-free, 
the waveform fitting approach is used as an alternate for cal-
culating routine inversions of source parameters. Nowadays, 
the moment tensor waveform inversion is a well-established 
technique to determine the fault mechanism (e.g., Frohlich 
and Apperson 1992; Mozziconacci et al. 2009; Chao et al. 
2011; Ekström et al. 2012).

We use strong motion data of April 4, 2011 earthquake 
in the region to determine the focal mechanisms by combin-
ing P-wave polarity method with cross-correlations between 
recorded and synthetic waveforms (Chao et al. 2011). The 
vertical component of accelerograms is used. The accelero-
grams are processed to remove mean and linear trend before 

the P-wave arrivals and then integrated to obtain velocity 
waveforms. Green’s function database is obtained by the 
finite-difference method. We opt the strain Green’s tensor 
(SGT) approach (Zhao et al. 2006), where 3D SGTs are cal-
culated by a fourth-order staggered-grid finite-difference 
method (Olsen 1994; Graves 1996). In addition, we used a 
realistic 3D velocity model for the study region (Kanaujia 
et al. 2016). In order to improve the results, the grid search 
method based on genetic algorithm is used for computing 
exact depth and fault plane solution. A simple inversion is 
performed to minimize the overall difference between syn-
thetic and observed seismograms (Fig. 3). As obtained data 
are recorded by strong motion instruments, the less fitting is 
found between observed and synthetic seismograms. How-
ever, the computed focal mechanism is in close agreement 
with other reporting agencies. Though source mechanism 
has nothing to do with time-dependent shake map mecha-
nism, we simply compute it to compare our source mecha-
nism with source mechanism reported by other organizations 
like USGS and relate shake map trend to source mechanism.

Near‑real‑time shake maps

Shake maps can be drawn in a better way where data are 
received continuously from all stations in real time, i.e., at 
least 5- to 10-min data can be used to compute shake maps. 
However, in our case data are recorded by SMIN in trig-
gered mode, i.e., when triggering threshold exceeds 2 gals, 
instruments starts recording. So in that case, we have mostly 
60- to 120-s record for each station. For a country like Tai-
wan, shake maps are plotted when 10 or 12 instruments 
confirm PGA to be larger than 1.2 gals (Wu et al. 2013, 
2016; Wu 2015; Legendre et al. 2017). As we do not have 
so many instruments installed in the region, we have reduced 
threshold number of recording station to 3. So when 3–5 
instruments confirm PGA to be more than 2 gals, the shake 
maps are automatically generated. The recorded data of vari-
ous channels from both earthquakes are combined together 
into two different files, called Tank files. These files can be 
played in Earthworm software in order of the timestamp of 
each record line. By this method, we could pass the recorded 
data to our algorithm in a similar manner, as it would have 
streamed during the real-time event. The algorithm is then 
tested, and the parameter values can be optimized. Earth-
worm module Pick_EEW automatically detects the P-wave 
arrival using Allen et al. (2009) algorithm, and the peak val-
ues of velocity (Pv), and acceleration (Pa) are estimated once 
predefined conditions are met after the P-wave arrival. When 
ground motion data flow into Earthworm software, our mod-
ule computes the PGA for every second and then passes the 
results to the shake map module for evaluation. The shake 
map module tests the trigger criteria to tell whether it is an 
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event. The trigger criteria (Mittal et al. 2018a) are empirical 
and are derived previously. The peak value of Pa is picked 
directly from seismograms, while these seismograms are 

integrated to get the values of Pv. A high-pass 0.075-Hz 
recursive Butterworth filter is applied to remove low-fre-
quency drift during the integration process. The information 

Fig. 3  Estimated focal mechanism for April 4, 2011 earthquake following Chao et al. (2011). This algorithm is based on minimizing the error 
between observed and synthetic seismogram
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from Pick_EEW is transferred to another shared memory 
Pick_Ring, which in turn provides information to TCPD 
module for calculation of earthquake source parameters.

Since SMIN is in triggered mode, less data length is avail-
able for drawing shake maps. Along with data length, some 
other problems also exist in the dataset which we used. For 
having an automated algorithm to plot shake maps, all the 
instruments should have the same component name and 
network name. Right now, in the Indian network, all the sta-
tions have different component and network names. All the 
data were corrected for having uniform information about 
component and network names. Above all, the most critical 
thing for plotting shake map is GPS timings, which is not 
correct in some of the instrumental records. For April 4, 
2011 earthquake, 4 instruments out of 24 were not having 
correct GPS timings. These records were corrected for tim-
ing. Table 1 lists all the instruments recording April 4, 2011 
earthquake along with observed PGA and computed PGV 
using shake map approach. In a network, where instruments 
operate in triggered mode instead of continuous recording, 
an alternate approach can be used for producing shake maps. 

This approach is based on using real-time data (continuous 
recording) from one hard rock site station (instead of all sta-
tions) and the transfer functions (amplification) of other sites 
w.r.t. hard rock site (Mittal et al. 2013c, 2015, 2018b). Trans-
fer functions can be estimated using different approaches 
(Borcherdt 1970; Mittal et al. 2013a, b, 2016a).

Results and discussion

For April 4, 2011 earthquake, the determination of the 
focal solutions was performed. The earthquake is located 
to the western edge of Nepal and eastern edge of India. 
According to earthquake report published by US Geologi-
cal Survey (USGS), the hypocenter of the earthquake is 
reported at 29.698°N and 80.754°E having a focal depth of 
26.1 km. USGS has also proposed fault plane solution of 
this earthquake, which suggests thrust mechanism (http://
earth quake .usgs.gov/earth quake s/event page/usp00 0hz8k 
#momen t-tenso r). The moment tensor solution provided 
by Global Centroid Moment Tensor (GMCT) also suggests 
thrust mechanism as that of USGS but having a shallower 
depth of 18.8 km only. This earthquake was also reported 
by IMD. According to IMD, the earthquake is located at 
29.67°N and 80.84°E with a focal depth of 10 km. Figure 3 
shows the fault plane solution obtained for April 4, 2011 
earthquake using the methodology of Chao et al. (2011), 
which is consistent with focal solution published by USGS 
as well as GMCT. According to the focal mechanism solu-
tion, one fault plane is found to dip toward NNE having 
strike direction parallel to the MCT. The matching is not so 
good between observed and synthetic records owing to the 
improper orientation of strong motion records. But, still, a 
good focal mechanism in agreement with other agencies is 
found; justifying our results. The focal solution was also per-
formed for the September 21, 2009 earthquake, which also 
suggests thrust mechanism. We were not able to compare 
its focal mechanism with other agencies, as this is a smaller 
earthquake (Mw 4.5) and is prevented from being reported 
by the other international agencies. The focal mechanism of 
Uttarkashi and Chamoli earthquake also suggest the thrust 
mechanism, which is the general trend in this part of Hima-
layas (Ekström et al. 2012).

The recorded PGA and estimated PGV contours are plot-
ted for two earthquakes. As the earthquake occurred on the 
eastern edge of the SMIN for April 4, 2011, there are fewer 
constraints on recorded PGA values toward the eastern side. 
Most of the instruments are located on the west, south and 
north sides of epicenter; which provides a good picture of 
PGA map in all three directions. We have tried to follow 
the PGA or PGV contour interval scheme from Wald et al. 
(1999), but keeping maximum values in mind, the contour 
values have been lowered. The SMIN generates very sparse 

Table 1  Detail of all the instruments recording April 4, 2011 (M 
5.4) earthquake along with observed PGA and computed PGV using 
shake map approach

Station Station code PGA (cm/s2) PGV (cm/s)
Observed Observed

Almora ALM 11.56 1.09
Bageshwar BAG 12.08 1.08
Barkot BAR 6.77 0.95
Chamoli CHA 17.57 3.71
Champawat CHP 30.88 1.59
Didihat DDH 17.58 2.38
Delhi LDR 1.77 0.43
Dehradun DEH 3.33 0.67
Dhanaulti DNL 8.47 1.81
Dharchula DRC 150.07 7.62
Fix FIX 11.73 1.68
Garsain GAR 21.68 2.01
Joshimath JSH 10.71 1.86
Khatima KHA 26.45 1.87
Kashipur KSH 9.64 0.90
Kotdwar KOT 6.43 0.61
Munsiari MUN 23.03 2.16
Pithoragarh PTH 63.19 5.29
Patti PTI 9.37 3.90
Roorkee ROO 4.70 0.92
Rudraprayag RUD 8.14 0.78
Tanakpur TAN 13.15 1.21
Tehri TEH 6.78 0.88
U. S. Nagar UDH 11.73 2.19

http://earthquake.usgs.gov/earthquakes/eventpage/usp000hz8k#moment-tensor
http://earthquake.usgs.gov/earthquakes/eventpage/usp000hz8k#moment-tensor
http://earthquake.usgs.gov/earthquakes/eventpage/usp000hz8k#moment-tensor
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shake map with a limited number of stations. In a country 
like Taiwan, with a dense array in operation, the shake map 
from the P-alert system provides much detailed shaking con-
ditions (Wu et al. 2016).

PGA map (Fig. 4) for April 4, 2011 earthquake is consist-
ent with the focal mechanism of the earthquake. The first 
PGA map is plotted as soon as five instruments experience 
PGA to be 2 gals. Being very near to epicenter, DRC sta-
tion conceives maximum acceleration value during the first 
map only. As DRC station falls toward the eastern side of 
India very close to Nepal border, maximum PGA contours 
are formed initially toward the eastern side only. The PGA 
values decay rapidly toward SW, as other stations have 
not received maximum PGA, though they have triggered 
because of the threshold of 2 gals. The recording stations 

are the best indicator of recorded values; however, for all 
other places having no recording instrument, the shaking 
contours are drawn using interpolation involving distance 
inverse method. In terms of our interpolation method, the 
distance inverse method is quite commonly used and is quite 
a robust method. The most recent use of this method is dis-
cussed in ShakingAlarm (Yang et al. 2018). The second map 
is plotted after triggering of 11 instruments. By this time, 
around 7 instruments have received maximum PGA. This 
PGA is stored in memory for plotting final map. By the time, 
the third PGA map gets plotted, around 22 instruments have 
triggered. At this moment, the maximum PGA contour is 
confined toward the eastern side. Only one or two stations 
have recorded PGA to be over 100 gal, where site effect also 
plays an important role. The fourth map is the final PGA 

Fig. 4  PGA maps for April 4, 2011 earthquake. The first map is plot-
ted after triggering of 5 instruments, second after 11 instruments, 
third after 22 instruments and fourth when all the instruments have 

conceived their maximum PGA. The PGA maps are consistent with 
focal mechanism of earthquake
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map, where all 24 instruments have triggered with maximum 
PGA value. Almost the same kind of observation is made 
for PGV contours as shown in Fig. 5a–d. In a conventional 
real-time shake map methodology, the shake maps are plot-
ted after every 1 min, once 10–12 instruments confirm PGA 
to be higher than 1.2 gals (Wu et al. 2013, 2016). This type 
of methodology is helpful in a country/region, where a dense 
array of recording instruments is in operation. PGV is sup-
posed to be a better indicator of damage pattern than PGA 
(Boatwright et al. 2001; Wu 2015). During this earthquake, 
low computed PGV values are obtained. This may be the 
reason that much destruction was not reported during this 
earthquake, and even higher PGA values were reported in 
Dharchula area. We do not have any control on PGA and 
PGV values on the east side of the epicenter, as no recording 

instrument is there. All the instruments that are less than 
15 km from the earthquake epicenter (EE) are considered to 
have PGA equal to EE.

Figure 6 gives the PGA shake maps for September 21, 
2009 earthquake, which was recorded by 11 instruments. 
For this earthquake also, all the recording instruments lie 
toward the south of the epicenter. As no instrument is found 
toward the north of the epicenter, less constraint is there on 
PGA values toward the north.

Besides being helpful in damage assessment, shake maps 
provide useful information about source rupture direction 
(e.g., Wu et al. 2016, 2018). The source parameters of April 
4, 2011 earthquake have been estimated in addition to con-
firming from USGS and GMCT. Based on the common 
focal mechanism solutions from all agencies, two nodal fault 

Fig. 5  PGV maps for April 4, 2011 earthquake (M 5.4). The general 
trend of PGV map is same as that of PGA maps. In general, PGV is 
better indicator of damage than PGA. During this earthquake, maxi-

mum PGV values are found to be less than 10  cm/s, which can be 
related to less/no damage during this earthquake
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planes have strikes about NW–SE. According to fault plane 
solution and PGA and PGV shake map results, the higher 
values are found to occur on the northwestern and southeast-
ern side of the epicenter. Obviously, the fault plane may be 
the NW–SE one and the source may rupture northwestward. 
However, our interpretation regarding rupture direction is 
based on the available instrumental records. As no instru-
ment was found on the eastern side of the epicenter, it is 
very difficult to comment about the rupture in the eastern 
side. From here, it can be inferred that source effect plays 
an important role.

Conclusions

Strong ground motion records provide an excellent oppor-
tunity to access damage pattern and risk mitigation in a par-
ticular region. The strong ground motion network (SMIN) 

in Uttarakhand, India, has provided useful data. Taking 
advantage of recorded data, an endeavor has been made to 
generate PGA and PGV shake maps for two earthquakes. 
The April 4, 2011 earthquake is well documented by differ-
ent agencies including USGS and GMCT, which provides 
an opportunity to compare our estimated fault plane solu-
tion with the solution provided by others. The solution for 
this earthquake suggests thrust mechanism, which is in a 
good agreement with others and well as the general trend 
in Uttarakhand Himalayas. Although the fault mechanism 
has nothing to do in real-time shake map methodology, it 
is computed to compare with shake map pattern. The PGA 
and PGV contour maps for this earthquake are consist-
ent with rupture process. The contours are also plotted for 
September 21, 2009 earthquake. Since this was recorded 
at 11 instruments only and we do not have any recording 
instrument toward the north side of the epicenter, less con-
straint is there on plotted shake maps. This kind of study for 
plotting shake maps using recorded data is first of its kind. 
For a country like Taiwan, plotting shake maps is a routine 
activity after the occurrence of any moderate earthquake. 
The densely installed instruments across the whole coun-
try assure the shake maps to be precise. Presently SMIN 
operates in threshold mode. Once it is changed to operate 
in real time, it will be very helpful for accessing the dam-
age pattern. Simultaneously, an earthquake early warning 
(EEW) system is being installed in Uttarakhand Himalayas, 
a region where these two earthquakes were recorded. Earth-
worm software is used in EEW for receiving real-time data 
and computing various parameters. If these shake map algo-
rithms can be implemented along with EEW algorithms that 
would be very helpful in identifying strong shaking areas, 
while an earthquake is happening. The shake maps in the 
present work are plotted using data from instruments where 
inter-station spacing is about 25 km. In the EEW system, the 
inter-station spacing is 10–15 km like Taiwan, so plotting 
shake map using combined data from these EEW and SMIN 
will be very helpful in generating accurate shake maps.
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Fig. 6  PGA maps for September 21, 2009 earthquake (M 4.7). The 
first map is plotted after triggering of 9 instruments, while second 
is plotted when all the instruments have conceived their maximum 
PGA. No constraint is found on PGA values in northern side in the 
absence of recording instruments
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Abstract
The area of Mongton is located in the central part of main stream of Salween. There has a straight-line distance of 200 km 
to the border of China’s Yunnan Province and 90 km to the border of Chiang Mai Province of Thailand. There are two earth-
quake concentrating regions of destructive earthquakes within this area. It reflects the collision between the Indian plate 
and the Eurasian plate. The main regional seismic activity characteristics are summarized as follows in accordance with the 
spatial-temporal distribution characteristics of the seismic activity and the estimated future seismic trend of the area under 
analysis: (1) There are 132 times of destructive earthquake occurrences of M ≥ 4.7 that occurred ever since the record within 
this area. There are 2915 modern small earthquakes of 4.6 ≥ M ≥ 2.0 being recorded within this area totally since 1966. (2) 
Orientation of axis P of the maximum principal compressive stress of the regional focal mechanism solutions is mainly 
distributed in the angular domain in the direction of NNE–NE–NEE and under the horizontal action, which indicates that 
the distribution of the tectonic stress fields within the area is very complicated with the spreading of the earthquake fracture 
planes displaying a characteristic multi-directionality. (3) This area is located at the intersection of the Himalayan Seismic 
Belt and the Southwestern Yunnan Seismic Belt; the seismic activities involved display an obvious alternate quiescence and 
active phenomenon. It will experience a strong seismic activity level similar to that of the previous 100 years in the future 
100 years. Large earthquakes are likely to occur within this area.

Keywords Seismic activity characteristics · Salween in Myanmar · Earthquake engineering

Introduction

Mongton hydropower station is located at around 20 km 
upstream of Wan Hsa-la Village between Mongton and 
Mong Pan at the middle reach of the trunk stream of Sal-
ween River within the territory of Myanmar. The site has 
a straight-line distance of 200 km to the border of China’s 

Yunnan Province and 90 km to the border of Chiang Mai 
Province of Thailand. Currently, there is an upper and a 
lower optional dam site apart from each other at a distance 
no more than 10 km at the most. And their geographic coor-
dinates are E98.588°, N20.608° and E98.604°, N20.548°, 
respectively. According to the project design, the nor-
mal storage water level is 395 m, the installed capacity 
is 7100 MW and the average annual energy generation is 
35.823 billion kw h. The dam is preliminarily designed to 
have a dam height of 230 m or so and the elevation of the 
available rock foundation face of the deepest foundation of 
the riverbed around 170 m with the dam type to be decided. 
The seismicity of the research area is quite active. In the 
area, the small earthquakes are concentrated and large earth-
quakes are seriously absent. The lack of seismic research 
makes more difficult to construct the major local projects 
and to do geology, geophysics and earthquake engineering 
studies. Because of the economic and political reasons in 
this area, no relevant research has been done before. Soe 
and Aye (2002) do the study about the seismicity and seis-
mological work of Myanmar. But the work is overall study 
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with strong earthquakes and do not include specific research. 
In our study, the catalogues of earthquakes are collected 
from many research institutes and organizations. Many of 
earthquakes have not been systematically collated and pub-
lished. Based on a large number of seismic data, the tem-
poral and spatial distribution characteristics of earthquake 
are evaluated. The focal mechanism on the area indicates 
that the distribution of tectonic stress field within the region 
is relatively complicated and the earthquake fracture plane 
is multi-directional. The seismicity study in Mongton area 
will bring convenience to other disciplines and engineering 
constructions.

Data range

Given that the structures within the region are very com-
plicated and earthquakes are active at Ruili and Canglan 
to the north and Central Myanmar Basin to the west with 
extremely developed seismic structures, it is determined 
upon comprehensive consideration that the area shall be 
moderately expanded to Ruili Basin to the north and to Saga-
ing and Boba to the west, including partial Central Myan-
mar Basin with the research range to be 18.5°N–24.0°N; 
95.73°E–110.13°E.

Study area range

According to the seismic belt delineation plan in the 2001 
version Seismic Ground Motion Parameter Zonation Map 
of China, in addition to the seismic geological factor, seis-
mic activity, and other consistent factors in multiple aspects 
under consideration, it also emphasizes the characteristics 
of them as the statistical units in determining the seismic 
activity parameters in the delineation of the seismic zones 
and seismic belts. Further modification and improvements 
have been made through applications and practices in the 
parameter determination and trend analysis as well as con-
sultation with related experts for comments.

Seismic data

The seismic data are the basic data for the study of the seis-
mic activity. In this report, a catalogue of destructive earth-
quakes within the range of this area has been compiled and 
discussions on the basis and integrity of the seismic data 
selection are provided as well.

Basis of seismic data

The research area included two part areas. Most of the area 
is located inside Myanmar and its eastern and northern parts 
are located in China’s Yunnan Province and Thailand. The 

seismic data are mainly acquired through citing and check-
ing the Catalogue of World Earthquakes (1900 AD—1980) 
(Shi et al. 1986), Catalogue of Chinese Historical Strong 
Earthquakes (23rd century BC—1911) (Earthquake Disas-
ter Prevention Center of China Earthquake Administration 
1995), Catalogue of Chinese Modern Earthquakes (1912 
AD—1990) (Earthquake Disaster Prevention Center of 
China Earthquake Administration 1999) and Catalogue of 
Chinese Earthquakes (1831 BC–1969 AD) (Gongxu 1983). 
The observation data from the regional earthquake networks 
in Yunnan, the catalogue of earthquakes of China Earth-
quake Network Center (CENC) (http://www.csndm c.ac.cn/
newwe b/, in Chinese) and simple catalogue of world earth-
quakes (1975–2010) provided by USGS of the USA (https ://
earth quake .usgs.gov/earth quake s/). The origin time of earth-
quake is uniformly calibrated to the Greenwich Mean Time 
(GMT). The catalogue of China Earthquake Network Center 
is located by using the absolute earthquake location method 
Hypo2000. The expression forms of earthquake magnitudes 
adopted in each catalogue are different, and it is generally 
converted into M. In order to compile the magnitudes of 
instrumental recorded earthquake and historical earthquakes 
together, we rescaled the ML, Mb and Ms into M. The mag-
nitude  Ms is approximate as M. The conversion between Mb 
and ML with the magnitude (M) is obtained by the formulas 
of M = 1.13 ML − 1.08 and M = 1.17 Mb − 0.41 (The Earth-
quake Disaster Defense Department of the State Seismo-
logical Bureau 1990). The expression forms for relatively 
uncertain earthquakes are selectively adopted sometimes 
due to their different representations in various cited refer-
ences. Taking the M8 earthquake in Taunggyi of Myanmar 
in 1912 for example, it has been represented in some cited 
references (Li and Zhu 1995; Fu and Wang 1992) but has 
not been mentioned in most of the data. It has been taken 
into consideration in the delineation of the potential seismic 
source zones, but this seismic factor has not been taken as a 
key consideration in terms of the influences on the site for its 
calculated result is smaller than the biggest influence result 
due to the limitation of the data available.

Analysis of the integrity of regional seismic data

This area has a relatively large range, and very few historical 
records of earthquakes, among which the early seismic data 
are missing, that of the earthquakes lower than M5 is seri-
ously missing and the record of the destructive earthquakes 
originated from 1128 AD. Along with the gradual establish-
ment of the earthquake networks around the world since 
1900, the seismic records observed by instruments started 
from 1906 in this area and 98% of the strong earthquakes 
from then on have instrument-observed data, from which it 
is estimated that the possibility of omitted records of earth-
quakes over M6 is very low. This area is involved with the 

http://www.csndmc.ac.cn/newweb/
http://www.csndmc.ac.cn/newweb/
https://earthquake.usgs.gov/earthquakes/
https://earthquake.usgs.gov/earthquakes/


767Acta Geophysica (2019) 67:765–773 

1 3

Himalayan Seismic Belt and Southwestern Yunnan Seismic 
Belt. Judging from the seismic records and activity study 
of these two seismic belts, the earthquakes of M ≥ 5 of the 
Himalayan Seismic Belt and Southwestern Yunnan Seismic 
Belt are basically complete since 1900.

The regional seismic networks in Yunnan Province of our 
country can basically cover the overall province since 1970 
and the earthquake-monitoring capability therefore has been 
increased to some extent, which can basically control the 
earthquakes over M3.0 within Yunnan Province and a sur-
rounding area of about 100–150 km to the perimeter of Yun-
nan Province. Moreover, the earthquakes of this area after 
1970 could be retrieved in the catalogue of earthquakes of 
China Seismograph Network (CSN). It is concluded through 
analysis that the earthquakes over M3.0 within Yunnan Prov-
ince and its surrounding areas are basically complete since 
1970 and the possibility of omitted records of earthquakes 
over M4.0 within the area is very low (Fig. 1).

In order to analyze the integrity of earthquakes which 
have been collected, the Gutenberg–Richter curve is shown 
in Fig. 2. In Fig. 2, x-axis shows the number of earthquakes 
with different magnitude. Y-axis is the frequent of these 
earthquakes. The b which is the slope on the line is 0.6362. 
The integrity of the regional destructive earthquakes is sat-
isfied to meet with the requirement of seismicity study of 
Mongton area of Salween in Myanmar. Compared with adja-
cent area, the integrity of regional destructive earthquakes in 

Mongton area of Salween in Myanmar is relatively complete 
(Chen and Fu 2007). The result could be used as the refer-
ence basis for the study of the regional seismic activity and 
the estimation of their parameters in this project.

Regional seismic activity

Temporal characteristics of the seismic activity

The seismic activity patterns and trends could be understood 
through the studies on the spatial-temporal distribution char-
acteristics of the regional seismic activities. The analysis of 
the historical seismic influence tells us that seismic damage 
suffered by this area any destruction in the recorded history. 
Scientific and reasonable seismic environment assessment 
within the region is the basis of the seismic safety evalua-
tion which is helpful for reasonably dividing the potential 
seismic source zones and determining the seismic activity 
parameters.

A catalogue of regional destructive earthquakes (M ≥ 4.7) 
has been compiled based on the aforementioned seismic 
data. Table 1 is a statistic table of the magnitudes and fre-
quencies of the regional destructive earthquakes.

As is shown in Table 1, there are 132 times of destructive 
earthquakes (M ≥ 4.7) recorded within this area totally from 
the year of 1611 AD to the year of 2011 including 93 times 

China

Thailand

Laos

Fig. 1  Map of the site (Site: black triangle)
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at M5.0–5.9, 13 times at M6.0–6.9 and 10 times at M7.0–7.9. 
Among which, the earliest earthquake in history was the M4 
3

4
 earthquake that occurred in Ruili of Yunnan in April, 1611; 

the biggest earthquake was the M8 earthquake that occurred 
in Taunggyi of Myanmar in May 23, 1912.

It is known from Table 1 that this area has a relatively 
higher level both in the seismic activity frequency and 
strength.

The catalogue of the regional modern small earthquakes 
(1966–2011, 4.0 ≤ M ≤ 4.6) had been compiled. Then, the 
statistics is making. Table 2 is the summary of the mag-
nitude grades and numbers of the regional modern small 
earthquakes.

As is shown in Tables 3 and 4, the modern small earth-
quakes within the area since 1970 are mainly small earth-
quakes and micro-earthquakes with 2915 earthquakes of 
2.0 ≤ M ≤ 4.6 being recorded including 2359 earthquakes of 
M2–2.9, 502 earthquakes of M3–3.9 and 54 earthquakes of 

M4–4.6. Since the western area is located within Myanmar, 
most of the records of the modern instruments are records 
provided by earthquake networks in China’s Yunnan Prov-
ince with the records of the small earthquakes being seri-
ously missing.

It could be seen from Table 3 that the earliest recorded 
earthquake among the regional modern small earthquakes 
of M4.0 ≤ M ≤ 4.6 was the M4.0 earthquake that occurred in 
Myanmar on June 14, 1966; the latest earthquake was the 
M4.2e earthquake that occurred in Myanmar in June 23, 
2007.

It is known from Tables 3 and 4 that the activity fre-
quency of the regional modern small earthquakes is inter-
mediate (Li and Zhu 1995).

Distribution characteristics of the seismic source

The distribution map of epicenters of regional destructive 
earthquakes (Fig. 3) and the distribution map of epicenters 
of regional modern small earthquakes (Fig. 4) are compiled 
on the basis of the catalogue of regional destructive earth-
quakes (M ≥ 4.7) and the catalogue of regional modern small 
earthquakes (2.0 ≤ M ≤ 4.6) to display the spatial distribu-
tion characteristics of the regional seismic activities. There 
are two earthquake concentrating regions of destructive 
earthquakes within this area: the northern mountain area 
in middle Myanmar where the northeast striking seismic 
stripes and belts gradually change its orientation into near 
north–south from the south to the north and the earth-
quake concentrating region near Naypyidaw both reflect-
ing the collision of Indian Plate and Eurasian Plate; and the 
Cangyuan–Lancang region in the northeastern part of the 

Fig. 2  The Gutenberg–Rich-
ter curve for the earthquake 
catalogue. a The intercept 
of fitting line; b the slope of 
fitting line; SSE: the sum of 
squares due to error; R-square: 
coefficient of determination; 
adjusted R-square: degree-of-
freedom adjusted coefficient 
of determination; RMSE: root 
mean squared error

Table 1  Summary of magnitudes and frequencies of regional destruc-
tive earthquakes (1611–December 2011, M ≥ 4.7)

Magnitude grade 4.7–4.9 5.0–5.9 6.0–6.9 7.0 and above

Earthquake number 16 93 13 10

Table 2  Summary of magnitude grades and earthquake num-
ber of regional modern small earthquakes (1966–December 2011, 
3.0 ≤ M ≤ 4.6)

Magnitude grade 2.0–2.9 3.0–3.9 4.0–4.6
Earthquake number 2359 502 54
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area within the territory of China where the earthquakes 
are concentrated in groups and distributed in a rough north-
northwest direction and a belt shape. Chen (2007) believes 
that the fault generated by the Longling M7.3 and M7.4 
earthquakes in 1976. The M7.3 earthquake is the devel-
oped northeast fault zone (called as Zhaoyang fault zone) 
and that by the M7.4 earthquake the northeast—east fault 
zone (called as Jinzhuping fault zone) in the granite body 
through comprehensive analysis based on the aftershocks 
spatial distribution maps and distribution of surface seismic 
crack belts.

Within this area, the record of earthquakes by the modern 
instrument is relatively complete in China’s Yunnan Prov-
ince while the record of small earthquakes by the modern 
instrument is seriously missing in the western area for it is 
within the territory of Myanmar.

Cummins (2007) developed that there is a potential tsu-
nami threat in this area.

Generally speaking, the seismic activity within the area 
is at a relatively high level.

There are 121 historical earthquakes been recorded within 
this area. In this report, these earthquakes have been utilized 
to analyze the regional seismic source depth characteristics. 
Figure 5 is the profile of the regional seismic source depth. 
According to the statistics, the average seismic source depth 
is 35 km, which indicates that the earthquakes are mainly 
concentrated in the earth crust and belonging to the shallow 
focus earthquakes.

Regional focal mechanism solution and modern 
tectonic stress field

Focal mechanism solution

The eastern area covers the western area of Yunnan Province 
and the middle and western area includes the northern areas 
of Myanmar and Thailand. The program Seiscap was used 
for the focal mechanisms of M ≥ 4.6, and earthquakes during 
1981–2011 are obtained totally in the study area (Table 3). 
The collected data of the areas within China’s territory are 
mainly obtained from the Seismological Bureau of Yunnan 
Province; the data of the overseas areas are obtained from 
Harvard University (HRV) in the USA (https ://www.globa 
lcmt.org/). Figure 6 is the diagram of regional focal mecha-
nism solutions.

The focal mechanism solutions of earthquake and stress 
fields of the seismic source within the area display a good 
consistency. The orientation of Axis P of the maximum prin-
cipal compressive stress is mainly distributed in the angular 
domain in the direction of NNE–NE–NEE with the minority 
in the angular domain in the direction of SSE–SE and the 
dip angles mostly smaller than 30°. In the Nodal Surface I, 
mainly characteristic of right-lateral strike-slip dislocation, N
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the strikes and orientations are mainly distributed in the 
angular domain in the direction of NNW–NW–NWW; in 
the Nodal Surface II mainly characteristic of left-lateral 
strike-slip dislocation, the strikes and orientations are 
mainly distributed in the angular domain in the direction of 
NNE–NE–NEE, which indicate that the distribution of the 
tectonic stress fields within the area is very complicated with 
the spreading of the earthquake fracture planes displaying a 
characteristic multi-directionality.

Average stress field

Analysis and studies (Li and Qin 1994) are carried out on 
the spatial distribution characteristics of the tectonic stress 
fields of earthquakes in the local and neighboring areas 
through the comprehensive analysis of the acquired data 

and in accordance with the findings of the multi-phase 
researches on the regional modern tectonic stress fields in 
the southwestern area of China, Myanmar and other neigh-
boring countries over years. This area belongs to the stress 
fields of the subregion of Sichuan–Yunnan Block of Qing-
hai–Tibet Plateau Tectonic Region in the southwestern area 
of China (including Myanmar) and the subregion of Western 
Yunnan–Myitkyina Block of Southwestern Yunnan–Indo-
China Tectonic Region, respectively. In the Southwestern 
Yunnan Block fault belts (The study area occupies only a 
small part.) at the southwest of Jinsha River–Red River Fault 
Zone to the east of Tengchong–Longling–Gengma–Lancang 
belt, the preferred orientation of principal compressive stress 
of the regional modern tectonic stress field is in the direc-
tion of SSE–SE mainly under the horizontal action, which 
reflects the extrusion of the earth crust materials from Qing-
hai–Tibet Plateau. Tengchong–Longling–Gengma–Lancang 
Seismic Belt and its western area including the middle and 

Table 4  Summary of nodal 
surface dip angles and principal 
compressive stress axis angles 
of altitude of focal mechanism 
solutions in local and 
neighboring areas

The result is obtained by statistics of collected focal mechanism solutions. One part of the focal mechanism 
solutions are from the Seismological Bureau of Yunnan Province. Another part of the focal mechanism 
solutions are from Harvard University (HRV) in the USA

Parameter Dip angle or angle of altitude %

> 60 45–60 ≥ 45 30–44 15–29 < 15 < 30

Nodal surface I 56 29 85 13 2 0 2
Nodal surface II 75 25 100 0 0 0 0
Axis P 6 0 6 8 17 69 86
Axis T 15 4 19 21 27 33 60
Axis N 46 27 73 4 10 13 23

Fig. 3  Distribution map of epicenters of regional destructive earth-
quakes (1611–December 2011, M ≥ 4.7; the earthquakes which’s 
magnitude are bigger than M7.0 had been marked)

Fig. 4  Distribution map of epicenters of regional modern small earth-
quakes (1970–December 2010, 2.0 ≤ M ≤ 4.6)
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northern parts of Myanmar to the western boundary of 
Myanmar Plate belong to the tectonic stress fields (Most of 
the study area falls within this subregion.) of Southwestern 
Yunnan–Indo-China Region, in which the preferred orien-
tation of principal compressive stress of the regional mod-
ern tectonic stress field is in the direction of NNE–NE also 
mainly under the horizontal action (Table 4), which reflects 
the wide right-lateral shear tectonic deformation zone with 
extrusion components at western Yunnan, middle and north-
ern parts of Myanmar and the areas to the west of them.

Conclusions

1. Under most circumstances, the record of regional his-
torical earthquakes is not complete and so far, total 132 
destructive earthquakes (M ≥ 4.7) are recorded in his-
torical documentations (Before 1970) and seismographs 
(After 1970), among which the earliest recorded earth-
quake was M4 3

4
 Ruili earthquake of Yunnan Province 

in April 1611 AD and the strongest earthquake was M9 
Dongzhi earthquake of Burma on May 23, 1912.

2. The regional destructive earthquakes often occur in two 
earthquake prone regions: The first is the middle part 
of the region—northern mountain area of Burma, seis-
mic belt changes from northeast direction to trending 
near south–north direction from south to north, together 
with the earthquake concentrating region near Naypyi-
taw and the two regions jointly reflect the plate collision 
effect of Indian plate and Eurasian plate; the second is 
the northeast part—earthquake concentrating region in 
Cangyuan–Lancang in China, which roughly presents 
zonal distribution in north-northwestern direction. Since 
the record for historical earthquakes is not complete, 
most of the records for destructive earthquakes are those 
after 1900. Since the most parts of the region located in 
the border of Burma, the records for small earthquakes 
by modern instruments are seriously missing. In general, 
the regional seismic activities level is relatively high.

3. The orientation of the maximum principal stress axis P 
of the focal mechanism solution is mainly distributed in 

Fig. 5  Profile of regional destructive earthquakes’ depth (upper figure) and figure of profile trend on the map (lower figure) (The black line in the 
lower figure shows profile trend direction)
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NNE–NE–NEE direction angular domain and is domi-
nated by horizontal action, which indicates that the 
distribution of tectonic stress field within the region is 
relatively complicated and the earthquake fracture plane 
is multi-directional.
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Abstract
Based on the structural hierarchy theory, rock masses can be considered as a blocky rock system capable of storing various 
kinds of a large amount of energy. As the development and utilization of underground space has extended to thousands of 
meters, the increasingly frequent rockbursts pose a great danger to the constructors and equipment at the construction field. 
According to its mechanism, rockburst can be broadly divided into strain failure type caused by rock volume damage and 
sliding failure type caused by fault-slip event. This paper focused on investigating the triggering mechanism of sliding type 
rockbursts induced by external disturbance. With the simplified theoretical model of contact slipping between rock masses 
under the condition of initial stress, a non-dimensional impact energy parameter I was derived to quantify the critical condi-
tions of different types of sliding failure events along structural plane. Then the necessary conditions for the occurrence of 
fault-slip rock burst were derived: Firstly, the contact surfaces of the rock block are in the quasi-stable state with the high 
initial stress in the tangential direction; secondly, the impact energy factor which characterizes the movement of the rock 
mass reaches a critical value under the dynamic disturbance. To verify the theoretical result, a series of sliding tests were 
carried out for purple sandstone blocky system under various horizontal pulls and vertical impact loadings. Both the irre-
versible displacement and sustained sliding instability are observed, and the critical energy conditions of above-mentioned 
phenomenon are obtained, which are consistent with the theoretical model. Furthermore, numerical modeling calculations 
considering rock mass vibration and the slip rate weakening mode of rock friction were performed to better understand the 
mechanism of sliding instability caused by external disturbances. These results provide a theoretical reference on the safety 
of underground tunnel construction.

Keywords Fault-slip burst · External disturbance · Sliding instability · Triggering mechanism

List of symbols
c  Damping coefficient
CR  Cohesive strength between block’s surfaces
f  Dynamic disturbing force
fh  Pull force
F0  Initial active force
Fd  Residual force
Fτ  Shear force
Fδ  Active force provided by surrounding rocks
Fp  Peak static friction force

H  Height of rock block
I  Non-dimensional impact energy factor
k1  Elastic modulus of pre-peak phase
k2  Elastic modulus of post-peak phase
kδ  Stiffness modulus of surrounding rock
L  Length of rock block
m  Mass of rock block
N  Normal force
p  Vertical impact loading
S  Area of the rock block
Ueff  Total energy acting on rock block
V  Rock block’s volume
Wd  Work done by p(t)
Wτ  Work done by the shear force
Wδ  Work done by the surrounding rock
x  Horizontal displacement of rock block
x0  Initial horizontal displacement
xc  Critical horizontal displacement
xp  Yield horizontal displacement
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�p  Yield strain
μ  Frictional coefficient
�d  Dynamic frictional coefficient
�s  Static frictional coefficient
�p  Peak shear stress between block’s surfaces
δ  Displacement of the surrounding rock

Introduction

The increasing world’s population, energy shortages and 
many other problems require the development of under-
ground spaces to gradually reach into deeper areas, includ-
ing mines, hydraulic and hydroelectric engineering projects, 
deep borehole disposal, etc. With the increase in the buried 
depth, rock bursts occur frequently in mineral exploita-
tion and other construction of underground projects, which 
has sparked widespread concerns in the international rock 
mechanics engineering community (Zhang et  al. 2012; 
Blake and Hedley 2003; Cook et al. 1966). Rockburst is a 
phenomenon of a sudden and violent failure of rock mass 
in deep mining or excavation (Kaiser et al. 1996). Rock-
bursts in tunnels pose a tremendous danger to the construc-
tors and construction equipment, as well as a detrimental 
factor with respect to performance on tunneling contracts. 
For instance, a serious destructive rockburst occurred in the 
parallel tunnels of the Jinping II Hydropower Station Pro-
ject on November 28, 2009, unfortunately causing the death 
of seven workers and damaging a tunnel boring machine 
(Zhang et al. 2012).

Several researchers suggested two basic mechanisms in 
the rockbursts literatures: (1) strain burst caused by the brit-
tle volume failure in high geo-stress region and (2) fault-slip 
burst due to the shear failure along the preexisting or newly 
generated discontinuities of different scales (Ryder 1988; 
Ortlepp and Stacey 1994; Linkov 1996; Qian 2014). The 
accumulated evidences convey the conclusion that among 
South African mine tremendous failures, the bursts result-
ing from the shear failure along the preexisting planes of 
weakness, play a dominant role (Ryder 1988). The damage 
caused by fault-slip burst is typically far more extensive than 
strain bursts, confirmed by the fact that several tens even 
hundreds of meters of roadways would be destroyed in a sin-
gle excavation-induced seismicity (Stacey 2011). However, 
the effective researches of revealing the mechanism of fault-
slip burst are rather scarce, comparing with the extensive 
studies of strain bursts.

The physical nature of the sliding type rockburst is con-
sidered to be deformation instability of the contact surface 
(Salamon 1970). Summarizing the geological features of the 
rockburst sites in Jinping II Hydropower Station in China, 
the structural plane in the vicinity of the tunnels was closely 
related to the occurrence of rockburst (Zhou et al. 2015; 

Meng et al. 2016). Excess shear stress (ESS) was first used 
to numerically evaluate the probability and intensity of the 
general shear-type seismic hazards in African mining exca-
vations (Napier 1987; Ryder 1988; Spottiswoode 1988). 
Barton’s shear strength criterion was introduced to explain 
the influence of the asperity of the structural surfaces on 
fault-slip, and a case of numerical analysis indicated that 
the rough faults would be intended to cause much more seri-
ous geo-hazards than the smooth faults (Sainoki and Mitri 
2014). Otherwise, some researchers (Liu et al. 2017; Meng 
et al. 2019) conducted shear tests on filled and non-filled 
rock joints to reveal the mechanical response of rock jointing 
under dynamic loads. Direct shear tests at a variety of shear 
velocities under different normal stresses were performed 
with splitting granite jointing, the results of which suggested 
that the peak shear strength decreased to some extent as the 
shear rate increased, as well as the residual strength (Meng 
et al. 2019).

A common premise triggering dynamic geological haz-
ards is that historical quasi-static loading results in the stor-
age of large amounts of energy in the rock mass, including 
excavation-induced seismicity and rockburst. These fault-
slip events always take place after external disturbances, 
such as natural distant seismic waves, nearby drilling and 
blasting vibration during excavation, stress waves generated 
by rock bursts in adjacent caverns (Mazaira and Konicek 
2015; Yan et al. 2015; Castro et al. 2009; Huang and Wang 
1999). Huang and Wang (1999) pointed out that when the 
dynamic compression wave arrives at the tunnel wall, it 
reflects into tension wave and produces tension stress in the 
tunnel surrounding rock. Once the tensile stress exceeds 
rock mass strength, the rockburst will probably occur. Xu 
et al. (2010) performed a spectrum analysis on the seismic 
wave signal of seismicity events, which confirmed that the 
dynamic disturbance is a necessary condition for the occur-
rence of rockburst. Therefore, the occurrence of rockburst 
depends not only on the accumulated energy stored in the 
rock mass, but also on the triggering effect of external dis-
turbances. Nonetheless, the energy contained in the external 
disturbance is small and negligible compared to the energy 
released by a case of rockburst (Xia et al. 2004; Johnson 
and Jia 2005). However, the triggering mechanism and main 
influencing factors of these shear-slip events have not been 
systematically studied.

In view of the above discussion, this study attempted to 
investigate the mechanism of shear-slip type disasters in 
underground openings. Firstly, this paper studied the key 
block sliding instability of surrounding rock from the theo-
retical point of view, and the main influencing factors and 
critical conditions for fault-slip bursts are analyzed. A non-
dimensional impact energy parameter was derived to quan-
tify the critical conditions of different types of sliding fail-
ure events along structural plane. To verify the theoretical 
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results, a series of sliding tests were carried out for purple 
sandstone blocky system under various horizontal pulls and 
vertical impact loadings. Furthermore, numerical modeling 
calculations considering rock mass vibration and the slip 
rate weakening mode of rock friction were performed to 
develop a better understanding of the mechanism of sliding 
instability caused by external disturbances. These results 
provide a theoretical reference on the safety of underground 
tunnel construction.

Triggering instability of rock mass 
under external disturbance

Based on the structural hierarchy theory, rock mass can be 
described as a blocky rock system, involving various grades 
of sizes from microscopic to macroscopic scale (Kurlenya 
et al. 1993; Qi et al. 2008). It is accepted that the joints 
between these blocks tend to have much lower effective 
strength and poorer deformation characteristic (Shilko et al. 
2010; Grigoriev et al. 2016). Numerous practical in situ 
observations show that the physical and mechanical proper-
ties of structural planes and their partitioned blocky rock 
seriously affect the stability of underground engineering 
structures. According to the reference (Goodman and Shi 
1985), there are three situations for finite-size rock blocks 
segmented by the discontinuities in the tunnel surrounding 
shown in Fig. 1.

Block 1 is the key block, which is the most unstable block 
and likely to move under the action of excess shear force and 
external disturbance. It can cause the domino effect of the 
movement of other adjacent blocks, which leads to instability 

of the cavity. Block 2 is the potentially key block, which tends 
to move toward the tunnel free face after the falling of the key 
block, if the frictional resistance on the potentially sliding face 
is extremely small, or there are additional loads driving the 
displacement. Block 3 belongs to the stable block, which has 
a favorable orientation with respect to the resultant force and 
would be unlikely to lift from its home since its virtual move-
ment is away from the excavated space.

In this paper, the mechanism of fault-slip of key block under 
dynamic disturbance is discussed. From the perspective of 
force analysis, the existing key block in tunneling surrounding 
rock is simplified as the one-dimensional mechanical analytic 
model seen in Fig. 2. The shear resistance of the block sliding 
along fracture surface F� is determined by the friction and the 
cohesive strength on the surface, and the active force F� that 
causes the rock mass to generate slip deformation is provided 
by the spring element with stiffness k� , which indicates the 
stiffness of the surrounding rock. At the tunnel boundary, the 
key block is limited to move freely owing to the shear strength 
so that the blocky rock system can be stabilized.

Dynamic disturbances, such as blasting and TBM vibration, 
play a crucial role in the transition of rock mass from stable 
state to instability. According to the previous research (Wang 
et al. 2016), the external disturbance makes the tectonic block 
to vibrate, which is equivalent to superimposing an effective 
potential energy on the original steady-state energy field. With 
the action of dynamic disturbances, the key rock block will 
become movable and the initial equilibrium state of surround-
ing rock will be further damaged. Under this circumstance, 
the work of all forces on the blocky rock can be written as the 
following equation:

where Ueff is the total potential, W� is the work done by the 
surrounding rock, W� is the work done by the frictional 
resistance, Wd is the vibrational kinetic energy from external 
disturbance and can be presented as:

(1)Ueff = −W� +W� −Wd

(2)Wd =
1

2
m�̄�2 =

f̄ 2

2m𝜔2

Fig. 1  Blocky system of the tunnel surrounding rock mass ( Pv and Ph 
denote the geo-stress) Fig. 2  The simplified force analysis of the key rock block
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where m is the mass of the rock block, and f 
denotes the dynamic disturbance with the form of 
f = f1 cos(𝜔t) + f2 sin(𝜔t), f̄

2 =
(
f 2
1
+ f 2

2

)
∕2.

For the assumed displacement of surrounding rock � and 
the rock block x, the active force acting on the rock block can 
be expressed as:

Thus, the work applied by the surrounding rock can be writ-
ten as:

Similarly, the work applied by the frictional resistance can 
be written as:

Assume the relation between the shear force and the dis-
placement of the rock sliding is shown in Fig. 3. Under the 
static condition, the initial stress F0 is confined at the boundary 
of the rock mass. Then when the slip displacement reaches a 
critical value xp, the shear force F� increases to the maximum 
Fp , which can be expressed as:

where �p denotes the peak shear stress between the rock 
block slipping surface, S denotes the area of the slip surface, 
�n is the normal stress, �s denotes static frictional coefficient, 
CR denotes the cohesive strength.

(3)F� = k�(� − x)

(4)W� = ∫
x

0

F�dx = ∫
x

0

k�(� − x)dx = k��x −
1

2
k�x

2

(5)W� = ∫
x

0

F�(x)dx

(6)Fp = �p ⋅ S =
(
�s�n + CR

)
⋅ S

As the sliding displacement reaches a limited value xd , 
the cohesive strength is essentially lost, and the shear force 
reduces to the residual dynamic friction Fd:

where �d denotes dynamic frictional coefficient. The remark-
able drop in friction is considered to be a significant rea-
son accountable for accelerating the slippage process of the 
fault-slip.

According to the variation principle, when the formula-
tion of first-order variation satisfies �Ueff ≤ 0 , the system 
will transition to unstable state. The first-order variation for 
Eq. (1) on x is conducted, considering:

The following expression was obtained:

Substituting the condition �Ueff ≤ 0 into Eq. (9), the listed 
below condition should be met for the instability:

Conducting the integration on x for Eq. (10), we obtain:

Equation (11) can be expressed intuitively by the relation 
curves shown in Fig. 4. In Fig. 4, F� curve represents the 
change in the frictional resistance on the fracture surface, F� 
curve shows the pressure change of surrounding rock during 
the rebound process, which can be expressed as:

In the initial state (see point A), the system is in the pre-
peak stable equilibrium state, the cumulative displacement 
x0 is generated by the initial active force F0 . The integration 
∫ x

x0

[
F�(x) − F�

]
dx denotes the area enclosed by F� curve and 

F� curve. The physical meaning of Eq. (11) is that when the 
disturbance can assists the surrounding rock mass to over-
come the friction resistance F� , the system deformation 
changes from the pre-peak stage to the post-peak state (see 
point C). Since then F𝛿 − F𝜏 > 0 , the rock mass will slip 

(7)Fd =
(
�d�n

)
⋅ S

(8)
�

�x

[
�2
]
=

�

�x

[(
�x

�t

)2
]
= 2

�

�t

(
�x

�t

)
= 2

�2x

�t2

(9)
dUeff

vx
= −k�(� − x) + F�(x) − m

�2x

�t2

(10)m
�2x

�t2
≥ F�(x) − F�(x)

(11)
1

2
m�̄�2 ≥ �

x

x0

[
F𝜏(x) − F𝛿

]
dx

(12)F𝜏(x) = 𝜏 ⋅ A =

⎧
⎪⎨⎪⎩

k1x 0 ≤ x < xp
−k2

�
x − xp

�
+ Fp xp ≤ x < xd

Fd x ≥ xd

(13)F�(x) = −k�
(
x − x0

)
+ F0 x ≥ x0

Fp

Fτ

0 xp xd x

Fτ(x)
Fd

k1
k2

x0

A

B

D

F0

Fig. 3  Relation curve between the displacement and shear force for 
the rock interface
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along its fault surface under the effect of stress difference. 
In general, as the slip increases, the friction force rapidly 
decreases to the dynamic friction force Fd, while the sur-
rounding rock pressure F� gradually decreases with the 
increase of slip. Until F𝛿 − F𝜏 < 0 (see point G), the slippage 
motion of rock mass will decelerate. When the rock mass is 
separated from the surrounding rock, the fault-slip rockburst 
occurs if the remaining kinetic energy exists.

Consequently, the critical point of sliding instability can 
be symbolized by the state of point C, which is the second 
intersection of F� curve and F� curve shown in Fig. 5. Based 
on Eq. (11), the critical conditions for sustained slip failure 
is obtained:

In Ref (Wang et al. 2016), a dimensionless impact energy 
factor I is introduced to reflect the energy density of dis-
turbance energy in the process of deformation and failure, 
which can be expressed as:

where �p is the peak shear strength, H and V represent the 
length and volume of rock block, respectively. When the 
impact energy factor reaches a certain critical threshold, it 
can induce the release of the stored energy, thus promoting 
the deformation of the rock mass. Thus, the dimensionless 
impact energy factor I for sustained slipping instability can 
be represented as:

where �p =
xp

L
 denotes the yield strain regarding to its peak 

shear strength.
Further, the critical condition for the key rock to begin 

to slip can be symbolized by the state of point B, and the 
corresponding non-dimensional impact energy factor I can 
be represented as:

(14)
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=
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resistance in the process of sliding

Fig. 5  Triggering sliding instability caused by external disturbance in a blocky rock system
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For further simplification, it is supposed that the sur-
rounding rock mass pressure remains constant during defor-
mation ( F�(x) = F0, k� = 0 ). The corresponding dimension-
less impact energy factor I can be simplified as:

It can be deduced from Eq. (18) that the critical thresh-
old of impact energy factor depends on the physical and 
mechanical properties of rock mass and the initial stress 
state, which is a function of the yield strain ( �p ), the 
length–height ratio ( L∕H ), the ratio of stiffness coefficients 
( k1∕k2 ), the shear–strength ratio ( F0∕Fp ). Specifically, the 
non-dimensional energy factor I is a significant characteris-
tic parameter, which can characterize the influence of exter-
nal disturbances on the stability of blocky rock system.

The calculation result in Eq. (18) is derived from the ide-
alized linear model. For the actual displacement–force curve 
of the rock mass, the shear force and the displacement show 
a linear elastic character in the stage of small deformation. 
When the shear force along the slip surface is close to the 
peak value, the shear force and displacement show a strong 
nonlinear character. From the perspective of dimensional 
analysis, the impact energy factor of block rock mass slip-
ping caused by the external disturbance can be expressed as 
a general form:

Experimental verification of proposed 
model

Experimental system

To testify the theoretical model in Sect. 2, a series of experi-
ments were performed as illustrated in Fig. 5. The phenom-
enon of sliding instability induced by external disturbance 
was investigated in blocky rock system, which consists of 
five purple sandstone blocks stacked from top to bottom, 
with dimensions of 160 × 125 × 125 mm and each block 
weighing 6.2 kg. The third block is taken as the working 
block, with the application of horizontal static force pro-
vided by the gravitational force of weights. In the vertical 
direction, the block model system is subjected to an impact 
loading by the way of an electrodynamic exciter, which can 
be considered as a symbol of external disturbance. Hori-
zontal absolute displacement of block 3 is measured by a 
fiber-optic displacement sensor under different horizontal 

(18)

I =
Wd

�pV
=

⎧
⎪⎨⎪⎩

�p

2

L

H

�
1 −

F0

Fp

�2

(irreversible displacement)

�p

2

L

H

�
1 +

k1

k2

��
1 −

F0

Fp

�2

(sustained slip instability)

(19)I = A ⋅

(
1 −

F0

Fp

)B

forces and vertical loadings. In order to measure the absolute 
displacement of the block 3, the left horizontal movements 
of block 2 and block 4 are limited.

Experimental procedures

Step 1: The maximum static friction force of block 3 in 
blocky rock system shown in Fig. 5 was measured to pro-
vide parameter basis for determining initial horizontal pulls 
and modeling calculation. Without the vertical impact loads, 
the horizontal pull was steadily increased through adding 
weight until the obvious movement of block 3 was observed. 
This measurement step was repeated three times to minimize 
operational accidental errors. The maximum static friction 
force was averaged as Fp = 200 N , and the static frictional 
coefficient �s can be calculated as follows:

where N denotes the total normal force, m denotes the 
weight of sandstone block, and g denotes the gravitational 
acceleration.

Step 2: A series of sliding tests were conducted for pur-
ple sandstone blocky system under various horizontal pulls 
and vertical impact loadings to reappear the sliding events 
of the working block. After the blocky system applying a 
certain static force fh(fh < Fp) is stabilized, the gradually 
increasing impact loading is implemented until the occur-
rence of slip instability. At the same time, the horizontal 
dynamic displacement of the working block is measured 
and recorded. And a positive stop device is employed to 
prevent the collapse of the system, i.e., when the working 
block attains a limited displacement, the motion of the rock 
mass is stopped.

The force–time curve shown in Fig. 6 caused by the elec-
trodynamic exciter was measured by the force transducer. 
Considering the fact that impact loading force acts only dur-
ing a short time, the total disturbance energy Wd receiving 
from the external field source is determined:

where p(t) represents force–time curve, Im denotes the 
momentum.

Experimental results

Figure 7 shows the displacements–time curves of the work-
ing block under a combined effect of different vertical 
impact loads and horizontal static forces.

(20)�s =
Fp

N
=

Fp

5 mg
= 0.65

(21)Wd =
1

2m

||||∫
∞

0

p(t)dt
||||
2
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I2
m
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The experimental results shown in Fig. 7 can be described 
as follows:

Firstly, for a given horizontal static force, the horizon-
tal displacement of block 3 increases with increasing ver-
tical impact energy. Taking Fig. 7b as an example, where 
the horizontal pull force is 180 N, the residual displace-
ments of block 3 are 94, 374, 700 μm, corresponding to 
the impact energies of 2, 4, 10 mJ, respectively. According 
to the experimental data, Fig. 8 shows the influence of the 
vertical impact energy on the displacement of block 3 with 
the horizontal static force ranging from 50 to 190 N. Fig-
ure 8 indicates that with the increase in horizontal force, the 
slippage of rock block is extremely sensitive to the impact 
loading. When the horizontal pull approaches the peak static 
friction force, even a relatively weak disturbance can cause 
a great irreversible displacement.

Secondly, for a certain shear force, there is an energy 
threshold for the irreversible displacement induced by the 
impact loading. When the horizontal force is 50 N (Fig. 7g), 
the impact loading below 80 mJ does not cause the irre-
versible displacement phenomenon. As the shear force 
increases, the energy threshold of the irreversible displace-
ment decreases rapidly. When the horizontal force increases 
to 90 N, the energy threshold becomes 40 mJ.

Thirdly, in the case of an impact energy of 4 mJ and 
horizontal pull force of 190 N (Fig. 7a), the working block 
slides freely, implying that the sliding instability phenom-
enon occurs. The same phenomena are similarly observed 
in Fig. 7b–d, and the vertical impact energies of impact 
load triggering sliding instability are 20, 80, 300 mJ, corre-
sponding to the horizontal static force of 180 (Fig. 7b), 170 
(Fig. 7c), 160 N (Fig. 7d), respectively.

Finally, when the horizontal shear force decreases to 
a certain threshold, regardless of how the impact energy 
increases, there is only an irreversible displacement 
between the rock blocks, and the slip instability does not 
occur. For example, when the working rock mass is reduced 

horizontally to F = 150 N (Fig. 7e), even if we increase 
the impact energy to 300 mJ, the working block does not 
slip out, and only an irreversible displacement of 2640 μm 
occurs.

According to Eq. (18), the experimental results are non-
dimensionalized, and the energy threshold conditions for 
irreversible displacement and sliding instability under dif-
ferent shear forces are obtained, as shown in Fig. 9. The 
round and square symbols denote the test results, while the 
solid lines denote the fitting results, which are presented as:

In Fig. 9, there exist three zones indicating different 
responses of the working block with the action of external 
disturbances. In zone I, the horizontal pulls F0 should be 
less than the peak static friction force Fp and there will be 
no obvious horizontal displacement. In zone II, the impact 
energy is great enough to give rise to irreversible displace-
ment, but no sustained slip instability can be observed. In 
zone III, the horizontal pulling force Fh exceeds the dynamic 
friction force and the impact energy is large enough, so the 
working block cannot stop to slide, which may cause slid-
ing failure type geo-hazards. Thus, the theoretical results 
are consistent with the experimental results, validating the 
feasibility of this theoretical model.

Numerical modeling of induced slip 
instability

Establishment of the motion equations

The current geomechanical science describes rock mass as a 
complex hierarchy structure of diverse scale blocks embed-
ded in each another. Rock mass at different scale levels con-
sists of separate rock blocks, which are fairly homogenous 
in physical properties bound with relatively weak joints. 
A model of one-dimensional chain of masses with elastic 
and damping elements connected in parallel is proposed, 
as shown in Fig. 10a (Aleksandrova et al. 2006; Ma et al. 
2009). The one-dimensional mass-chain model is subjected 
to the external dynamic force p(t) , which can be represented 
as a half-sine load:

where T denotes the duration of impact load, � is the angular 
velocity ( � = �∕T  ), pm denotes the peak force. And fh is a 

(22)
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(
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static force representing the horizontal load acted on the 
working block.

The dynamic equations of the blocky rock structure can 
be expressed in a matrix form as

where M denotes the mass matrix, � =

⎡
⎢⎢⎢⎢⎢⎣

m1

m2

⋱

m5

⎤
⎥⎥⎥⎥⎥⎦

, �(t) 

denotes the displacement vector, �(t) =

⎧
⎪⎨⎪⎩

y1
y2
⋮

y5

⎫
⎪⎬⎪⎭
, C denotes 

t h e  d a m p i n g  m a t r i x , 

(24)𝐌�̈�(t) + 𝐂�̇�(t) +𝐊𝐲(t) = 𝐩(t)

� =

⎡
⎢⎢⎢⎢⎢⎣

c1 −c1
−c1 c1 + c2 −c2

−c2 c2 + c3 −c3
−c3 c3 + c4 −c4

−c4 c4 + c5

⎤
⎥⎥⎥⎥⎥⎦

 , K denotes the 

stiffness matrix, � =

⎡
⎢⎢⎢⎢⎢⎣

k1 −k1
−k1 k1 + k2 −k2

−k2 k2 + k3 −k3
−k3 k3 + k4 −k4

−k4 k4 + k5

⎤
⎥⎥⎥⎥⎥⎦

 , 

and �(t) is the vertical loading vector, �(t) =

⎧
⎪⎨⎪⎩

p(t)

0

⋮

0

⎫
⎪⎬⎪⎭
.

For the working block subjected to a horizontal static 
force fh (Fig. 10b), the equation of motion is

where x and ẍ are the horizontal displacement and accel-
eration of the working block, respectively, N(t) denotes the 
changing normal force, and μ denotes the frictional coef-
ficient of contact surface.

It is accepted that sliding of the blocky rock mass initi-
ates when the ratio of the shear to normal force on the slip 
plane attains a value �s , referred as the static frictional 
coefficient. In case the slippage is activated, the frictional 
resistance reduces due to a lower dynamic frictional coef-
ficient �d . The weakening effect of the slippage resistance 
is closely related to the microstructure, normal stress, 
temperature and shear rate, and may result in a dynamic 
instability (Blanpied et al. 1998; Shilko et al. 2010). It is to 
be noted that the focus of this study is not on determining 
the mechanism of this problem. Here, only the velocity 
weakening behavior of the frictional coefficient is consid-
ered, expressed as (Beeler and Tullis 1997):

where v is the sliding velocity, vm is the critical velocity, and 
here vm = 1 × 10−2 m∕s is adopted.

Calculation results

Considering the purple sandstone block in the above exper-
iment as the object of calculation, the mass m = 6.2 kg , 
the static frictional coefficient �s = 0.65 , the dynamic fric-
tional coefficient �d = 0.5 , spring stiffness k = 3 × 106 N/m 
and damping c = 2.5 × 103 N ⋅ s∕m were adopted. The 
theoretical result of the sliding displacement of the work-
ing block thereby obtained is shown in Fig. 11, where a 
horizontal constant pull force of fh = 160 N , series of a 

(25)mẍ = fh − 𝜇N(t)

(26)� =

{
�s v ≤ vm
�d + (�s − �d) ∗ vm∕v v ≥ vm
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half-sine load with different magnitudes of the peak force 
pm and duration of vertical action T = 4 ms and � = 250� 
were used.

It can be found that the irreversible displacement of the 
working rock block increases with the vertical impact distur-
bance, for a given constant force in Fig. 11. When the impact 
disturbance exceeds a critical value ( pm = 650N ), the work-
ing block slips freely, indicative of the sliding instability of 
the blocky structure. This result shows good agreement with 
the above-mentioned experiment.

Furthermore, the theoretical result of the effect of the 
impact loading energy on the sliding events is presented with 
the solid lines in Fig. 12, where the scatter symbols represent 
the experimental results shown in Fig. 8. It can be found 
that when the disturbance energy is small, the numerical 
modeling results have a slight deviation from the experimen-
tal results. However, as the disturbance energy increases, 
these two results show good agreement. Although there are 
some limitations, the sliding instability of the blocky struc-
ture was observed obviously. The numerical modeling can 

Fig. 10  Modeling and analysis 
of the blocky rock system
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be improved to further study the fault-slip events occurred 
along non-filled or filled joint with different asperities 
induced by external disturbance.

Discussion

During the long-term tectonic movement in geological his-
tory, a large amount of deformation energy was stored in 
quasi-stable equilibrium state, due to the cohesive force, 
internal friction and dilatancy of rock mass. When the low-
amplitude shock wave passes, the energy-stored rock mass 
is loaded and unloaded in cycle. Because of the significant 
asymmetrical deformation of the discontinuity under cyclic 
loading, residual deformation can be produced by the weak 
disturbance compared with the rock strength. Major external 
disturbance energies are locked in the rock masses, reflecting 
by the displacement accumulation. When the displacement 
accumulates to a critical threshold, the original equilibrium 
state of the rock mass is broken, which causes the release of 
the long-term storage of tectonic deformation energy. Thus, 
the slippage of the block rock mass is caused.

In nature, rock masses deform slowly before dynamic 
geological disasters occur, such as excavation-induced seis-
micity and fault-slip rockburst, while the slippage events can 
be appreciably accelerated under various kinds of external 
disturbances. Dynamic shear failure occurs instantaneously 
once the shear strength of the joints is overcome by the shear 
stress. External disturbances mainly help to diminish the 
restriction of the frictional force, playing a “trigger” role. 
Take the constant confining pressure ( F�(x) = F0 ) as an 
example, as shown in Fig. 13. If the confining pressure is 
less than its residual shear resistance, i.e., F0 < Fd , distur-
bances will only increase the deformation but not induce 
sudden instability events. It is noted that the large cumula-
tive deformation probably causes the collapsing of surround-
ing rock. For the case F0 > Fd , once the rock mass slips, it 
will continue to develop. When the rock blocks are separated 
from the system, there will be residual kinetic energy, which 
will cause dynamic disaster. As referred in Sect. 1, the total 
released energy from the sliding type bursts may be much 
greater than the external disturbance energy acted on the 
system, which can be explained with the theoretical model 
in Sect. 2. It can be found that the working block will keep 
slipping with a sustained sliding instability in Fig. 13. There-
fore, the released energy increases continuously so that it 
could be much greater than the impact loading energy.

All the above-mentioned results in this paper facili-
tate further understanding of the mechanism of fault-slip 
events induced by external disturbances. The first is satis-
fied requirement for the occurrence of fault-slip rockbursts 
is high crustal stress, which is a prerequisite for adequate 
energy accumulation. Particularly, the considerable residual 

regional tectonic stress near the discontinuity will increase 
the probability and intensity of rockburst (Zhou et al. 2015). 
Secondly, the sliding instability events should occur along 
a specific fault easily under external disturbances, although 
structural planes are widely distributed in the tunneling 
surrounding rock. To identify the potentially risky faults, 
the geometric characteristic and mechanical property of the 
structural plane should be still involved: The structural plane 
(1) should be relatively close to the tunnel free face, (2) have 
relatively short slip length, (3) should be filled with soft 
soil, sand and rock fragments which possess the lower shear 
strength. Thirdly, dynamic disturbances are significant exter-
nal cause, always triggering the geological hazards. This 
paper indicated that the occurrence of sliding instability is 
the result of the redistribution of the normal force of the 
rock block and the constant change in the frictional coeffi-
cient, which confirmed that the remarkable reduction in the 
clamping force acting on the fault may cause the occurrence 
of a fault-slip burst (Blake and Hedley 2003; Sainoki and 
Mitri 2014). From the perspective of wave propagation, the 
reflected tensile wave appears due to the different properties 
on both sides of the fault, which will adversely affect the 
stability of the rock mass engineering (Huang and Wang 
1999; Zhou et al. 2015).

Conclusion

The fault-slip rockburst has been a frequent occurrence of 
geological hazard during the tunnel construction, which 
is tightly associated with the slip of structural planes and 
always takes place after external disturbances. Although 
there are extensive researches to reveal the mechanism 
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of fault-slip burst, the triggering mechanism for fault-slip 
bursts is still unclear. This paper focused on revealing the 
triggering mechanism of sliding type events induced by 
external disturbance and the critical conditions of fault-
slip bursts. With variation method adopted in the simpli-
fied theoretical model for rock block sliding, the basic con-
ditions required for sliding type rockbursts were obtained 
as: (1) The preexisting or the new fractural surfaces are 
in the quasi-steady state with the high initial tangential 
stress; (2) the dimensionless impact energy factor I which 
characterizes the movement of the rock mass should 
exceed the critical value presented as Eq. (18).

A series of sliding tests were carried out for purple 
sandstone blocky system under various horizontal pulls 
and vertical impact loadings. The slip displacement of the 
rock blocks is measured by a fiber-optic displacement sen-
sor. Both the irreversible displacement and sustained slip 
instability are observed, and the critical energy conditions 
of above-mentioned phenomenon are obtained, which are 
consistent with the theoretical model. A dynamic calcula-
tion model considering rock mass vibration and the slip 
rate weakening mode of rock friction was established 
to better understand the mechanism of sliding instabil-
ity caused by external disturbances. Numerical modeling 
calculations were presented, and the results agreed with 
the experimental observations.

The physical nature of the sliding type rockburst is 
considered to be deformation instability of the contact 
surface. In the long-term geotectonic movement, a large 
amount of deformation energy was stored in unstable 
equilibrium state. When external disturbances break the 
original equilibrium state of rock mass, the consequent 
deformation may be a slow process (creeping) and may 
also be an instantaneous dynamic process (sliding). The 
energy released by the rock mass deformation the greatly 
exceeds the external disturbance energy, so the external 
disturbance acts as a trigger. In practical underground 
engineering, the key point in preventing the fault-slip 
event effectively is to identify the potentially dangerous 
oriented fault and monitor its cumulative deformation.
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Abstract
The brittleness index (BI), which serves as a key reference for reservoir fracturing, is also an important quantitative index for 
the evaluation of coal-bed methane (CBM) reservoirs. To address the lack of research regarding this application of the BI, we 
measured the ultrasonic wave velocity of 10 coal samples collected from the Qinshui Basin, China. We then calculated the BI 
in three test directions, i.e., BI(90°), BI(45°), and BI(0°), as well as the BI anisotropy value  (ABI) using the dynamic elastic 
method. Analysis of the calculated results showed that BI(90°) generally had the highest values and that BI(45°) was close to 
BI(0°). The  ABI showed a positive correlation with the dynamic Young’s modulus anisotropy value, dynamic Poisson’s ratio 
anisotropy value, S-wave velocity anisotropy value, and the ratio of P-wave and S-wave velocity anisotropy values. However, 
the  ABI had an unclear correlation with the P-wave velocity anisotropy value. Further analysis of the correlation between 
the BI and two other reservoir parameters (coal structure type and fracture development) revealed that samples with high 
BI values generally corresponded to primary or fragmented types of coal and also had low Poisson’s ratios, which indicates 
undeveloped fractures, while samples with low BI values corresponded to granulated types of coal and had high Poisson’s 
ratios, which indicates developed fractures. We investigated these correlations in order to understand the multiparameter 
constraints and their combined application in brittleness evaluations, which could reduce risk and improve the precision of 
ideal brittleness identification in CBM reservoirs.

Keywords Ultrasonic wave · Dynamic elastic parameters · Anisotropy value · Coal structure type · Fracture development

Introduction

When compared with testing of sandstone, shale, and car-
bonate rocks, ultrasonic testing of coal samples has devel-
oped at a slower rate. These tests are also poorly constrained 
in relation to low strength, developed fractures, and signifi-
cant anisotropy (Dong et al. 2016). Furthermore, the prepa-
ration of coal samples for ultrasonic tests is difficult. The 
parameters analyzed in the ultrasonic testing of coal samples 

are generally the P-wave and S-wave velocities and the ani-
sotropic coefficients (Zhou 2012). Despite the challenges in 
sample preparation, previous studies have used ultrasonic 
testing to constrain the P- and S-wave velocities in coal, 
along with their respective anisotropic coefficients. Yu et al. 
(1991, 1993) tested the ultrasonic velocities and amplitude 
variations of coal samples, while also considering the influ-
ences of confining pressure and water saturation. Dong and 
Tao (2008) tested the ultrasonic velocities in coal samples 
under normal temperature and pressure (NPT) conditions 
and then analyzed the samples’ anisotropic characteristics 
based on a transverse isotropic medium model. Morcote 
et al. (2010) and Wang and Xu (2012) tested the ultrasonic 
velocities of coal samples and then fitted the velocities in 
accordance with the density of different types of coal under 
various pressures and NPT conditions.

Based on the velocity and density parameters acquired 
from the previous studies mentioned above, reservoir 
prediction and evaluation can be enhanced by calculat-
ing many more elastic parameters, such as the dynamic 
Young’s moduli, dynamic Poisson’s ratios, and Lamé 
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constants. A representative study by Wu et  al. (2015) 
involved ultrasonic testing of coal samples, followed 
by the calculation and analysis of the dynamic Young’s 
modulus and the dynamic Poisson’s ratio. However, elastic 
parameters have limitations in relation to reservoir evalua-
tion, such that they act as indirect parameters that describe 
pore structure and fluid characteristics. Therefore, another 
group of parameters has been developed, named reservoir 
parameters, which can be applied directly to the descrip-
tion and evaluation of reservoirs (e.g., the brittleness index 
(BI), coal structure type, fracture density, and fluid factor).

The BI is a recently developed reservoir parameter that 
can be used as an analog for fracturing and has become 
widely adopted in the field of non-conventional gas explo-
ration and exploitation. Many methods exist for BI calcu-
lation in the study of shale gas reservoirs. For example, an 
early study had proposed that the BI should be expressed 
based on the results of hardness tests (Honda and Sanada 
1956). However, other subsequent studies have concen-
trated on its expression based on stress–strain and penetra-
tion tests (Hucka and Das 1974; Quinn and Quinn 1997; 
Altindag 2003; Copur et al. 2003). To better constrain the 
BI, many different types of rock tests have been conducted 
that involved complex experimental operations, redundant 
technical processes, and high costs. Therefore, to reduce 
the degree of difficulty associated with testing and to 
provide a clear evaluation of the results, Rickman et al. 
(2008) proposed both a dynamic elastic method, based on 
dynamic elastic test results, and a static method based on 
the brittle mineral composition. Many subsequent stud-
ies have been conducted using both these methods (Diao 
2013; Yuan et al. 2013; Chen and Xiao 2013). Addition-
ally, many methods based on various other dynamic elastic 
parameters have also been studied and analyzed (Guo et al. 
2013; Qian et al. 2017; Huang et al. 2015).

Most coal-bed methane (CBM) reservoirs in China rely 
on fracturing because of low permeability (Fu et al. 2007). 
Therefore, it is necessary to test and analyze the BI for 
CBM reservoirs. However, the BI calculated using rock 
mechanics data and brittle mineral content may not suit-
able for CBM reservoirs, due to their structure and the low 
brittle mineral content of coal. One of the few alternative 
methods is based on dynamic elastic parameters directly 
calculated from velocity and density data. Therefore, this 
study attempts to calculate and analyze the BI for CBM 
reservoirs by testing coal samples and serves as a reference 
for an in-depth study based on well-logging and seismic 
data. In this study, we first performed ultrasonic testing 
under NPT conditions on coal samples collected from the 
southern margin of the Qinshui Basin (China). Then, the 
BI and the BI anisotropy value  (ABI) were calculated and 
systematically analyzed. Finally, we analyzed the correla-
tions between the BI and two other reservoir parameters, 

which we believe could improve the accuracy of BI evalu-
ation for CBM reservoirs.

Coal sample testing method

Collection and preparation of coal samples

Anthracite coal samples were collected from multiple under-
ground working faces in the southern margin of the Qinshui 
Basin (China). We cut 300-mm cube-shaped coal blocks 
along the direction parallel to the bedding planes using a 
portable CNC cutting machine (Exib). The samples were 
sealed in a sample box and transported immediately to the 
laboratory for processing. The entire processing and test-
ing procedure was executed strictly in accordance with the 
standards recommended by the ISRM (Ulusay 2015). A rep-
resentative coal sample after processing is shown in Fig. 1. 
The side length of the sample is 100 mm, with the top and 
bottom faces, side faces, and the diagonal faces parallel, per-
pendicular, and at 45° to the bedding planes, respectively. 
Machining error was less than 1°. Ultimately, we obtained 
10 samples with smooth surfaces.

Coal sample porosity and fracture descriptions

Porosity tests were conducted using a type 9310 mer-
cury porosimeter with a normal working pressure of 
0.0028–103.08 MPa. The resolution for pore diameter recog-
nition was 0.01 μm. The degree of fracture development on the 

Fig. 1  A representative coal sample after processing
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surfaces of the coal samples was observed, and these details 
are shown in Table 1.

Ultrasonic wave test method

Ultrasonic wave tests were conducted under NPT conditions 
(about 25 °C, one bar pressure, and ~ 50% relative humidity) 
using a PCI-2 ultrasonic wave testing system with a working 
frequency range of 1 kHz to 3 MHz and sampling at 10 M/S. 
This system can perform several functions, including pulse 
signal emission, signal transformation, signal amplification 
with high fidelity, and automatic signal reception and trans-
mission. The piezoelectric transducers (PZT) for the P-waves 
and S-waves have a main frequency of 600 kHz and a diameter 
of 50 mm.

Before testing, an aluminum cylinder was used to calibrate 
the system with the docking time being calculated. During 
testing, the surfaces of the test samples were smeared with 
honey before placement on the test bed. Each sample was 
tested by a single P-wave and two mutually perpendicular sin-
gle S-waves on the three pairs of parallel subsurfaces (Fig. 2). 
We tested all 10 samples, and an example of the P-waveform 
is shown in Fig. 3.

Test parameter calculation method

Calculation method for coal sample velocities 
and densities

The velocity and density of the coal samples were calculated 
as follows:

where V is the ultrasonic wave velocity, l is the propagation 
distance, tM is the travel time of the first arrival, tT is the 

(1)

⎧⎪⎨⎪⎩

V =
l

tM−tT

� =
m

v

,

docking time of the transducer, v is the volume of the coal 
sample, and m is the quality of the coal sample.

Calculation method for coal sample BI 
and anisotropy values

The BI calculated using the dynamic elastic method based 
on the dynamic Young’s modulus and the dynamic Poisson’s 
ratio is shown in the following equation (Rickman et al. 2008):

where Ed and υd are the dynamic Young’s modulus and 
the dynamic Poisson’s ratio, respectively, Ed max and Ed min 
are the maximum and minimum dynamic Young’s moduli, 
respectively, and υmax and υmin are the maximum and mini-
mum dynamic Poisson’s ratios, respectively. In Eq. (2), the 
extreme values of the dynamic elastic parameters should be 
provided to unify the calculation standard. Generally, the 
dynamic Young’s modulus of coal is 0.5–9.0 GPa and the 
dynamic Poisson’s ratio is 0.22–0.46. Therefore, here we set 
Ed max and Ed min as 9.0 and 0.5 GPa, respectively, and we set 
υmax and υmin as 0.46 and 0.22, respectively.

The values of Ed and υd in Eq. (2) can be calculated based 
on the ultrasonic wave velocities as follows:

(2)
BI =

[
100(Ed−Edmin)

(Edmax−Edmin)
+

100(�d−�dmax)

(�dmin−�dmax)

]

2
,
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Table 1  Porosity and fracture descriptions of coal samples

Coal sample Porosity (%) Fracture description Lithotype

A 4.67 Moderate Bright Coal
B 4.50 Moderate Bright Coal
C 4.31 Developed Bright Coal
D 5.16 Developed Bright Coal
E 4.80 Undeveloped Bright Coal
F 5.26 Developed Bright Coal
G 5.01 Undeveloped Semibright Coal
H 4.30 Developed Bright Coal
I 5.10 Developed Bright Coal
J 5.44 Moderate Bright Coal

Fig. 2  Ultrasonic wave measurement of coal samples. Each sample 
was tested using P-waves, SH waves, and SV waves in three direc-
tions (parallel (90°), perpendicular (0°), and at 45° to the bedding 
planes)
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where VS is the mean value of VSV and VSH.
Generally, coal has obvious anisotropic characteristics 

that can be deduced from the differences between ultrasonic 
velocities in the three directions, which is also true of the BI. 
Therefore, we calculated the BI anisotropy value as follows 
(Liu et al. 2002):

Test error calculation method

During our testing procedure, we can express any error using 
an error transfer formula:

where N = f (x1, x2,… , xn) , xn is the test parameter, and Δxn 
is the test error. During calculation, the velocity error ΔV 
and density error Δρ should be calculated first:

Then, the errors of the dynamic elastic parameters (ΔEd and 
Δυd) can be calculated using Eq. (7):

Finally, the error of the brittleness index (ΔBI) can be 
calculated:

(4)ABI =
||||
2(BI(90◦) − BI(0◦))

BI(90◦) + BI(0◦)

|||| × 100%.

(5)ΔN =
||||
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�BI =
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× 100%
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Results

Results of test parameters and test errors

The ultrasonic wave velocity, density, dynamic elastic 
parameters, BI, BI anisotropy value, and test errors for each 
of the coal samples are shown in Table 2. The average test 
error of the BI in different test directions is less than 5.0%, 
with 2.99% at 90°, 3.74% at 45°, and 4.34% at 0°, indicating 
satisfactory analytical precision. Particularly, sample I had 
the most significant test error of all the samples.

Analysis of BI and BI anisotropy values

The BI for each of the three directions in the test coal sam-
ples is shown in Fig. 4. The BI(90°) has the largest value of 
the three directions, ranging from 30.792 to 77.421, while 
the BI(45°) is close to BI(0°) for each sample such that the 
range of BI(45°) is 6.116–69.080 and the range of BI(0°) is 
3.096–75.51. Sample D is unusual because its BI is high in 
all three directions.

The BI values of some samples are similar in all three 
directions, and these samples have correspondingly low BI 
anisotropy values (e.g., samples D and G) (Fig. 4). Con-
versely, many samples show obvious differences in BI in the 

Fig. 3  Example of a P-wave-
form. Red arrow indicates the 
first break time point

three directions and have high BI anisotropy values, (e.g., 
samples A, F, and I). Sample I has the highest BI anisot-
ropy value (1.832) with a BI(90°) value greater than 60 and 
BI(45°) and BI(0°) values less than 10.

No clear correlation was observed between the BI anisot-
ropy value and P-wave velocity anisotropy value of the test 
coal samples, as shown in Fig. 5.
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A positive correlation was observed between the BI ani-
sotropy value and dynamic elastic parameter anisotropy 
value, which is shown in Fig. 6, for which the fitting formu-
las are as follows:

Positive correlations also exist between the BI anisot-
ropy value and the ratio of the P-wave and S-wave velocity 

(9)
{

ABI = 1.55282AEd
− 0.59723 R = 0.93399

ABI = 2.57656A�d
+ 0.23745 R = 0.7591

.
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Fig. 4  BI and BI anisotropy values of test coal samples. The colored 
dots with error bars denote the BI of the test coal samples in three 
directions. Columns represent the brittleness index anisotropy value 
for each test sample

Fig. 5  Relationship between BI anisotropy value and P-wave velocity 
anisotropy value
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anisotropy values (Fig. 7), as well as the S-wave velocity 
anisotropy value (Fig. 8), for which the fitting formulas are 
as follows:

Relationship between BI and coal type

The relationship between the BI and coal type, which acts as 
an important parameter for reservoir evaluation, is shown in 
Fig. 9. In Fig. 9, the BI values for the three directions in the 
test samples are marked by colored circles, and the BI values 
of the three coal types are indicated by colored squares (BI 

(10)
{

ABI = 2.39172AVS
− 0.41594 R = 0.95811

ABI = 2.70406Ar − 0.2427 R = 0.95315
.

values for the three coal types were calculated from data 
provided in Peng et al. 2005).

The BI values for both primary and fragmented types of 
coal are similar: 65.056 and 60.160, respectively. A high 
dynamic Young’s modulus for the primary coal and a low 
dynamic Poisson’s ratio for the fragmented coal might 
account for this. However, granulated coal has the lowest 
BI value, which can be attributed to the minimum dynamic 
Young’s modulus and the maximum dynamic Poisson’s 
ratio, with BI generally less than 30, dynamic Young’s 

Fig. 6  Relationship between BI anisotropy value and dynamic elas-
tic parameter anisotropy values: a dynamic Young’s modulus and b 
dynamic Poisson’s ratio

Fig. 7  Relationship between BI anisotropy values and S-wave veloc-
ity anisotropy values

Fig. 8  Relationship between BI anisotropy values and ratio of P-wave 
and S-wave velocity anisotropy values
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modulus less than 2 GPa, and dynamic Poisson’s ratio 
greater than 0.37.

Relationship between BI and fracture development

The degree of fracturing development in coal is a key factor 
for CBM permeability and exploitation and has a significant 
influence on BI. However, comparing Table 1 and Fig. 4 
reveals a complex correlation between BI and coal fracture 
development. For example, coal sample D, described as hav-
ing developed fractures, has high BI values in all three direc-
tions, while coal sample G, described as having undeveloped 

fractures, has low BI values in all three directions. Two fac-
tors could explain this situation. One is the low accuracy of 
the description of the surface fractures observed on the coal 
samples and our inability to observe any internal fractures, 
which might influence the fracture evaluation data. The other 
is the characteristics of the observed fractures (e.g., aspect 
ratio, connectivity, and arrangement), which might influence 
the variation of BI in the three directions.

Using a qualitative statistical method and according to 
the relationship between the dynamic Poisson’s ratio and 
the fracture development revealed by both Ramos (1997) 
and Peng et al. (2006), we divided the BI values of the coal 
samples into three classes based on their corresponding 
dynamic Poisson’s ratio (i.e., < 0.31, 0.31–0.41, and > 0.41), 
as shown in Fig. 10. The samples whose dynamic Poisson’s 
ratio is < 0.31 have BI values greater than 60, indicating 
undeveloped fractures. The samples whose dynamic Pois-
son’s ratio is > 0.41 have BI values less than 40, indicating 
developed fractures.

Discussion

The relationship between BI anisotropy value and the ani-
sotropy values of the other parameters (P-wave and S-wave 
velocity, dynamic Young’s modulus, and dynamic Poisson’s 
ratio) can be illustrated by Eqs. (2) and (3). In Eqs. (2) and 
(3), BI is expressed by dynamic elastic parameters, which 
correlate directly with the ratio of P-wave and S-wave veloc-
ities (r = VP/VS), as well as S-wave velocity, but not P-wave 
velocity. Therefore, only the unclear relationship observed is 
that of the BI anisotropy value and P-wave anisotropy value.

Fig. 9  Relationship between BI and coal type. Colored circles denote 
the BI of the test samples; colored squares represent the BI of the 
three coal types

Fig. 10  Statistical analysis of BI versus fracture development in the 
coal samples [dynamic Poisson’s ratio and fracture development data 
from Ramos (1997)]. Black columns represent the dynamic Pois-

son’s ratio divided into three classes according to fracture develop-
ment; blue columns denote the BI ranges for the test sample statistics 
according to the dynamic Poisson’s ratio classes
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Although the BI of a CBM reservoir has the same vari-
ation range as that of a shale gas reservoir, the meanings 
of the BI for both reservoirs differ. For a CBM reservoir, 
the BI is mostly influenced by structure (closely connected 
with coal type, fractures, and bedding), while for a shale gas 
reservoir, three or more factors may impact the BI, (struc-
ture, content, and types of brittle mineral) (Diao, 2013). The 
relationship between the coal type, fracture development, 
and BI is clear, due to coal type being divided according to 
its degree of fragmentation (Fu et al. 2007). Granulated coal 
has a soft structure and poor integrity, yet shows lower BI 
values. Fractures must have developed, but with poor con-
nectivity. When fracturing in these CBM reservoirs does not 
effectively improve permeability, but the fracturing process 
may instead lead to the deterioration of reservoir perme-
ability due to an increased amount of coal particles or pul-
verized coal. However, primary coal and fragmented coal 
are consolidated and hard with no or undeveloped fractures 
but have good connectivity that corresponds to a higher BI. 
Fracturing in these types of reservoirs is more conducive to 
forming a fracture system with good network connectivity. 
Therefore, based on the relationship mentioned above, we 
have reason to believe that the combined multiparameter 
application in brittleness evaluations may be acceptable. 
This has the potential to simultaneously reduce risk and 
improve the precision of BI evaluation.

Conclusions

To investigate the BI and  ABI characteristics of CBM reser-
voirs, we conducted the ultrasonic wave tests of 10 coal sam-
ples in three directions (parallel, perpendicular, and 45° to 
the bedding plane). The major conclusions are listed below.

The error of the BI calculated by the chosen method has 
average values lower than 5% in three test directions.

The BI(90°) generally had the highest values, while 
the BI(45°) values were close to the BI(0°) values. The BI 
anisotropy value showed a positive correlation with the 
dynamic Young’s modulus anisotropy value, dynamic Pois-
son’s ratio anisotropy value, S-wave velocity anisotropy 
value, and the ratio of P-wave and S-wave velocity anisot-
ropy values, but its correlation with the P-wave velocity ani-
sotropy value was unclear.

A unified relationship exists between BI and two other 
reservoir parameters (coal type and fracture development), 
which indicates that granulated coal has a soft structure with 
developed but poor connectivity fractures, showing high BI 
values. Meanwhile, primary coal and fragmented coal are 
consolidated and hard with no or undeveloped fractures, but 
whey have good connectivity that corresponds to a higher 
BI.

Acknowledgements We would like to thank the Anhui Key Research 
and Development Program (Grant No. 1804a0802203), the Natural 
Science Foundation of the Anhui Higher Education Institutions (Grant 
Nos. KJ2018A0071, KJ2016A192), and the Natural Science Founda-
tion for Young Teachers in AUST (Grant No. QN2017202) for sup-
porting this study. We also thank Li Donghui and Xue Haifei for their 
help with the coal sample testing. Finally, many thanks are due to the 
anonymous reviewers and the editor for their valuable suggestions.

Compliance with ethical standards 

Conflict of interest On behalf of all authors, the corresponding author 
states that there is no conflict of interest to declare.

References

Altindag R (2003) Correlation of specific energy with rock brittleness 
concepts on rock cutting. J S Afr Inst Min Metall 103(3):163–171

Chen J, Xiao X (2013) Mineral composition and brittleness of three 
sets of Paleozoic organic-rich shales in China South area. J China 
Coal Soc 38(5):822–826

Copur H, Bilgin N, Tuncdemir H, Balci C (2003) A set of indices based 
on indentation tests for assessment of rock cutting performance 
and rock properties. J S Afr Inst Min Metall 103(9):589–599

Diao H (2013) Rock mechanical properties and brittleness evaluation 
of shale reservoir. Acta Petrol Sin 29(9):3300–3306

Dong S, Tao W (2008) Test on elastic anisotropic coefficients of gas 
coal. Chin J Geophys 51(3):671–677

Dong S, Wu H, Li D, Huang Y (2016) Experimental study of ultra-
sonic velocity and anisotropy in coal samples. J Seism Explor 
25(2):131–146

Fu X, Qin Y, Wei Z (2007) Coal-bed methane geology. China Univer-
sity of Mining and Technology Press, Beijing

Guo Z, Li X, Liu C, Feng X, Ye S (2013) A shale rock physics model 
for analysis of brittleness index, mineralogy and porosity in the 
Barnett Shale. J Geophys Eng 10(2):1–10

Honda H, Sanada Y (1956) Hardness of coal. Fuel 35:451
Huang X, Huang J, Li Z, Yang Q, Sun Q, Cui W (2015) Brittleness 

index and seismic rock physics model for anisotropic tight-oil 
sandstone reservoirs. Appl Geophys 12(1):11–22

Hucka V, Das B (1974) Brittleness determination of rocks by dif-
ferent methods. Int J Rock Mech Min Sci Geomech Abstr 
11(10):389–392

Liu B, Xi D, Ge N, Wang B, Kern H, Popp T (2002) Anisotropy of 
Poisson’s ratio in Rock Samples at Different Confining Pressures. 
Chin J Geophys 45(6):880–890

Morcote A, Mavko G, Prasad M (2010) Dynamic elastic properties of 
coal. Geophysics 75(6):E227–E234

Peng S, Gao Y, Yang R, Chen H, Chen X (2005) Theory of applica-
tion of AVO for detection of coalbed methane - A case from the 
Huainan coalfield. Chin J Geophys 48(6):1475–1486

Peng S, Chen H, Yang R, Gao Y, Chen X (2006) Factors facilitating 
or limiting the use of AVO for coal-bed methane. Geophysics 
71(4):C49–C56

Qian K, He Z, Chen Y, Liu X, Li X (2017) Prediction of brittleness 
based on anisotropic rock physics model for kerogen-rich shale. 
Appl Geophys 14(4):463–480

Quinn J, Quinn G (1997) Indentation brittleness of ceramics: a fresh 
approach. J Mater Sci 32(16):4331–4346

Ramos A (1997) 3-D AVO analysis and modeling applied to frac-
ture detection in coalbed methane reservoirs. Geophysics 
62(6):1683–1695



797Acta Geophysica (2019) 67:789–797 

1 3

Rickman R, Mullen M, Petre J, Grieser B, Kundert D (2008) A practi-
cal use of shale petrophysics for stimulation design optimization: 
all shale plays are not clones of the barnett shale. SPE Techni-
cal Conference and Exhibition. Society of Petroleum Engineers: 
115258

Ulusay R (2015) The ISRM suggested methods for rock characteriza-
tion, testing and monitoring: 2007–2014. Springer, Berlin

Wang Y, Xu X (2012) Characteristics of P-wave and S-wave velocities 
and their relationships with density of six metamorphic kinds of 
coals. Chin J Geophys 55(11):3754–3761

Wu H, Dong S, Li D, Huang P, Qi X (2015) Experimental study on 
dynamic elastic parameters of coal samples. Int J Min Sci Technol 
25(3):447–452

Yu G, Vozoff K, Durney D (1991) Effects of confining pressure and 
water saturation on ultrasonic compressional wave velocities in 
coals. Int J Rock Mech Min Sci Geomech Abstr 28(6):515–522

Yu G, Vozoff K, Durney D (1993) The influence of confining pres-
sure and water saturation on dynamic elastic properties of some 
Permian coals. Geophysics 58(1):30–38

Yuan J, Deng J, Zhang D, Li D, Yan W, Chen C, Cheng L, Chen Z 
(2013) Fracability evaluation of shale-gas reservoirs. Acta Petrol 
Sin 34(3):523–527

Zhou F (2012) Experiment of influence of fractures on coal/rock acous-
tic velocities: with carboniferous seams of Qinshui basin as exam-
ple. Coal Geol Explor 40(2):71–74



Vol.:(0123456789)1 3

Acta Geophysica (2019) 67:799–811 
https://doi.org/10.1007/s11600-019-00294-2

RESEARCH ARTICLE - APPLIED GEOPHYSICS

Frequency‑dependent energy attenuation and velocity dispersion 
in periodic layered media

Heng Zhang1 · Fanchang Zhang1 · Yawei Lu1

Received: 15 November 2018 / Accepted: 22 April 2019 / Published online: 2 May 2019 
© Institute of Geophysics, Polish Academy of Sciences & Polish Academy of Sciences 2019

Abstract
According to Brajanovski periodic layered model, a fractural medium can be equivalent to layered media with periodic 
distribution of fractural layers and background layers, but the analytical solution given by Brajanovski can only interpret 
the dispersion and attenuation effects of single characteristic unit model. In order to study the dispersion and attenuation 
features of multiple characteristic units, forward modeling methods are needed. Based on the theory of two-phase medium, 
Biot deduced the propagation equation of longitudinal waves in fluid-saturated porous media. However, there are two 
problems in the forward modeling using time-domain equation. One is the influences of boundary reflection, and the other 
is the introduction of cumulative error. For convenience, time-domain equation is rewritten in the frequency domain, thus 
constructing a one-dimensional rock physics model. Then, forward method is used to study the dispersion and attenuation 
features of fluid-saturated medium. Numerical simulation results are found to be in good agreement with the analytical 
solution. Furthermore, the frequency-domain forward method can analyze the velocity dispersion and energy attenuation of 
longitudinal waves in any multilayered fracture medium. By analyzing those numerical simulation results, it can be obtained 
that, as the length of characteristic unit increases or the number of characteristic unit decreases, both the starting frequency 
of dispersion and the peak frequency of attenuation shift to low, whatever the attenuation peaks are equal. In addition, the 
effects of porosity, permeability and fluid saturation on energy attenuation and velocity dispersion are also studied. Finally, 
the stress field and displacement field distributions of fluid-saturated fractural medium are given by the frequency-domain 
forward modeling method.

Keywords Attenuation · Dispersion · Fractural medium · Frequency-domain forward modeling

Introduction

In recent years, natural fractured reservoirs have attracted 
the interest of geophysicists in the fields of petroleum explo-
ration and development. In many cases, natural fractures 
control the permeability of the reservoir, so the ability to 
find and characterize natural fracture areas of the reservoir 
is a major challenge for seismic exploration.

When discussing the seismic response of fluid-saturated 
porous media, the most commonly used theory is Biot’s 
(1939, 1941, 1956a, b, 1962) two-phase medium theory, 
which divides fluid-saturated porous media into solid frame 
and porous fluids, respectively. Biot two-phase medium the-
ory is the beginning of research on fluid-saturated porous 
media. The theory predicts the longitudinal wave velocity 
in fluid-saturated medium under the condition that the dry 
rock skeleton and fluid properties are known. The energy 
loss between the crest and trough of a longitudinal wave is 
called “Biot loss.” However, the loss of fluid in the macro-
scopic background is much less than the loss in the seismic 
band (Pride et al. 2004). Mavko and Nur (1979) proposed a 
microscopic mechanism to explain the seismic wave attenu-
ation of porous media. When seismic wave causes particle-
scale background rupture, microcrack will generate larger 
fluid pressure than the pore space and then cause fluid to flow 
from microcrack into pore, called the “squirt flow.” Dvorkin 
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et al. (1994) proposed a squirt flow model for fluid-saturated 
rocks and combined it with Biot theory to obtain Biot/squirt 
(BISQ) theory. Ba and Zhao (2016) developed a new dual-
porosity medium based on squirt flow theory and proposed 
a new boundary to predict the longitudinal wave velocity of 
saturated dense rock. Although the squirt flow theory can 
fully explain and calculate the attenuation at ultrasonic fre-
quencies, it fails to explain the attenuation produced in the 
seismic band. In recent years, Rubino et al. (2009) and Ba 
et al. (2012) have strongly proved that the most important rea-
son for the dispersion and attenuation of longitudinal waves 
in the seismic frequency band is that the waves induced 
fluid flow (WIFF) in the mesoscopic scale. Dvorkin (2014) 
and Shen et al. (2018) study the mechanism for attenuation 
in the seismic frequency band and establish the relationship 
between velocity and formation absorption parameters.

The mechanism of attenuation and dispersion due to the 
presence of fluid in rock pore space is broadly called WIFF. 
Elastic wave creates pressure gradient in the fluid phase that 
causes the fluid to flow until fluid pressure reaches equilib-
rium under the action of internal friction. Because of the 
effect of WIFF, elastic parameters of the medium exhibit 
frequency-dependent features and then cause velocity dis-
persion and energy attenuation when elastic waves propa-
gate in the subsurface medium, especially in oil and gas 
reservoirs. Gassmann–Biot theory (Gassmann 1951; Biot 
1956a) gives the expression of the bulk modulus of fluid-sat-
urated rock in an isotropic medium at low frequencies, and 
the theory becomes a very classic model for fluid replace-
ment, but it only applied to isotropic media. For anisotropic 
background media with cracks, fractures, etc., Brown and 
Korringa (1975) derived an effective elastic modulus for-
mula for anisotropic rock skeletons and fluid-saturated rocks. 
This model is equally applicable to low-frequency condi-
tions and does not work well under laboratory ultrasonic 
conditions. White et al. (1975) first proposed a periodic 
layered patchy saturated model with the interlaced super-
position of water and gas layers on the premise that the 
mesoscopic scale was attenuated by WIFF, and described 
the longitudinal wave dispersion and attenuation. Hudson 
et al. (1996) and Chapman (2003) developed a theoretical 
model of attenuation and dispersion due to wave-induced 
flow between cracks and pores; this model is developed for 
sparse penny-shaped cracks in porous matrices. Chapman 
(2002, 2003) proposed a medium model with aligned frac-
tures under isotropic media conditions. Galvin and Gurevich 
(2003) and Brajanovski et al. (2005) calculated the stiff-
ness matrix of porous media with aligned planar fractures 
and then calculated the attenuation and dispersion of fast 
longitudinal waves. Galvin and Gurevich (2009) proposed 
a complex pore space model composed of penny-shaped 
cracks and rigid pores and gave an expression for calculat-
ing the modulus of the model. A more general approach to 

modeling fractural porous media is based on Biot’s theory 
of porous elasticity. In the context of Biot’s theory, fractures 
can be thought of as heterogeneous formations with high 
compliance. Based on this assumption, a model of fractural 
medium can be constructed and then applied to study the 
wave propagation in non-uniform porous media.

In this paper, we only study the elastic wave response 
of a one-dimensional model. The characteristic units are 
stacked vertically with no horizontal heterogeneity. Accord-
ing to the Brajanovski periodic layered model, the fractural 
porous medium is equivalent to a layered medium in which 
the fracture layer and the background layer are periodically 
distributed. Combined with Gurevich et al. the periodically 
distributed fracture layer is regarded as a layer with high com-
pliance and high porosity embedded in background porous 
medium, and an equivalent model of fractural porous medium 
is obtained. Then based on the Biot pore elasticity equation, 
we use the finite difference algorithm to carry out the forward 
modeling, to study the elastic characteristics of the porous 
media with plane fractures and to analyze the energy attenu-
ation and velocity dispersion characteristics of the fast lon-
gitudinal waves. In addition, we examine the effects of three 
important parameters of porosity, permeability and fluid satu-
ration on energy attenuation and velocity dispersion.

Elastic wave response with planar fracture 
medium

The main reason for the attenuation of elastic waves in fluid-
saturated rocks is the WIFF. When elastic waves propagate 
in a fluid-saturated porous medium, a local pressure gradient 
is formed in the fluid phase, causing liquid flow and cor-
responding viscous friction until the pore pressure reaches 
equilibrium (Müller et al. 2010). When a simple harmonic 
wave propagates in a fluid-saturated porous medium, a part 
of the rock is compressed and the other part is expanded. 
High pore pressure is generated in the compression zone, 
and the pore fluid will flow from high pore pressure to low 
pressure, so that the relative flow of the fluid will cause 
energy loss. In other words, during the propagation of the 
wave, dispersion and attenuation occur due to the influence 
of WIFF.

According to the Brajanovski periodic layered model, 
the fractured porous medium can be equivalent to a layered 
medium with periodic distribution of the fracture layer and 
the background layer. Gurevich et al. assume that the fracture 
in the periodic layered medium is a thin layer with high com-
pliance and high porosity. Thus, the fractural porous medium 
is equivalent to the model shown in Fig. 1 (White et al. 1975; 
Galvin and Gurevich 2003), where h represents the thickness 
of one characteristic unit, h1 represents the thickness of the 
background porous medium, and h2 represents the thickness 
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Fig. 1  Equivalent model of frac-
tured porous media (Galvin and 
Gurevich 2003)

of the equivalent fracture layer; they are stacked together to 
form a single characteristic unit. The compressive forces 
cause fluid flow from the softer layer into the stiffer layer 
during wave propagation on the rock, which creates a pres-
sure gradient between the layers and causes attenuation and 
dispersion. We will use this model to study the elastic wave 
response of fractural porous media at mesoscopic scale.

Assume that the symmetry axis of the medium is parallel 
to the z-axis; the layer is infinitely extended in the xoy plane. 
When the porous rock is dry or gas saturation, the stiffness 
matrix is as follows:

(1)�
dry =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

(1−2⟨�⟩)2
⟨1∕ L⟩ + 4⟨�⟩ − 4⟨��⟩ (1−2⟨�⟩)2

⟨1∕ L⟩ + 2⟨�⟩ − 4⟨��⟩ 1−2⟨�⟩
⟨1∕ L⟩ 0 0 0

(1−2⟨�⟩)2
⟨1∕ L⟩ + 2⟨�⟩ − 4⟨��⟩ (1−2⟨�⟩)2

⟨1∕ L⟩ + 4⟨�⟩ − 4⟨��⟩ 1−2⟨�⟩
⟨1∕ L⟩ 0 0 0

1−2⟨�⟩
⟨1∕ L⟩

1−2⟨�⟩
⟨1∕ L⟩

1

⟨1∕ L⟩ 0 0 0

0 0 0
1
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1

⟨1∕�⟩ 0
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

In Eq.  (1),  the brackets ⟨⋅⟩ mean the thick-
ness weighted average of the property, that is, 
⟨q⟩ = qchc + qbhb = (1 − hb)qc + qbhb , where hb and hc 
denote the thickness fraction of background layer and 
fracture layer, respectively. � are the square of the shear 
wave velocity to the longitudinal wave velocity ration, 
L = � + 2� = K + 4�∕3 is the equivalent P-wave modulus, 
� and � are the Lame parameters, and K is bulk modulus.

Inversion of stiffness matrix �dry yields the compliance 
matrix �dry = (�dry)−1:

(2)�
dry =
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When the thickness of the fracture layer is infinite, that 
is, hc → 0 , there is �c, Lc → 0 , and ⟨�⟩ → �b , ⟨�⟩ → �b , ⟨
1

�

⟩
→

1

�b

+ lim
hc→0

hc

�c

 , 
⟨

1

L

⟩
→

1

Lb
+ lim

hc→0

hc

Lc
 , ⟨��⟩ → �b�b . �b 

and �c are the shear modulus of background and fracture 
layers, respectively. Lb and Lc are the P-wave modulus of 
background and fracture layers, respectively. Substitution of 
these results into Eq. (2) yields the compliance matrix of the 
dry fractured porous medium:

In Eq. (3) Eb = �b(3 − 4�b)∕ (1 − �b) denotes the dynamic 
Young’s modulus of background porous layer and 
�b = 1 − 2�b∕[2(1 − �b)] denotes the dynamic Poisson’s ratio 
of background porous layer. Matrices �dry

b
 and �dryc  are the 

compliance matrices caused by the dry background and dry 
fracture layers, respectively. Equation (3) is consistent with 
the equation for the compliance matrix of a fractural medium 
as given by linear slip deformation theory (Schoenberg and 
Douma 1988; Schoenberg and Sayers 2012).

Assuming the shear modulus �c and longitudinal modulus 
Kc + 4�c∕3 are

(hc) as hc → 0 , and defining

where ZN and ZT are called excess normal and tangential 
compliances, respectively, Fang et al. (2013) demonstrate 
the relations between ZN , ZT and fractures infill material 
properties. These results also verify the correct rationality 
of the assumption that the fracture layer is a thin layer with 
high compliance and high porosity.

However, when the pore space is saturated with fluid, 
the rock exhibits frequency-dependent velocity dispersion 
and attenuation due to the effect of WIFF between pores 
and fractures. Elastic waves in such a periodically layered 
and porous medium with periodic and segmental constant 
coefficients can be described by the Biot’s equation of poroe-
lasticity (Biot 1962).

The fluid-saturated P-wave modulus of layer is given by 
Gassmann’s equation
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In Eq. (5), � = 1 − Kdry

/
Kg denotes Biot–Wills parameter 

and 1
/
M = (� − �)

/
Kg + �∕Kf denotes the bulk modulus 

of pore space.
White et al. (1975) and Norris (1993) showed that for 

frequencies much smaller than the Biot’s characteristic 
frequency �B = ��∕��f and also much smaller than the 
resonant frequency of the layering �R = Vp

/
H , the P-wave 

modulus csat
33

 of a periodic lamellar porous medium com-
posed of alternating fracture layers and background layers 
in fluid saturation can be expressed as:

In Eq. (6) � is circular frequency, � is the viscosity of the 
pore fluid.

H denotes the thickness of a characteristic unit, and hb 
and hc are the thickness fraction of background layer and 
fracture layer, respectively. �b and �c are the permeability of 
the background layer and fracture layer, respectively. Sub-
script b indicates the elastic parameters of the background 
layer, and subscript c indicates the elastic parameters of 
fracture layer.

After obtaining the equivalent longitudinal wave modu-
lus of the fluid-saturated medium in the vertical direction, 
the velocity dispersion and energy attenuation perpendicu-
lar to the layered medium can be obtained by the following 
Eq. (7).

In Eq. (7) � = hb[�b�f + (1 − �b)�g] + hc[�c�f + (1 − �c)�g] 
denotes the density of the rock. �b and �c are the density 
of the background and fracture layers, respectively. �b and 
�c are the porosity of the background and fracture layers, 
respectively.

One‑dimensional frequency‑domain 
forward method

The analytical solution given in the previous section can 
only describe the attenuation and dispersion features of 
a single characteristic unit. In order to study the seismic 
response of multiple characteristic units, we will use the 
numerical simulation method of finite difference forward 
modeling based on Biot theory. Under the assumption of 
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linear elasticity and isotropic medium, Biot gives the equa-
tion that P-waves satisfy in fluid-saturated porous media:

where f  and g are the body forces and fluid forces acting 
on the porous medium, respectively. � is stress, p is fluid 
pressure, � are solid displacement matrix; � is Biot–Wills 
coefficient, M is the bulk modulus of pore space, � is perme-
ability, and � is fluid viscosity.

To simplify the research, we just consider a P-wave prop-
agating in the z-direction, assuming that the body forces and 
fluid forces are vanishing, Eq. (8) can be simplified as:

where � and � are the Lame parameters. In order to per-
form the forward modeling, the differential processing of 
the above formula is as follows:

where U is the solid-phase displacement, P is the fluid pres-
sure, superscript indicates different nodes, and subscripts 
indicate different moments. Δt is time step, and Δz is space 
grid step size. In order to ensure the stability of the differ-
ential forward, it is required that within a time step Δt , the 
wavelength does not pass more than one grid step Δz (Yang 
et al. 2003).

Equation (10) can be used to calculate the fluid pres-
sure and solid displacement field distribution at any time 
when the wave propagates in a two-phase medium. If we 
want to obtain the velocity dispersion and attenuation of 
the medium, the absorbing boundary condition needs to be 
added. However, the forward modeling in the time domain 
needs to consider whether the boundary reflection is com-
pletely absorbed, and it is also possible that the iterative 
operation produces a large cumulative error, which has 
a great influence on the result. So we consider using the 
frequency-domain forward modeling method to study the 
elastic wave response in two-phase media.
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Under the assumption that the stress divergence of the 
porous medium is zero, the one-dimensional form of the 
quasi-static Biot equation of linear consolidation coupling 
in the frequency-space domain is:

where �zz is the strain of the solid frame, P is the fluid pres-
sure, Us is the displacement of the solid, Uf is the displace-
ment of fluid relative to solid, and Kdry and �dry are the bulk 
modulus and shear modulus of the solid frame, respectively. 
� is Biot–Wills parameter, M is the bulk modulus of pore 
space, � is circular frequency, � is permeability, and � is the 
viscosity of pore fluid.

Using the Taylor series expansion to expand Eq. (11) 
into the frequency-domain difference format, we obtain the 
following:

where i is the i th grid point.
When numerical simulation is performed using Eq. (12), 

it is necessary to apply an external force at the upper and 
lower interfaces to simulate the role of simple harmonics 
wave. In addition, in order to ensure the closed condition 
of the petrophysical model, the fluid displacement of the 
upper and lower boundaries is zero. So the boundary condi-
tions are:

where �upperzz  and � lower
zz

 are the stress of the upper interface 
and lower interface, respectively. Uupper

f
 and Ulower

f
 are the 

relative displacement of fluid at the upper and lower inter-
faces (Wu and Wu 2018), respectively.

Using the frequency-domain difference format Eq. (12), 
combined with the boundary condition Eq. (13), the finite 
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difference numerical simulation method can be used to 
obtain the solid displacement value Us at any point in the 
model medium. In the case of a known solid displacement 
field distribution, the overall strain of the model medium can 
be determined to satisfy:

where Uupper
s  and Ulower

s
 are the solid displacement of the 

upper interface and lower interface, respectively.
When the medium is subjected to an external force p0 , the 

medium generates a bulk strain e , their ratio is the equivalent 
plane wave modulus E of the medium.

(14)e =
Ulower

s
− U

upper
s

L

(15)E =
p0

e

Because of the effect of WIFF, the modulus is frequency 
dependent, E(�) , and then velocity dispersion and energy 
attenuation satisfy:

where Re( ) and Im( ) are the real and imaginary parts of the 
plural, respectively.

� is the density satisfying:

where hb , �b and �b are the thickness fraction, density and 
porosity of the background layer, respectively. hc , �c and �c 
are the thickness fraction, density and porosity of the frac-
ture layer, respectively.

Numerical simulation

It is assumed that the fluid-saturated horizontal layered is 
periodically arranged alternately, and the lateral is infinitely 
extended. In order to study the elastic wave response of lay-
ered porous media with planar fractures, firstly, we compare 
the agreement between the white analytical solution and the 
frequency-domain forward modeling to verify the correct-
ness and rationality of frequency-domain forward modeling, 
and then we change the parameters such as the number of 

(16)
VP(�) =

√
Re[E(�)]∕�

Q−1(�) = Im[E(�)]∕Re[E(�)]

(17)
� = hb[�g ⋅ (1 − �b) + �f ⋅ �b] + hc[�g ⋅ (1 − �c) + �f ⋅ �c]

Fig. 2  Sketch of the model

Table 1  Porous media 
parameter

Skeleton parameter Fluid parameter Fracture layer parameter Background layer parameter

Kg = 33.4Gpa Kf = 2.2Gpa Kdry = 0.6Gpa Kdry = 6Gpa

�g = 22Gpa �f = 1000 kg/m3 �dry = 0.3Gpa �dry = 5Gpa

�g = 2650 kg/m3 � = 1 × 10−3 pa s �c = 0.8 �b = 0.2

kc = 5 × 10−10 m2
kb = 3 × 10−13 m2

(a) (b)

Fig. 3  P-wave velocity dispersion (a) and energy attenuation (b)
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characteristic units, fracture thickness, fluid saturation, back-
ground porosity and permeability, to analyze the variation 
of the elastic wave response and compare with the previous 
research results to confirm the correctness of the research 
results (Galvin and Gurevich 2003; Brajanovski et al. 2005; 
Galvin and Gurevich 2009; Wu and Wu 2018).

Suppose the model contains only one characteristic unit 
and the thickness of the fracture layer is 0.1L; the sketch 
of the model is shown in Fig. 2. In Fig. 2, p0 is an external 
force applied to the upper and lower interfaces. From top 
to bottom, there are fracture layer with thickness of 0.05L, 
background layer with thickness of 0.9L, and fracture layer 
with thickness of 0.05L; these three parts form a single char-
acteristic unit.

Correctness, accuracy and computational efficiency 
of frequency‑domain forward modeling

Firstly, we will verify the correctness of the frequency-
domain forward method. Depending on the model in Fig. 2 
and pore medium parameters in Table  1, the velocity 

dispersion and energy attenuation of Brajanovski layered 
medium with planar fractures are studied by analytical solu-
tion expression and frequency-domain numerical simulation. 
Their results are shown in Figs. 3 and 4.

Figure 3 and 4 shows the P-wave velocity dispersion and 
energy attenuation, the solid line represents the Brajanovski 
analytical solution, and the dotted line denotes the result 
of numerical simulation. The black curve, the blue curve 
and the red curve correspond to the characteristic unit thick-
nesses of 0.2 m, 0.4 m and 0.6 m, respectively. In Fig. 3, the 
model is divided into 400 grid points in the vertical direc-
tion for numerical simulation, and we can see the results of 
numerical simulation are in poor agreement with the ana-
lytical solution, especially in the low-frequency region. We 
deduce the reason for this error may be because the grid step 
size is too large. So we split the model into 900 grid points 
and the obtained results are shown in Fig. 4; the numerical 
simulation results are consistent with the analytical solu-
tion results. By comparing Fig. 3 with Fig. 4, we can con-
clude that when the grid points are small, it may cause the 
forward to produce dispersion phenomenon. Appropriately 

(a) (b)

Fig. 4  P-wave velocity dispersion (a) and energy attenuation (b)

(a) (b)

Fig. 5  Calculation accuracy (a) and efficiency (b) of finite difference forward modeling
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increasing the number of gridding points can effectively 
weaken the dispersion phenomenon and reduce the error 
between the numerical simulation results and the analytical 
solution.

The relationship between accuracy and efficiency of dif-
ferential forward modeling and the number of grid points 
is analyzed. Assuming that the model length is 0.2 m and 
contains only one characteristic unit, the model parameters 
used in the numerical simulation are shown in Table 1. The 
result is presented in Fig. 5.

It can be observed in Fig. 5 that, as the number of grid 
points increases, the error between numerical simulation 
and analytical solution decreases rapidly. When the num-
ber of grid points is greater than 800, the longitudinal wave 
velocity error is not more than 5 m/s. When the number 
of grid points is further increased, the velocity error does 
not decrease significantly, and the time spent on numerical 
simulation increases rapidly. In summary, we believe that 
when the number of grid points is between 800 and 1000, 
the calculation accuracy and efficiency can be satisfied. So 
in later studies, the model was divided into 800 grid points 
in the vertical direction.

Influence of the length and number of characteristic 
units and thickness of fracture layer on elastic wave 
response

Firstly, we analyze the velocity dispersion and energy attenu-
ation corresponding to different lengths of the characteristic 
unit. From the left of Fig. 4, we can see that as the length of 
the characteristic unit increases, the starting frequency of the 
velocity dispersion decreases, but the velocity corresponding 
to the low-frequency limit and the high-frequency limit does 
not vary. As can be seen on the right of Fig. 4, the attenua-
tion peak remains unchanged, but the peak frequency shifts 
toward low frequency as the length of the characteristic unit 
increases. 

Then, we analyze velocity dispersion and energy attenua-
tion corresponding to multiple characteristic units. Assume 
that the total thickness of the medium is constant, divided it 
into different numbers of characteristic units, and the frac-
ture thickness fraction in each characteristic unit is 10%. The 
model media with different numbers of characteristic units 
are forwarded separately to study the attenuation and dis-
persion features of the porous media with planar fractures.

As shown in Fig. 6, the model is divided into one, two 
and three characteristic units for forward modeling, and the 
corresponding elastic wave response is shown in Fig. 7. It 
can be seen from Fig. 7a that as the number of characteris-
tic unit increases, the low-frequency limit velocity does not 
change, but the high-frequency limit velocity decreases, and 
the dispersion start frequency shifts to high-frequency direc-
tion. In Fig. 7b, the energy attenuation peaks have the same 
magnitude, but the frequency corresponding to the attenu-
ation peak shifts toward high-frequency direction as the 
number of characteristic unit increases. This is because as 
the number of characteristic unit increases, the thickness of 
the single characteristic unit and the thickness of the fracture 

Fig. 6  Media model with different characteristic units

(a) (b)

Fig. 7  Velocity dispersion (a) and attenuation (b) corresponding to the number of different feature units
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layer decrease, causing the initial frequency of the velocity 
dispersion and energy attenuation to move to high frequency.

Further study is carried out when the thickness of the 
medium L = 0.4m remains unchanged, the variation fea-
tures of velocity dispersion and energy attenuation when 
the thickness of fracture layer is changed. Assuming that the 
media contains only one characteristic unit, the thickness 
of fracture layer accounts for 0.01, 0.02, 0.05 and 0.1 of 
the total thickness of the medium, respectively. The forward 
result is shown in Fig. 8. It can be seen from the curve shown 
in Fig. 8a that as the thickness of fracture layer increases, the 
medium velocity decreases overall and the velocity disper-
sion is more severe in the seismic band. In Fig. 8b, the atten-
uation peak becomes larger and the peak frequency shifts 
toward low frequency. The reason for the velocity decrease 
is that the compliance of the medium increases due to the 
increase in the soft layer volume fraction, and the equivalent 
plane wave modulus of the medium decreases. At the same 
time, the increase in the fracture layer thickness leads to an 
increase in the overall porosity of the medium, so that the 

relative flow of the fluid is more likely to occur, thereby 
generating a stronger energy attenuation.

Influence of porosity, permeability and gas 
saturation on elastic wave response

Keep the porosity of fracture layer unchanged, and study 
the attenuation and dispersion features of porous medium 
when the porosity of the background layer changes. Assum-
ing that the medium is a single feature unit, background layer 
porosity is 0.05, 0.10, 0.15 and 0.20, respectively. It can be 
observed in Fig. 9 that as the porosity of background layer 
increases, the wave velocity decreases as a whole, and the 
dispersion degree first increases and then slowly decreases. 
Attenuation peak increases first and then decreases, and the 
peak frequency gradually shifts to low frequency. At low 
frequencies, the fluid pressure of the medium can reach equi-
librium in half a wave period, but it cannot reach equilibrium 
at high frequencies. However, as the porosity of background 
layer increases, the difficulty of the internal pressure of the 

(a) (b)

Fig. 8  Velocity dispersion (a) and attenuation (b) for different crack thicknesses

(a) (b)

Fig. 9  Velocity dispersion (a) and attenuation (b) of porosity in different background layers
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medium reaching equilibrium is gradually reduced. Espe-
cially at high frequencies, due to the increase in porosity, 
the fluid still has a certain flow capacity at high frequencies, 
which reduces the high-frequency limit of bulk modulus, 
resulting in a decrease in the high-frequency velocity, caus-
ing the energy attenuation to increase first and then slowly 
decrease.

The effect of changing background layer permeabil-
ity on the velocity dispersion and energy attenuation is 
studied when the fracture layer permeability remains 
( kc = 5 × 10−10 m2 ) unchanged. Assuming that the medium 
contains one characteristic unit, the permeability of back-
ground layer is 1 × 10−12 m2 , 1 × 10−13 m2 , 1 × 10−14 m2 and 
1 × 10−15 m2 , respectively. It can be seen from the curve 
shown in Fig. 10 that as the permeability of the background 
layer increases, the low-frequency velocity of the medium 
remains substantially unchanged, the high-frequency veloc-
ity decreases, and the initial frequency of the velocity disper-
sion shifts toward high-frequency direction. Energy attenu-
ation peak remains substantially unchanged, and the peak 
frequency shifts to high frequency. We can deduce that the 

greater the difference in permeability between the back-
ground layer and the fracture layer, the lower the starting 
frequency of velocity dispersion and the peak frequency of 
energy attenuation.

We also study the elastic wave response when the fluid 
saturation in porous medium is different, assuming that the 
pores are filled with two fluids, gas and water. The saturation 
of water is sa , the saturation of the gas is sb , and sa + sb = 1 
is established. The water saturation used for the forward 
performance is 0.2, 0.5, 0.8 and 1.0, respectively. It can be 
seen from Fig. 11 that as the water saturation increases, the 
velocity of the low-frequency limit and high-frequency limit 
increases, but the shape of the velocity dispersion curve is 
basically maintained constant. The energy attenuation peak 
is slightly increased, and the corresponding peak frequency 
shifts slightly to high-frequency direction, which is consistent 
with the conclusions obtained by the predecessors (Masson 
and Pride 2010; Zhang and He 2015). We believe that this 
phenomenon is caused by an increase in water saturation, 
which increases the equivalent P-wave modulus, resulting in 
an increase in velocity. And the increase in water saturation 

(a) (b)

Fig. 10  Velocity dispersion (a) and attenuation (b) at different background layer permeabilities

(a) (b)

Fig. 11  Velocity dispersion (a) and attenuation (b) for different fluid saturations
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means a decrease in gas saturation. Since water is more diffi-
cult to compress than gas, when the water saturation increases, 
the resistance of the elastic wave propagating in the medium 
also increases, resulting in an increase in the attenuation peak.

In addition, we can use forward modeling to simulate 
the force field and displacement field distribution in layered 
media. Assume that the model length is 0.2 m, the model 
extends wirelessly in the horizontal direction, which con-
tains only one characteristic unit, the proportion of fracture 
layer is 10% of the total thickness, and elastic parameters of 
the medium are shown in Table 1. The model is divided into 
800 grid points in the vertical direction for numerical simu-
lation, and a constant force is applied to the upper and lower 
interfaces of the model. The distribution of the force field 
and the displacement field inside the model can be obtained 
as shown in Fig. 12.

It can be seen from Fig. 12a that the solid stress is uniform 
and independent of frequency, satisfying the assumption that 
the stress divergence of the porous medium is zero as previ-
ously mentioned. And in Fig. 12b the fluid pressure in the 
fracture layer and background layer is about 2.7 × 10−4 pa at 
low frequencies, but the fluid pressure in the fracture layer 
increases at high frequencies, while the fluid pressure in the 
background pores is reduced. In Fig. 12c, the solid displace-
ment is sensitive to the combination of characteristic unit, 
because the fracture has high compliance and is easy to be 
compressed, so the solid-phase displacement of the fracture 
layer is large, while the displacement of the background porous 
medium is small. In Fig. 12d, the fluid displacements at the 
upper and lower boundaries of the model are zero, and near the 
fracture layer are obviously larger than the background layer at 

low frequencies, but at high frequencies the fluid displacement 
is zero. The reason for fluid pressure and fluid displacement is 
frequency dependent is that fluid movement is hindered at high 
frequencies, resulting in fracture layer is subjected to more 
external forces as a highly compliant layer.

It is worth mentioning that the model used in all numeri-
cal simulations is that the fracture layer is distributed at the 
top and bottom, and the external force acts directly on it. 
When we change the combination of the characteristic units, 
the fracture layer is embedded in the background porous 
medium. At this time, the top and bottom of the model is 
the background porous medium, and then loading stresses 
at the boundaries of the model to study the elastic wave 
response. From the results of velocity dispersion and energy 
attenuation of different characteristic units, under the same 
fracture volume fraction, the elastic wave energy attenuation 
and velocity dispersion curves of the characteristic unit mod-
els with different combinations are also different. However, 
it is worth noting that the high- and low-frequency limits 
of different feature unit velocities are consistent and that 
the energy attenuation is on the order of magnitude. At the 
same time, the curve change features caused by the change 
of elastic parameters are consistent. The corresponding fig-
ure is not included for brevity.

Discussion

The numerical simulation method in this paper can obtain 
high-precision results for the frequency-domain seismic 
wave attenuation and dispersion of the one-dimensional 

Fig. 12  Force field and dis-
placement field distribution in a 
model under constant pressure: 
(a) the stress on the solid skel-
eton, (b) the force of the pore 
fluid, (c) the displacement of the 
solid skeleton under the external 
force and (d) the fluid displace-
ment under pressure
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model, but the theory is not applicable when the model 
is transverse anisotropy or even more complex. From the 
results of numerical simulation, we can infer that when the 
fluid-saturated reservoir contains a certain amount of gas, 
the seismic wave attenuation is relatively large, indicating 
the potential value of using the seismic wave attenuation for 
oil and gas prediction. In addition, the attenuation coefficient 
of the low-frequency band is linear with the frequency in 
the logarithmic coordinate system and thus can be used as a 
constraint condition for the inversion coefficient parameter 
Q. And it can qualitatively explain the high-frequency dis-
persion and high attenuation in the actual rock of the seismic 
frequency band.

Conclusion

The dispersion property of periodically layered medium 
with planar fracture is characterized by the finite differ-
ence forward method in frequency domain. By increasing 
the number of differential meshes, the natural dispersion 
of differential algorithm can be effectively weakened, and 
the frequency-domain forward results agreed with the Bra-
janovski analytical solution, which verified the correctness 
of frequency-domain differential forward method. It pro-
vides an accurate and reasonable method for studying the 
elastic wave response of Brajanovski layered media with 
planar fractures.

The dispersion and attenuation of fluid-saturated medium 
with different porosities, permeabilities and fluid saturations 
are analyzed. The results show that the thicker the fractural 
layer, the more easily the velocity dispersion occurs, and the 
larger the attenuation peak, the lower the peak frequency. 
As the porosity increases, the frequency of dispersion shifts 
to low frequency, the attenuation peak increases first and 
then decreases, and the peak frequency gradually moves to 
the low-frequency direction. As the permeability increases, 
the high-frequency velocity decreases slightly, the starting 
frequency of dispersion moves toward high-frequency direc-
tion, and the peak of attenuation is nearly the same, while 
the peak frequency moves to the high-frequency direction. 
As the water saturation increases, the velocity increases as a 
whole, the degree of dispersion increases, the peak of energy 
attenuation increases, and the peak frequency increases 
slightly.

For the horizontally layered medium with high-angle 
fracture, the corresponding dispersion and attenuation prop-
erties such as HTI media need to be further studied.
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Abstract
Noise interference, especially from human noise, seriously affects the quality of magnetotelluric (MT) data. Strong human 
noise distorts the apparent resistivity curve, known as the near-source effect, causing poor reliability of MT data inversion. 
Based on analyzing the frequency characteristics of human noise resulting from the surrounding environment, a new wavelet-
based denoising method is proposed for both synthetic and real MT data in this paper. The new technique combines multi-
resolution analysis with a wavelet threshold algorithm based on Bayes estimation and has a remarkable effect on denoising 
at all band frequencies. The multi-resolution analysis method was employed to reduce long-period noise, and a wavelet 
threshold algorithm was used to eliminate strong high-frequency noise. In this research, the improved algorithm was assessed 
via simulated experiments and field measurements with regard to the reduction in human noises. This study demonstrates 
that the new denoising technique can increase the signal-to-noise ratio by at least 112% and provides an extensive analysis 
method for mineral resource exploration.

Keywords Combined Denoising Method · Wavelet Transforms · Magnetotellurics · Apparent Resistivity

Introduction

The main research focus of the magnetotelluric (MT) sound-
ing method is natural electromagnetic fields. However, MT 
data are rarely clean, and the signals are characterized by 
wide and weak bands that are often heavily contaminated 
by human noise from different sources (e.g., moving vehi-
cles, power grids, and electrical equipment) (Goubau et al. 
1978; Cooper 2014). However, noise makes it difficult to 

accurately measure MT signals in the field and may even 
affect exploration results. Therefore, to extract useful infor-
mation from raw data, an efficient sound denoising method 
is often required.

Many noise-processing and denoising algorithms have 
been developed. For instance, to minimize bias caused by 
correlated noise and to obtain impedance tensor estimates 
that are unbiased by noise in the self-power, Goubau et al. 
(1978) discussed cross-power spectrum phase methods 
that are applicable to four-channel MT data. Gamble et al. 
(1979a, b) subsequently developed an analysis method that 
is applicable to most remote reference MT data. Egbert 
and Booker (1986) proposed an automatic robust analysis 
scheme that accounts for the systematic increase in errors 
that occurs with increasing power and that automatically 
reduces the noise contamination from the source. However, 
source-related noises cannot be completely removed when 
the denoising effect is no longer apparent. In addition to 
these two milestone studies, a new method of analyzing 
nonlinear and nonstationary data that eliminates the need 
for false harmonics in signal representation was developed 
by Huang et al. (1998). Nonstationarity in electromagnetic 
data affects the computation of Fourier spectra and therefore 
affects the traditional estimation of MT transfer functions 
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(TFs). A TF estimation scheme based on emerging nonlin-
ear and nonstationary time series was established to address 
the nonstationary effects that challenged traditional methods 
(Neukirch and Garcia 2014). A concise review of sophisti-
cated MT signal processing based on the Fourier transform 
was given by Garcia et al. (1997), who noted that nonstation-
arity is a problem that affects TF estimation.

Another approach is the use of wavelet techniques to 
search for MT sources or to remove noise in a time series. 
As an improvement to Fourier transform analysis, wavelet 
analysis is a popular topic in many research fields (Myint 
et al. 2015). Wavelet transform has been investigated and 
applied in MT data processing due to its innovative math-
ematical framework for multi-scale time–frequency sig-
nal analysis. Cunha et al. (2015) provided a new method 
of selecting the wavelet basis to determine the number of 
wavelet decomposition levels based on the energy spectral 
density of the signals and a scale-dependent algorithm; this 
method can be used to select the wavelet functions based on 
the signal-to-noise ratio (SNR) computed from the wavelet 
coefficients. Escalas et al. (2013) used wavelet analysis to 
study the polarization properties of cultural noise sources 
in MT time series and proposed a new method of detecting 
cultural noise sources in MT data. This method involved 
a polarization analysis of MT time series in the time–fre-
quency domain using a wavelet scheme.

Among several noise reduction algorithms that have 
been proposed, a denoising algorithm based on the wavelet 
technique is the most commonly used approach to reduce 
wide-band noise. A new combined denoising method is pro-
posed in this study to improve the effectiveness of MT data 
strongly affected by human noise.

The rest of this paper is organized as follows: Section 
“Proposed technique” discusses the proposed combined 
denoising method. In section “Experimental procedure,” 
synthetic and experimental MT data are denoised to verify 
the algorithm. Section “Conclusions” presents a detailed 
discussion and the conclusions.

Proposed technique

Basic wavelet transform

The continuous wavelet transform (CWT) of an arbitrary 
signal f (t) ∈ L2(R) is defined in Eq. (1):

where ψ(t) is the “mother wavelet,” a and b are the wavelet 
scale parameter and wavelet translation, respectively, and R 
represents a set of real numbers. By choosing a wavelet basis 

(1)Wf (a, b) = |a|− 1

2 ∫R

f (t)�
(
t − b

a

)
dt,

ψ(t), the denoising signal f(t) is obtained through the inverse 
wavelet transform, which is given by Eq. (2):

However, in practical applications, the discrete wavelet 
transform (DWT) is the most frequently used wavelet trans-
form. The mathematical expression of the DWT is presented 
in Eq. (3):

where j and k are linked to the scaling parameters of ψ(t), k is 
time localization, and j is frequency localization. Similarly, 
once an orthonormal wavelet basis is chosen, the signal can 
be reconstructed by using the wavelet coefficient Wf(j,k), 
which represents the wavelet coefficient at scale j; k is a vari-
able that ranges from 1 to n (number of wavelet coefficients). 
In addition, inverse discrete wavelet transform (IDWT) can 
be expressed as shown in Eq. (4):

The multi‑resolution analysis algorithm

The multi-resolution analysis (MRA) theory, which is based 
on the orthonormal wavelet, was proposed by Mallat (1996). 
This theory can be used to further decompose low-frequency 
signals without considering high-frequency signals. Thus, 
the algorithm is optimal for extracting the useful signal and 
suppressing low-frequency noise (such as baseline drifting 
and low-frequency square-wave noise). Additionally, this 
method is characterized by high accuracy and high distur-
bance resistibility. As shown in Fig. 1, the process of wavelet 
decomposition can be represented as a multi-level decom-
position tree, where S is the processed signal at a sampling 
rate of 24 Hz, cA is a series of approximation coefficients, 
and cD is a series of detailed coefficients. Moreover, Wf(j,k) 
is composed of cA and cD in each level. The original signal, 
f(t), passes through two complementary filters (high and low 
passes) and is decomposed into two down-sampled signals, 
 cA1 and  cD1. The decomposition process can be iterated 
with successive approximations and decomposed in turn; 
thus, the original signal can be decomposed into many low-
resolution components (Mallat 1996). The desired level of 
decomposition depends on the required frequency compo-
nents available in the wavelet coefficient at that level and 
on the dominant frequency components of the signal (Kim 
2011).
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In the paper, the MT data signal is from the Jiujiang-
Ruichang ore concentration area, and the experimental field 
data are sampled at 24 Hz. According to Nyquist’s theory, 
if the original signal has a maximum frequency of fmax , 
then the required sampling frequency is fs = 2fmax . Thus, 
the frequency band of the valid MT data spectrum is in the 
range of 0–12 Hz. In this study, we observed low-frequency 
interruptive signals (quadrate wave interference, step noises, 
etc.) in both the time domain and frequency domain and 
found that the disturbance frequency is mainly concentrated 
in the 0.01–0.05 Hz range. According to the relationship 
between the effective frequency band and the sampling rate, 
the decomposition level was set to 8, and the Haar wavelet 
was chosen as the mother wavelet. Therefore, decomposing 
the MT signals by MRA gives signal S = cA8 + cD8 + cD7 + 
cD6 + cD5 + cD4 + cD3 + cD2 + cD1. In this case, the approxi-
mation coefficient of level 8 (cA8) is used to estimate the 
low-frequency (0–0.047 Hz) signal which is low-frequency 
noise because of its low SNR (signal-to-noise ratio). For this 
reason, when reconstructed the MT useful signals, cA8 is set 
to zero and not involved in the reconstruction. The signal 
can be reconstructed without low-frequency noise using the 
detailed coefficients from level 1 to level 8. Then, S = cD8 + 
cD7 + cD6 + cD5 + cD4 + cD3 + cD2 + cD1. If possible, the 
wavelet base should be consistent with the characteristics 
of the MT signal to insure that the most of useful informa-
tion remains in the reconstructed signal, and a better mother 
wavelet was chosen through a large number of experiments 
using different wavelet bases.

The wavelet threshold denoising method

In section “The multi-resolution analysis algorithm,” we dis-
cussed the removal of low-frequency noise. However, there 
is also high-frequency interference such as impulsive noise 

in the MT data from the Jiujiang-Ruichang ore concentra-
tion area. Wavelet transform is also effective for process-
ing impulsive noise in MT data (Trad and Travassos 2000). 
In this section, the threshold denoising method is used to 
reduce high-frequency noise. Compared with using the 
MRA wavelet algorithm, it is often less effective using more 
decomposition levels in the wavelet threshold method. If 
the decomposition level is too high, the reconstructed signal 
can be distorted. Therefore, noise can be efficiently canceled 
by choosing a suitable wavelet threshold and decomposi-
tion level. Typically, the MRA level is chosen according to 
the low-frequency noise range, and the level of the wavelet 
threshold method is determined based on experience and 
tests. A thresholding method adapts wavelet coefficients to 
obtain a smoother version of the signal (Downie and Sil-
verman 1998). This method is effective when the number 
of decomposition levels ranges from 5 to 7, depending on 
the sampling rate and noise frequency. In this study, low-
frequency interference (below 0.05 Hz) was removed using 
the MRA algorithm described above. Therefore, the decom-
position level was chosen as 7 to compute the wavelet coef-
ficient of each level, and the sym3 wavelet was chosen as the 
mother wavelet. Then, the high-frequency section (above 
0.1 Hz) was processed based on an appropriate threshold. 
Finally, the signal was reconstructed using inverse wavelet 
transform.

The wavelet threshold rule

The distortion of a denoised signal is closely related to 
both base wavelet selection and threshold estimation. The 
selection of the threshold parameters determines the wave-
let coefficients that are associated with noise and hence 
eliminated. The key factor is to determine the threshold 
of each level. If the threshold value is too large, signal 
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Fig. 1  Eight-level decomposition tree
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information and noise are both filtered out, and the weak 
edge is substantially reduced. If the threshold value is 
too small, the denoising effect becomes unremarkable. 
There are four types of common threshold rules used in 
all applications (Kim 2011). In this paper, we chose the 
EBayes threshold rule (Spichak 2012), which is based on 
the empirical Bayes principle. This rule is convenient for 
average square error (ASE) calculations, which can ensure 
that the threshold is the asymptotic optimum threshold. 
At the different level j, the threshold T(j), which is based 
on the empirical Bayes estimator (Johnstone and Silver-
man 2005) and is calculated in each level, can be obtained 
through the following four steps:

 (i) After a decomposition level is determined, the wave-
let decomposition coefficients ( �(k) ) at level j can be 
calculated via the DWT. Furthermore, k is a variable 
that ranges from 1 to n (number of wavelet coeffi-
cients) at level j.

 (ii) The accurate estimation of high-frequency noise vari-
ance �Wn

(k) at level j can be calculated by the follow-
ing function (Liu et al. 2012):

where the subscript Wn refers to noise and median(|�(k)|) is 
the median of �(k) . The adjustment coefficient of the stand-
ard deviation of white Gaussian noise is 0.6745.

 (iii) The signal variance �Ws
(k) can be more accurately 

determined at this stage. At the level j, according to 
the equation �2

W
(k) = �2

Ws
(k) + �2

Wn
(k) , we obtain Eq. 

(10):

where �2
W
(k) =

1

n2

∑n

k=1
�2(k) , the subscript W refers to the 

raw signal, and the subscript Ws refers to the useful signal, 
and n is the number of wavelet coefficients at level j.

 (iv) The optimal threshold T(j) can be calculated by the 
following function:

Selection of the threshold function

After selecting a threshold value, the thresholding is per-
formed by selecting an appropriate algorithm. Hard and 

(9)�Wn
(k) =

median(|�(k)|)
0.6745

,

(10)�Ws
(k) =

√
max

[
�2
W
(k) − �2

Wn
(k), 0

]

(11)T(j) =
�2
Wn
(k)

�Ws
(k)

.

soft thresholding methods are very popular (Donoho 1995; 
Donoho and Johnstone 1995). A threshold is applied to the 
wavelet coefficients to determine how such coefficients will 
be attenuated or singled out to eliminate or reduce the noise 
distributed among the raw MT data. The hard threshold func-
tion is given by Eq. (12):

The soft threshold function is given by Eq. (13):

The hard threshold function can preserve the signal magnitude 
characteristics, providing a better denoised result than that of the 
soft function; however, this can also cause instability during signal 
processing. When the wavelet coefficients exceed the threshold 
for the soft threshold function, some errors exist between �̂�(j, k) 
and �(j, k) , which can influence the accuracy of the reconstructed 
signal (Mamgain and Chaudhary 2015). Therefore, an improved 
thresholding method is proposed based on soft thresholding. The 
improved threshold function is given as follows:

This function overcomes the shortcomings of the hard 
threshold function by using a discontinuous function. Addi-
tionally, it solves the problem of permanent bias in the soft 
threshold function.

The noise reduction results for evaluation criteria

In the field of signal analysis, two standards are commonly 
used to evaluate the noise reduction effect: the SNR and the 
root mean square error (mean squared error; MSE). The SNR is 
used to calculate the ratio of signal to noise (Zhang et al. 2016), 
and the MSE can be used to measure the perceived similar-
ity between the original and processed signals by comparing 
computed MSE values with similarity assessments (Marmolin 
1986). Generally, the effect of noise reduction can be either good 
or bad, which can be determined by analyzing these two values.

s(t) represents a useful signal, and ŝ(t) represents the signal, 
which may be a noisy signal or a signal after noise reduction.

SNR can be defined as follows:

Additionally, MSE can be defined as follows:

(12)�̂�(j, k) =

{
𝜔(j, k), |𝜔(j, k)| ≥ T(j)

0, |𝜔(j, k)| < T(j)
.

(13)
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{
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.
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(15)SNR = 10 log
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In general, the higher the SNR is, the better the noise reduc-
tion result, and the smaller the MSE is, the higher the simi-
larity between the signal and the useful signal after wavelet 
reconstruction.

Steps in the combined wavelet denoising method

In this paper, the denoising of MT data using the proposed 
combined wavelet transform algorithm can be summarized in 
the following steps, and the flowchart is shown in Fig. 2.

 (i) Load a signal, and perform DWT using the signal 
and the MRA algorithm to obtain the approximation 
coefficients and detail coefficients after defining the 
necessary level of decomposition.

 (ii) Remove the approximation coefficients of level n (the 
level of decomposition) to remove the low-frequency 
noise. Then, reconstruct the wavelet coefficients to 
obtain a new signal.

 (iii) Use DWT with different mother wavelets of the new 
signal to obtain a series of new approximation coef-
ficients and detail coefficients. Then, define the level-
dependent threshold values for the thresholding rule 
and apply the threshold to the detail coefficients.

 (iv) Perform IDWT using the modified wavelet coeffi-
cients to obtain a denoised signal.

Experimental procedure

Processing results of the simulated data

To verify the effectiveness of the combined denoising method 
for MT data in a human interference environment, synthetic 
signals were processed and analyzed. To test the denoising 
effect of the algorithm proposed in this paper on strong square 
wave and pulse interference in the data and to better reduce 
noise in the measured signal, the simulation data must be con-
sistent with the measured data. After analyzing the measured 
data, we found that the main types of noise were square waves 
(0.01–0.05 Hz) and pulse noise (0.1–1 Hz). Thus, according to 
the characteristics of the time series of the measured signals, 

(16)MSE =

√√√√ 1

N

N∑
n=1

[s(t) − ŝ(t)]2.

the synthetic signals were composed of a multi-sine wave, and 
square waves (0.02 Hz) and pulse noise (0.5 Hz, 0.9 Hz) were 
added as human interference.

The simulation experiment involved two cases. In the first 
case, a signal was denoised using the basic threshold rule and 
the hard threshold function. In the second case, as proposed 
in this paper, the EBayes threshold rule with the improved 
threshold function was used to denoise the signal (Fig. 3).

Figure 3a shows the simulated data with no interference, 
and Fig. 3b shows the simulated data containing square and 
pulse interference. The signal processed using the combined 
denoising method and the generalized threshold rule with the 
hard threshold function is shown in Fig. 3c. Finally, Fig. 3d 
shows signal denoising based on the EBayes threshold rule 
with the improved threshold function.

Comparing Fig. 3c and d with Fig. 3b suggests that the 
square and pulse interference were markedly suppressed, 
and the denoised time series are similar to the original signal 
shown in Fig. 3a. Moreover, no phase deviation occurred dur-
ing the denoising process. Thus, noise reduction methods can 
eliminate interference, as useful signals are not lost. However, 
the obtained results prove that the denoising method based on 
the Bayesian threshold rule with the improved threshold gen-
erates a better denoising result than that based on generalized 
hard thresholding. In addition, we can evaluate the effects of 
signal processing by comparing the SNR and MSE values, 
as shown in Table 1. This table shows the SNR values and 
MSE values of the simulation data before and after denoising 
using different methods. The SNR of the signal is improved 
by using the combined denoising method. Additionally, with 
the traditional parameters, the MSE of the signal is reduced 
from 84.39 to 0.65, and the SNR is reduced from − 16.25 to 
1.82. Alternatively, with the proposed parameters, the MSE 
of the signal is reduced from 84.39 to 0.33, and the SNR is 
reduced from − 16.25 to 2.62. All of these results suggest that 
the method proposed in this paper, which combines MRA and 
a wavelet threshold algorithm based on Bayes estimation and 
improved thresholding, provides a better noise reduction effect.

Processing result of MT data

MT data from a site in the Jiujiang-Ruichang ore concentration 
area, which is located within the Yangtze Cu-Au mineralizing 
belt in China, are used as an example. The data acquisition sys-
tem used was the V5-2000 MT sounding system. During the 
experiment, the acquisition of MT signals lasted for 10 h. The 

DWT based on 
MRA

Reconstruction
after removing

cAn

DWT based on 
the wavelet 
threshold

Reconstruction after 
wavelet coefficients
are processed by a 

threshold

Denoised signalSignal

Fig. 2  Flowchart of the combined wavelet transform algorithm
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MT data collected near the mining area are selected to verify 
the rationality and validity of the novel combined denoising 
method. Under such circumstances, the noise mainly comes 
from the mining equipment, transportation, and the electric 
power network around the measuring point. The noise char-
acteristics are generally associated with large-energy and 
wide-frequency bands, and the noises are correlated in each 
channel. Due to limited display space, only a short time series 
of the all collecting data were given in the article. The four-
channel (Ex, Ey, Hx, and Hy) measured data (only a short 
section) before processing are illustrated in Fig. 4a. The sam-
pling rate is 24 Hz, and the data length is 700 s. The denoising 
data are shown in Fig. 4b. Compared with the initial data, the 

denoised data show that the square and pulse noise are obvi-
ously removed at many frequencies.

To better understand the effect of interference removal, 
MT time series illustrations before and after denoising were 
enlarged to show the details of each. Figure 5 shows the 
partial details (Ey channel) produced from 500 to 600 s. 
During this period, the data are affected by violent pulse 
noises (Fig. 5a). In addition, the data are disturbed by high-
energy square signals in the intervals from 525 s to 550 s 
and 562 s to 580 s. This kind of noise has not a fixed fre-
quency. The pulse width and amplitude are varying with 
time, so that standard filtering techniques cannot be applied 
successfully. However, the wavelet has the characteristics of 
multi-resolution analysis, so it can be applied to the square 
wave signal processing of the uncertain noise frequency. 
Moreover, the noise frequencies are mainly concentrated at 
certain frequencies: 0.04 Hz, 0.25 Hz, 0.7 Hz, 0.95 Hz, and 
2.3 Hz. These frequencies are highly dispersed, with val-
ues ranging from 0.01 to 1 Hz. Under the above-mentioned 
conditions, some of the useful signal is flooded by noise. In 
Fig. 5b, the large-amplitude square signal and irregular pulse 
signal were removed during denoising. The result indicates 

Fig. 3  Comparison of simulated data time series before and after denoising: a original simulated data; b noisy simulated data; c denoised simu-
lated data based on traditional parameters; and d denoised simulated data based on proposed parameters

Table 1  SNR and MSE of the simulated data

Evaluation 
criterion

Before denoising Denoising based 
on traditional 
parameters

Denoising based 
on proposed 
parameters

MSE 84.39 0.65 0.33
SNR − 16.25 1.82 2.62
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that the combined denoising method is an appropriate tool 
for noise suppression.

In addition, the minimum (min), maximum (max), and 
variance (var) values of the MT data in Fig. 4 can be used 
to evaluate the effectiveness of the combined algorithm 
(Deng et al. 2015). The maximum and minimum values are 

based on the mathematical solution of the amplitude of the 
signal in the time domain. The amplitude of square waves 
is much larger than that of the useful signal; therefore, the 
effect of noise removal can be judged from an energy stand-
point using the minimum, maximum, and variance values. 
By comparing the minimum and maximum values of the MT 

Fig. 4  Comparison of time series of measured data before and after denoising: a time series of the data before denoising and b time series of the 
data after denoising
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data before and after denoising, we can determine whether 
interference should be removed. The variance value indi-
cates whether to keep the detailed features of the original 
signal. In Table 2, “before” and “after” refer to “before 
denoising” and “after denoising,” respectively.

The MT data exhibit disturbed apparent resistivity and 
phase curves between 0.001 and 1 Hz for both components. 
The source of MT data is a natural earth electromagnetic 
field from high altitude. Therefore, the MT signal can be 
treated as plane wave, and the apparent resistivity of under-
ground medium can be calculated using the Cagniard resis-
tivity formula. If the collected electromagnetic data contain 
near-field interference (the human electromagnetic interfer-
ence near the receiving point), the apparent resistivity curve 
calculated by Cagniard resistivity formula will produce dis-
tortion. The high-frequency part of the electromagnetic field 
affected by the near-field noise goes into the far field ear-
lier than the low-frequency part. Generally, the near-source 
effect is more serious at middle and low frequency of the 

MT data, and the apparent resistivity curve tends to rise in 
the low-frequency direction (Zhu et al. 2011). “Near-source 
effect” specifically appeared as follows: The apparent resis-
tivity curve has a rising trend of about 45 degrees in the 
low-frequency section, and the value of the apparent resis-
tivity increases by several orders of magnitude in a narrow 
frequency range. Moreover, the apparent resistivity curves of 
two modes of XY and YX are separated, and the phase value 
is 0° or − 180° (Xu 2012). Combined with the time series 
of electromagnetic signals and apparent resistivity curves, 
it is determined that the MT data are seriously disturbed 
by near source. And with processing, the characteristics of 
near-source interference of apparent resistivity curve are 
obviously reduced. The details of the apparent resistivity 
are shown in Fig. 6.

In Fig. 6, the circular points represent the apparent resis-
tivity of Ex-Hy before denoising; the square points repre-
sent the apparent resistivity of Ex-Hy after denoising; the 
rhomboid points represent the apparent resistivity of Ey-Hx 

Fig. 5  Details of the MT data (Ey channel) before and after denoising: a time series of the data before denoising and b time series of the data 
after denoising

Table 2  Minimum, maximum, 
and variance of the MT data

Ex Ey Hx Hy

Before After Before After Before After Before After

Max 10,441 6542 30,665 18,090 72,089 49,300 95,677 60,694
Min − 25,654 − 5766 − 22,207 − 11,319 − 264,492 − 47,200 − 250,734 − 65,714
Var 2.3e + 7 1.6e + 5 4.9e + 7 3.5e + 6 1.2e + 9 2.3e + 7 1.6e + 9 3.4e + 7
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before denoising; and the triangular points represent the 
apparent resistivity of Ey-Hx after denoising. Between 1 
and 0.03 Hz on the line with circular points, the apparent 
resistivity exhibits a trend of approximately 45°, and the cor-
responding phase values are approximately 0. These obser-
vations indicate that the MT data are affected by typical 
near-source interference. However, after using the method 

proposed in this paper, these phenomena were moderated. 
For the line with square points, the 45° trend disappears, 
and the phase values are better than those of the line with 
circular points. Additionally, the apparent resistivity curve 
is smoother than the previous curve.

Polarization orientation was proposed by Weckmann et al. 
(2005) to reflect the human disturbance of MT data. Generally, 
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Fig. 6  Comparison of the apparent resistivity at point 208 (#208): a comparison of the magnitude before and after denoising and b comparison 
of the phase before and after denoising



822 Acta Geophysica (2019) 67:813–824

1 3

natural MT signals come from all directions, and the polariza-
tion direction is random; however, for near-source interference, 
the randomness of the signal will be destroyed, and polariza-
tion will accumulate in a particular direction. This phenom-
enon is illustrated by the polarization direction of the signals. 
The polarization directions �E and �H of the electric and mag-
netic wave fields are given in Eqs. (17) and (18), respectively:

and

(17)�E= arctan
2 ⋅ Re([ExE

∗
y
])

[ExE
∗
x
] − [EyE

∗
y
]
,

(18)�H= arctan
2 ⋅ Re([HxH

∗
y
])

[HxH
∗
x
] − [HyH

∗
y
]
,

where [ExE
∗
y
] and [HxH

∗
y
] are the cross-power spectra; [ExE

∗
x
] , 

[EyE
∗
y
] , [HxH

∗
x
] , and [HyH

∗
y
] are the self-power spectra; and 

Re(*) refers to the extracted real part of the data.
We calculated the polarization angles of the MT data at 

0.04 Hz and 0.7 Hz before and after processing, and those of 
the Ey channel are shown in Fig. 7. In this case, most of the 
unprocessed data exhibit a strongly polarized electric field 
direction (see Fig. 7a, c), which indicates the presence of strong 
near-source interference in the MT data. After denoising, the 
distribution of the polarization direction approximately obeys a 
comparatively decentralized distribution (see Fig. 7b, d).

Fig. 7  Comparison of the 
polarization direction before 
and after denoising: a polariza-
tion direction at 0.04 Hz before 
denoising; b polarization direc-
tion at 0.04 Hz after denois-
ing; c polarization direction at 
0.7 Hz before denoising; and d 
polarization direction at 0.7 Hz 
after denoising
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Conclusions

In this paper, we demonstrate that a joint algorithm based 
on MRA and the wavelet threshold algorithm is an effec-
tive tool for signal denoising. In general, all observed elec-
tromagnetic field components are contaminated with noise 
to some extent. MRA is used to remove long-period noise, 
and the wavelet threshold algorithm combined with Bayes-
ian estimation removes short-period interference. Select-
ing the appropriate wavelet function, decomposition layer, 
and threshold is critical for achieving an optimal denoising 
effect. Therefore, the results are improved only if appropriate 
parameters are selected.

The example data clearly show that both the electrical and 
magnetic channels are influenced by noise between 0.001 
and 1 Hz. After analyzing the observed data in the frequency 
domain, the Haar wavelet is selected as the base wavelet to 
address the long-period noise at eight decomposition levels. 
In addition, the sym3 wavelet is considered a suitable base 
wavelet for processing short-period interference with Bayes-
ian estimation, and the MT data are decomposed into seven 
layers using the wavelet threshold algorithm.

The time series of MT data are affected by human distur-
bance, and the apparent resistivity and phase curves exhibit 
distortion. After processing, the MT signals are recovered 
from the contaminated data. In addition, the apparent resis-
tivity and phase approach reasonable values. As an evalu-
ation criterion, the calculated polarization angle of the 
processed data indicates that the electromagnetic influence 
from a certain direction is reduced. However, the results for 
frequencies between 0.7 and 1 Hz do not suggest successful 
application because the software provided by the manufac-
turer considers data with a high sampling rate (320 Hz and 
1560 Hz); however, the data at a sampling rate of 24 Hz 
were denoised. Therefore, the results may be affected by 
high sampling rates, which will be a topic of future research. 
Overall, the combined method proposed in this paper solves 
most of the problems caused by human electromagnetic 
noise.
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Abstract
Quantitative determination of the coal seam thickness distribution within the longwall panel is one of the primary works 
before integrated mining. In-seam seismic (ISS) surveys and interpolations are essential methods for predicting thickness. 
In this study, a new quantitative method that combines ISS and Bayesian kriging (BK), called ISS–BK, is proposed to 
determine the thickness distribution. ISS–BK consists of the following six steps. (1) The group velocity of Love waves is 
plotted by using the simultaneous iterative reconstruction technique under a constant frequency value. (2) An approximate 
quantitative relationship between the thickness and the group velocity is fitted based on sampling points of the coal seam 
thickness, which are measured during the process of entry development. (3) The group velocity map is translated into a 
primary thickness map according to the above-mentioned fitted equation. (4) By subtracting the ISS prediction result from 
the actual thickness at a sampling point, the residual variable is created. (5) The residual distribution is interpolated within 
the whole longwall panel by applying BK. The residual map establishes the interconnection between the ISS survey and BK. 
(6) A refined thickness distribution map can be obtained by overlapping the primary thickness map and the residual map. 
The application of this method to the No. 2408 longwall panel of Yuhua Coal Mine using ISS–BK showed a considerable 
improvement in thickness prediction accuracy over ISS. The residuals of ISS and ISS–BK mainly lie in the intervals (− 3.0, 
3.0 m) and (− 1.0, 3.0 m), respectively. The accurate prediction rates [where the residual lies in the interval (0, 0.1 m)] of 
ISS and ISS–BK are 9.39% and 50.28%, respectively, and the effective prediction rates (where the residual is less than 1.0 m) 
of ISS and ISS–BK are 61.88% and 77.90%, respectively. All the above statistics reflect a considerable improvement in the 
ISS–BK method over the ISS method.

Keywords In-seam seismic · Love wave · Dispersion · Bayesian kriging · Coal seam thickness · Longwall panel

Introduction

Quantitative determination of the coal seam thickness dis-
tribution within the longwall panel is essential in coal min-
ing. The importance can be summarized into three aspects. 
First, both the entry development and mining plan can be 
optimized with an accurate coal seam thickness distribu-
tion (Dresen and Bochum 1995). Therefore, production 
cost is reduced, and recovery is increased. Second, gas and 
geo-stress concentration tend to be associated with the area 

where the coal seam thickness changes dramatically. Geo-
logical hazards are likely to be induced during mining with-
out predetermined coal seam thickness distributions, such 
as coal–gas outbursts and rock bursts (Dresen and Bochum 
1995; álvarez-Fernández et al. 2009). Third, unmanned intel-
ligent mining could be achieved by the automatic control of 
the shearer rocker arm when the coal seam thickness in front 
of the working face is ascertained (Yuan 2017). Quantitative 
determination of the coal seam thickness distribution not 
only has the benefit of shearer protection but also improves 
mining efficiency and reduces the gangue rate.

To address the problem of coal seam thickness deter-
mination, many studies have been conducted, and various 
methods have been proposed. These methods can be grouped 
into four types according to methodology and data type: 
geo-statistical methods (Du and Peng 2010), seismic attrib-
utes analysis methods (Wang et al. 2017; Zou et al. 2018), 
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coal-rock recognition methods (Slavinskii et al. 1985; Sun 
and Chen 2017) and integrated mining geophysical methods 
(Wang et al. 2011). Integrated mining geophysical methods 
mainly include mine transient electromagnetic (TEM) sur-
veys (Sahalos and Kyriacou 1985), ISS (Dresen and Bochum 
1995; Cheng et al. 2012; Schott and Waclawik 2015; Hu 
et al. 2018), geological radar (also called ground penetrat-
ing radar, GPR) and others. A review of coal seam thickness 
prediction can be found in Wang et al. (2011). However, both 
theories and applications show that each method has applica-
ble conditions, and it is hard for a single method to ascertain 
coal seam thickness and geological anomalies effectively, 
especially for the lengthening and widening longwall panels.

In this paper, an integrated, quantitative method is pro-
posed to determinate coal seam thickness within a longwall 
panel based on an in-seam seismic survey and Bayesian krig-
ing. We call this method ISS–BK in the following sections. 
This new method combines the merits of ISS and BK. In the 
areas with dense sampling points of coal seam thickness, the 
thicknesses mainly depend on the hard data. In areas lack-
ing sampling points, the thicknesses mainly depend on the 
ISS survey results (soft data). The application shows that 
ISS–BK achieved a better performance compared with the 
ISS survey.

In‑seam seismic surveys

In-seam seismic surveys are widely applied to detect various 
geological anomalies, such as minor faults, collapse columns, 
coal seam variation zones, goaves and abandoned laneways. 
Moreover, they are characterized by large detection ranges, 
high precision, strong anti-interference and obvious wave-
form features. ISS includes transmission and reflection sur-
veys (Dresen and Bochum 1995), and their schematics are 
shown in Fig. 1a, b, respectively. By applying transmission 
surveys, the geological structures can be judged according to 

the energy variation in ISS waves. Then, the coal seam struc-
ture and thickness distribution can be investigated by applying 
ISS tomography (Dresen and Bochum 1995).

The ISS waves recorded by seismography consist of Ray-
leigh waves and Love waves. The former is formed by the 
interference of P-waves and SV-waves, and the latter is formed 
by the interference of SH-waves. In practice, in-seam seis-
mic surveys are simpler to perform on the basis of Love seam 
waves than on the basis of Rayleigh seam waves. On the other 
hand, the Rayleigh wave within the seam is more complex due 
to its complicated interpretation (Dresen and Bochum 1995). 
In addition, Love waves are more sensitive to coal seam thick-
ness. Therefore, Love waves are generally used in ISS (Dresen 
and Bochum 1995; Schott and Waclawik 2015; Hu et al. 2018). 
When the ISS wave is used in the following section, it refers 
to the Love wave.

Dispersion of Love waves

For forward modelling of the dispersion of the Love wave, a 
model consisting of three horizontal layers is considered, as 
shown in Fig. 2. The upper, middle and lower layers represent 
the roof stratum (index 1), the coal seam (index 2) and the floor 
stratum (index 3), respectively. All three layers are assumed 
to be elastic, homogeneous and isotropic. Their shear wave 
velocities and densities are expressed using βi and ρi (i = 1, 2, 
3), respectively, and the thickness of the coal seam is expressed 
by d.

With the above information, the dispersion equation of a 
Love wave under the three-layer model is derived based on 
the phase recursion algorithm (Räder et al. 1985), as shown 
in Eq. (1).

(1)

{
tan(�2 + ��2d) = i

�3�3

�2�2

tan(�2) = −i
�1�1

�2�2

Transmission area

Non-transmission
area

Shot

Receiver

Fault

ISS wave

Cable

Ray path

Seismograph

Laneway

(a) (b)

Fig. 1  Schematics of transmission (a) and reflection (b) ISS surveys
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where ξ2 is the phase shift in the coal seam; ω = 2πf is the 
angular frequency; f is the frequency; �i =

√
1

�2
i

−
1

c2
 is the 

propagation factor; c is the phase velocity; i is the imaginary 
unit; and �i = �i�

2

i
 is the rigidity.

Equation (1) can be transformed into a single formula based 
on the arc tangent transformation, as shown in Eq. (2).

where n is the modal order.
Traditionally, it is assumed that the roof and floor strata 

consist of identical rocks; i.e. μ1 equals μ3 and γ1 equals γ3. 
Only the fundamental mode is considered, i.e. n equals 0. 
Then, Eq. (2) is further simplified as Eq. (3).

Equation (3) can be solved to find the explicit solution for 
the coal seam thickness d.

Equation (4) shows the relationship between the phase 
velocity c and the coal seam thickness d. However, the math-
ematical relationship between the group velocity u and the coal 
seam thickness d must be established to determine the thick-
ness distribution of the longwall panel. The group velocity u 
is defined as follows:

where k = 2�f

c
 is the wavenumber.

The differential of k is found as shown in Eq. (6).

(2)��2d = arctan

(
i
�3�3

�2�2

)
+ arctan

(
i
�1�1

�2�2

)
+ n�

(3)��2d = 2 arctan

(
i
�1�1

�2�2

)

(4)d =
2

��2
arctan

(
i
�1�1

�2�2

)

(5)u =
d�

dk

(6)dk =
−2�f

c2
dc +

2�

c
df

Equation (6) applied to Eq. (5) derives the following 
equation between the group velocity u and phase velocity 
c.

Equation (3) applied to Eq. (7) derives the following 
dispersion equation of the group velocity:

where g(c) = 2i�1�2(�22−�
2

1 )
�1(�2

2
�2
2
−�2

1
�2
1 )

.
Equations  (4) and (8) define the mathematical rela-

tion of velocity-frequency-thickness. When the frequency 
f and the thickness d are given, the phase velocity c is 
solved based on Eq. (4). Then, the corresponding group 
velocity u is calculated based on Eq. (8). Therefore, the 
curve u = F(d) can be calculated when the frequency f is 
kept constant. Similarly, the curve u = F(f) can also be 
calculated.

Inversion of coal seam thickness

From the analysis in “Dispersion of Love waves” section, 
the variation in coal seam thickness has an obvious influ-
ence on the dispersion of Love waves. As the coal seam 
thickness increases, the dominant frequency band moves 
towards the lower frequency. Therefore, there is a negative 
correlation between coal seam thickness and group wave 
velocity (group velocity) under a certain frequency, i.e. the 
group velocity is higher in the region with a small thick-
ness and lower in the region with a large thickness. The 
travel time of each ray can be calculated by subtracting the 
phase arrival time and the shot time. Then, the velocity 
tomography can be plotted by utilizing the SIRT algorithm 
(Gersztenkorn and Scales 1988). During the preparation 
stage of the coal mining face, many sampling points of 
coal seam thickness were recorded through drilling and 
entry development. These known points are used to estab-
lish a mathematical model between the group velocity and 
thickness, and the coal seam thickness distribution within 
the longwall panel is predicted based on the above model 
and velocity tomography.

(7)

u =
d�

−2�f

c2
dc +

2�

c
df

=
c

−2�f

c

dc

d�
+ 2�

df

d�

=
c

−
�

c

/
d�

dc
+ 1

(8)u = c
g(c) − (2�f )d

g(c) − (2�f )d
(
1 + �2

2
c2
)

X

H

Roof stratum ¦ Â1,  ¦ Ñ1

Coal seam ¦ Â2,  ¦ Ñ2

Floor stratum ¦ Â3,  ¦ Ñ3

Fig. 2  Three-layer model used to derive the dispersion equation of 
the Love wave
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The modification of the thickness map 
with Bayesian kriging

Theoretical derivation

Many sampling points of coal seam thickness (hard data) are 
measured during entry development. These data are distributed 
along the two sides of the longwall panel and are character-
ized by high precision. The thickness map surveyed by ISS 
(soft data) reflects the distribution of coal thickness within the 
longwall panel. However, its accuracy is relatively low com-
pared with the hard data. In areas close to the hard data, such 
as roadways, kriging interpolation is closer to the actual coal 
thickness than the ISS results. However, in areas that are far 
from the hard data, such as in the middle of the longwall panel, 
the ISS results are closer to the actual thickness. Therefore, the 
question of how to combine the advantages of ISS and kriging 
is worth studying.

L e t  t h e  r e g i o n a l i z e d  v a r i a b l e s 
{Z(x);x ∈ A} and {M(x);x ∈ A} denote the hard and soft data, 
respectively, where A is the whole longwall panel. Assume 
the second-order moments of M(x) are known a priori, i.e. the 
expectation and covariance of M(x) are defined as

The variogram of M(x) is defined as

The covariance and variogram are dependent on both 
x′ and x′′ , not only on their relative locations. Let the condi-
tional expectation and the conditional covariance of Z(x) be 
defined as in Eq. (11).

where a0 is a constant.
The relationship between Z(x) and M(x) is defined by 

Eq. (11), and M(x) can be interpreted as a reasonable guess of 
Z(x) with uncertainty. The introduction of a0 is to reduce the 
influence of M(x).

The conditional expectation and the conditional covariance 
of Z(x) are deduced based on a linear Bayesian formula.

Assume an observation set of Z(x) is available

(9)
E[M(x�)] = �M(x

�) x� ∈ A

Cov[M(x�),M(x��)] = CM(x
�, x��) x�, x�� ∈ A

(10)

�M(x
�, x��) =

1

2
Var[M(x�) −M(x��)]

= [CM(x
�, x��) + CM(x

�, x��) ]∕2 − CM(x
�, x��) x�, x�� ∈ A

(11)

E[Z(x�)|M(x);x ∈ A] = a0 +M(x�) x� ∈ A

Cov[Z(x�), Z(x��)|M(x);x ∈ A] = CZ|M(x� − x��) x�, x�� ∈ A

(12)

�Z(x
�) = E[Z(x�)] = E[E[Z(x�)|M(x);x ∈ A] = a0 + �M(x

�);x� ∈ A

�z(x
�, x��) =

1

2
Var[Z(x�) − Z(x��)] = �z|M(x� − x��) + �M(x

�, x��)

(13){Z(xi); i = 1,… ,N}

The expected function of Z(x) is a constant because the 
expected function of M(x) is μM(x′ ), and a0 is a constant, as 
shown in Eqs. (9) and (11). A new random variable ZT(x) 
can be introduced.

The observation set of ZT(x) is

Therefore, the linear estimator for Z∗
(
x0
)
 with an arbi-

trary location x0 within A is calculated as follows:

where αi is the ith weight.
Based on the un-biasedness and minimizing variance 

requirements of the estimator, the Bayesian kriging equa-
tions are established:

where β1 is a Lagrange multiplier.
The coal seam thickness estimator Z(x0) at x0 can be cal-

culated based on the solution to the above Bayesian kriging 
equations (Eqs. 16, 17).

Based on “Inversion of coal seam thickness” section and 
the present section, the steps of the ISS–BK method are 
summarized as follows:

Step 1 Applying group velocity tomography to the trans-
mission data.
Step 2 Fitting an approximate quantitative relationship 
between the thickness d and the group velocity u accord-
ing to the sampling points, i.e. d = f(u).
Step 3 Converting the group velocity map into a primary 
thickness map based on the above function, d = f(u).
Step 4 Creating the residual variable ZT(x) according to 
Eq. (14).
Step 5 Interpolating the residual variable ZT(x) within the 
longwall panel by using Bayesian kriging.
Step 6 Calculating the final prediction of the coal seam 
thickness, Z∗

(
x0
)
 , according to Eq. (17).

Characteristics of the ISS–BK method

The characteristics of ISS–BK can be summarized based on 
the special cases discussed in (Omre 1987).

(14){ZT(x) = Z(x) − �M(x); x ∈ A}

(15){ZT(xi) = Z(xi) − �M(xi); i = 1,… ,N}

(16)Z∗(x0) =

N∑
i=1

�iZ
T(xi) + �M(x0)

(17)

⎧⎪⎪⎨⎪⎪⎩

N∑
i=1

�i[�Z�M(xi − xj) + �M(xi, xj)] + �1 = �Z�M(x0 − xj) + �M(x0, xj)

j = 1,… ,N
N∑
i=1

�i =1
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(1) When the location x0 matches the location of one of the 
thickness sampling points, the corresponding weight 
equals 1, and the weights of the other sampling points 
equal 0. Then, the final prediction of ISS–BK, Z∗

(
x0
)
 , 

equals the actual thickness, Z(x0). That is, ISS–BK is 
equipped with exact interpolation properties.

(2) When the location x0 is farther from any sampling point 
than the ranges of both γZ|M(·) and γM(·), the weights are 
independent of x0. Then, the final prediction of ISS–
BK, Z∗

(
x0
)
 , mainly depends on the ISS results, M(x0).

A case study for ISS–BK

To evaluate the prediction accuracy for the coal seam thick-
ness, the ISS–BK method was applied to determine the 
thickness distribution of the No. 2408 longwall panel of 
Yuhua Coal Mine.

Overview of the longwall panel

The No. 2408 longwall panel is in the No. 2 panel of Yuhua 
Coal Mine, Tongchuan City, Shaanxi Province, China, with 
a strike length of 1775 m and a face width of 240 m. The 
coal seam thickness varies from 4.5 to 11.7 m with an aver-
age of 7.5 m.

In total, 181 sampling points of coal seam thickness were 
collected across the life cycle of the No. 2408 longwall 

panel. Forty-two, thirty-eight and five of those sampling 
points lie in intake airways, return airways and the start-
up room, respectively (Fig. 3, symbol “o”). Two surface 
exploratory drilling boreholes that penetrate coal seams are 
also within the longwall panel (Fig. 3, red dots). In addi-
tion, ninety-four sampling points were measured during the 
mining process (Fig. 3, symbol “×”). The coal seam thins 
between the stations located 1000 and 1200 m, and the thick-
ness is between 4.5 and 6.5 m. In this area, the full-face coal 
seam was mined integrally; that is, there was no top coal 
caving. Therefore, none of the sampling points were meas-
ured in this area. The sampling points from the intake and 
return airways, the start-up room and the drilling boreholes 
can be used both in prediction and validation. However, the 
sampling points collected during mining are only used to 
validate.

ISS survey and the primary thickness distribution

Design of the observation system layout

The observation system layout was designed based on the 
forward modelling results produced by GeoCoal, an ISS 
data processing system developed by the Xi’an branch of 
the China Coal Technology and Engineering Group Corp. 
A total of 354 receiver stations were set up every 10 m along 
the return and intake airways (Fig. 4, green dots). Similarly, 
a total of 118 source stations were set every 30 m along 

Fig. 3  Distribution of thickness sampling points in the No. 2408 longwall panel
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Fig. 4  Observing system layout of the ISS survey (locations of all the source and receiver stations)
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the return and intake airways, shown as red dots in Fig. 4. 
Detailed information of the observation system is shown in 
Table 1 and Fig. 4.

The geophone probes were mounted on the outcrops of 
rock bolts located in the approximate centre of the coal wall. 
Every probe contained a geophone that was oriented perpen-
dicular to the direction of the longwall panel length. There-
fore, the Y-component of the transmitted Love wave was 
recorded. At every source station, a blast hole that was ori-
ented perpendicular to the coal wall was drilled. The depth 
of the blast holes was approximately 2.40 m. Explosives 
weighing approximately 0.25 kg were ignited to generate 
seismic waves. The YTZ-3 nodal seismographs were applied 
to record the ISS waves. The sampling interval and recording 
times were 0.25 ms and 2.00 s, respectively.

Data acquisition and ISS wave identification

The rays cover the whole longwall panel. In total, 115 valid 
shot gathers were recorded during the ISS survey. The 
recorded seismic traces have a high signal-to-noise ratio 
(SNR). An example of the ISS waves recorded in this sur-
vey is shown in Fig. 5. The data from source station S106 
recorded at receiver stations S11–S187 are displayed. To 
improve the SNR, a band-pass filter with a wide band was 
used to suppress noise, such as in the P- and S-waves and 
in the surface waves and sound waves. Figure 6 shows the 
denoised seismic record from common-shot gather S106.

ISS tomography

The physical parameters of the layers were measured by 
a qualified rock mechanics laboratory before the ISS sur-
vey. The results are shown in Table 2. Then, the dispersion 
curves of group velocity for different coal seam thicknesses 
and the dependency between group velocity and coal seam 
thickness for different constant frequency values were cal-
culated based on Eqs. (4) and (8), as shown in Figs. 7 and 8. 
Figure 7 shows that the group velocity increases significantly 
as the thickness decreases. Similarly, Fig. 8 indicates that 
a pre-defined frequency only reacts on a certain thickness 
range. When the group velocity is greater than the mini-
mum, there is a negative correlation between the thickness 
and the velocity at a given frequency. In addition, a lower 
frequency tends to plot a thicker coal seam. However, a 
lower frequency may result in noise interference because 
the frequency of noise mainly goes up to 50 Hz. Therefore, 
an appropriate frequency should be selected to determine 
the group travel time of every ray trace by using the multi-
ple filter technique (MFT) (Dziewonski et al. 1969). Then, 
by means of ISS tomography, the group velocity within the 
survey area can be plotted.

In this ISS survey, an investigation of the coal seam 
thickness distribution of the whole longwall panel, includ-
ing the extension of coal seam thinning and its boundary, 
was needed. Considering Fig. 7, the dispersion curve of 
the group velocity for an average thickness of 7.5 m should 

Table 1  Detailed information of 
the observation system

Tunnels Serial number 
of the source

Source 
span (m)

No. of Sources Serial number 
of the receiver

Receiver 
span (m)

No. of receivers

Intake airway S11–S69 30 59 R11–R187 10 177
Return airway S70–S128 30 59 R201–R377 10 177
Total 118 354

Fig. 5  Seismic record from 
common-shot gather S106

ISS waves
S-waves

P-waves
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lie between the minimums of the blue and green curves. 
Therefore, in this application, a narrow frequency band of 
75 Hz was selected to determine the travel time of every ray 
trace, considering the noise frequency distribution and the 
thickness distribution together. A high SNR seismic record 
numbered S63-R281 was selected to validate the above 

analysis by applying the MFT. Figure 9 shows the result 
of the dispersion extraction, and the warm colours indicate 
a high-energy concentration. There was good consistency 
between the theoretical dispersion curve and the dispersion 
spectra. Finally, the group velocity tomography was plotted 
by utilizing the SIRT algorithm, as shown in Fig. 10.

Inversion of the thickness distribution

As shown in Eqs. (4) and (8), many parameters affect the 
group velocity of the Love waves, such as the S-wave veloci-
ties, the densities of the three layers, the coal seam thickness 
and the frequency. In addition, there is no explicit solution 
for the thickness, d, in terms of the group velocity, u. How-
ever, an approximate quantitative relationship between the 
thickness and the group velocity can be fitted based on the 
sampling points that were collected during entry develop-
ment, as shown in Fig. 11. Then, the group velocity map 
(Fig. 10) can be translated into a thickness map (Fig. 12) 
based on the above equation.

Figure 12 shows that the coal seam thickness is mainly 
distributed within the range of 7–8 m for the whole longwall 
panel. The two thin-coal areas where the thickness is less 
than 7 m are located in the middle and in the start-up room 
of the longwall panel, as shown in the blue areas in Fig. 12. 
The thinnest coal seam in the middle of the longwall panel 
is approximately 5 m. The coal seam thickness revealed by 
the laneway is approximately 4 m at its thinnest, and it is 
located near the start-up room.

Refining the primary thickness distribution with BK

Bayesian kriging has three steps for refining the primary 
thickness distribution, i.e. steps 4 to 6 in “Theoretical deri-
vation” section. The sampling points located in laneways 

Fig. 6  Band-pass filtering seis-
mic record from common-shot 
gather S106

Table 2  Physical parameters of the surrounding rock and coal seam

Layer Physical parameters

P-wave 
velocity 
(m/s)

S-wave 
velocity 
(m/s)

Density (kg/m3)

Roof and floor strata 4300 2280 4100
Coal seam 1755 1025 1400
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Fig. 7  Love wave dispersion curves for different coal seam thick-
nesses and parameters gathered in the laboratory
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and the two surface exploratory drilling boreholes are used 
to create the residual variable, ZT(x), x = 1, 2, …, 87. The 
distribution of the residual variable, ZT(x), can be esti-
mated by kriging. The interpolation result of the residual 
variable is shown in Fig. 13. According to Eq. (16), the 
refined thickness map can be obtained by adding the pri-
mary thickness distribution to the kriging interpolation of 
ZT(x), as shown in Fig. 14.

Validation

The No. 2408 longwall panel was completely mined out 
based on the result of ISS–BK. Ninety-four sampling 
points were measured during the process of mining, shown 
by “×” in Fig. 3. Thus, there are a total of 181 sampling 
points that can be used to validate the coal seam thickness 
distribution produced by ISS–BK.
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Fig. 8  Theoretical dependencies between the group velocity and the coal seam thickness for different constant frequency values
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“R281” denote the shot and receiver stations, respectively. The black 

line in the dispersion spectra (b) is the theoretical group velocity dis-
persion curve of the average coal thickness (7.5 m)
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If we regard all the sampling points as exploratory drill-
ing boreholes, then the exploratory grid of the longwall 
panel is approximately 45 m × 45 m. Compared with the 
surface exploratory grid, the grid of the longwall panel is 
much smaller. Therefore, the thickness map interpolated by 
all the sampling points (both from the roadways and the 
longwall face) is the closest to the actual thickness distribu-
tion. The thickness map is shown in Fig. 15. If we regard 
this thickness map as the actual thickness distribution, then 
the residual maps of ISS and ISS–BK can be calculated by 
subtracting the primary and final thickness maps from the 
actual thickness map, respectively. The residual maps of ISS 
and ISS–BK are shown in Fig. 16a, b, respectively. Both 
maps share the same colour scale. The violet and red areas 
indicate large residuals. Compared with the residual map of 
ISS, the violet and red areas in the residual map of ISS–BK 
are much smaller, especially along the return and intake 

Fig. 10  Group velocity distribution of the Love wave for a constant frequency value of 75 Hz
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Fig. 12  Primary coal seam 
thickness distribution from the 
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Fig. 13  Kriging interpolation of 
the residual variable, ZT(x)
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airways. That is, it is a considerable advantage to apply the 
ISS–BK method to coal seam thickness prediction.

The prediction residual histograms of ISS and ISS–BK 
are shown in Fig. 17a, b, respectively. Figure 17 shows that 
the residuals of ISS and ISS–BK mainly lie in the inter-
vals (− 3, 3) and (− 1, 3), respectively. The residuals of ISS 
are approximately normally distributed, but the residuals 
of ISS–BK are not. Intuitively, the accuracy of coal seam 
thickness prediction was greatly improved after the Bayes-
ian kriging.

All the residuals were classified into four intervals, (0, 
0.1], (0.1, 0.5], (0.5, 1.0] and (1.0, +∞), and the results are 
shown in Table 3. As Table 3 shows, the prediction accu-
racy of ISS–BK is higher than that of ISS. If we regard the 
results whose residuals lie in the interval (0, 0.1] as the 
accurate predictions, then the accurate prediction rates of 
ISS and ISS–BK are 9.39% and 50.28%, respectively. If we 
regard the results whose residuals are less than 1.0 m as 
the effective predictions, then the effective prediction rates 
of ISS and ISS–BK are 61.88% and 77.90%, respectively. 
All the above statistics reflect a considerable improvement 
in ISS–BK compared to ISS.

Fig. 14  Final thickness distribu-
tion by using ISS–BK

Fig. 15  Thickness map interpo-
lated by all the hard data

Fig. 16  Residual maps of ISS 
(a) and ISS–BK (b)

(a)

(b)
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Conclusions

ISS surveys are widely used to investigate geological dis-
turbances and thickness distributions within coal seams. 
An ISS transmission survey can give a primary thickness 
distribution for the whole longwall panel. The primary 
thickness map can be refined by utilizing Bayesian krig-
ing. The resulting thickness distribution map gives guid-
ance for the selection of mining methods, mining plans 
and safety management.

(1) The dominant frequency of Love waves stretches 
towards the lower frequency with the increase in coal 
seam thickness. There exists a negative correlation 
between group velocity and coal thickness for a pre-
determined constant frequency. Each frequency value 
can only invert a specific range of thicknesses. A higher 
frequency is appropriate for thinner coal seams; a lower 
frequency is appropriate for thicker coal seams. In this 
paper, a narrow frequency band of 75 Hz was selected 
to determine the travel times of every ray trace, consid-
ering the noise frequency distribution and the thickness 
distribution together. Then, the group velocity was plot-
ted by using the SIRT algorithm.

(2) An approximate quantitative relationship between the 
thickness and the group velocity was fitted based on 
the sampling points of the coal seam thickness, which 
were collected during entry development. In this paper, 

a power function was used. Then, a primary thickness 
map was plotted by applying the above function to the 
group velocity map.

(3) By applying the BK to interpolate the residual distri-
bution in the whole longwall panel, a residual map 
was produced. Thus, the residual map establishes the 
relationship between ISS and BK. The thickness val-
ues predicted by ISS–BK from the sampling points 
are equal to the actual values, because ISS–BK has 
inherited the exact interpolation property of BK. The 
final prediction of ISS–BK mainly depends on the ISS 
results when the location is farther away than the ranges 
of both γZ|M(·) and γM(·) from any sampling points.

(4) The application in the No. 2408 longwall panel of 
Yuhua Coal Mine by using the ISS–BK method showed 
a considerable improvement in thickness prediction 
accuracy compared with the ISS method. The statistics 
show that the accurate prediction rates of ISS and ISS–
BK are 9.39% and 50.28%, respectively, and the effec-
tive prediction rates of ISS and ISS–BK are 61.88% and 
77.90%, respectively. In conclusion, by applying Bayes-
ian kriging to refine the thickness map of ISS, the pre-
diction accuracy of the thickness is greatly improved.
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Abstract
A simple ground motion prediction equation (GMPE) is developed for peak ground velocity, PGV, and for cumulative abso-
lute displacement, CAD, for underground mines. Assuming the ground velocity at source, PGV0 = 0.63vSΔ� where vS is 
S-wave velocity and Δ� is the average strain change at seismic sources (Brune in J Geophys Res 75(26):4997–5009, 1970; 
Kanamori in Phys Earth Planet Inter 5:426–434, 1972), is independent of seismic potency, P, then PGV(P,R) = PGV0 ⋅ B , 
where B =

[

cLP
1∕3∕

(

R + cLP
1∕3

)]cR and R is distance. Assuming after Eshelby that at source CAD0 = q0 Δ�2∕3P1∕3 , then 
CAD(P,R) = CAD0 ⋅ B , where q0 = 0.828494 . The S-wave velocity and the strain drop are strongly constrained by the type 
of rock and can be assumed, therefore both GMPE have only two parameters to be inverted from ground motion data: cL and 
cR . There is no provision made for site effect since in mines almost all sensors are placed in boreholes away from excavations. 
The basic outcome of ground motion hazard analysis for a given site is a seismic hazard curve that shows the annual rate, 
or probability, at which a specific ground motion level will be exceeded. It is expected that CAD that includes both the peak 
and the duration of ground motion may be a better indicator of damage potential than PGV alone, being a single measure-
ment over the whole waveform. Two simple applications are presented. (1) A graphical trigger for damage inspection when 
the PGV predicted for an event at selected sites exceeds a predetermined level. (2) The cumulative CAD plot that may be a 
useful tool to monitor the consumption of the deformation capacity of the support due to seismicity.

Keywords Ground motion prediction · Near-source ground motion · Cumulative absolute displacement

Motivation

Underground structures, specifically those embedded in hard 
rock, are far more resilient to shaking than surface ones. 
Therefore, with the exception of large events, most damage 
caused by seismic events in underground mines is observed 
in excavations relatively close to their sources. Since the 
maximum ground velocity at source is controlled by the 
strength of the rock mass, small and large events produce 
similar ground motion at source, but large events affect a 
substantial volume of rock, hence, the probability of hit-
ting a vulnerable structure is considerably higher. In smaller 
mines, the strong ground velocities associated with larger 
events may affect the entire infrastructure.

There is not much literature on GMPE for mining-induced 
seismicity. McGarr et al. (1981) used ground motion data 

recorded 3 km underground in a South African gold mine 
to develop the relationship log (R ⋅ PGV) = 3.95 + 0.57mL , 
where both R and the peak ground velocity, PGV, are in cm/s 
and mL is local magnitude. Kaiser and Maloney (1997) pro-
posed a similar equation but with the exponent a∗ = 0.5 as a 
scaling law for support design in rockburst conditions. It is 
written in the form, PGV = C∗

⋅Ma∗∕R , where M is seismic 
moment expressed in GNm. The parameter C∗ depends on 
the stress drop environment and, based on data form the 
Creighton Mine, C∗ = 0.1 to 0.3 for events with stress drops 
less than 2.5 MPa and with C∗ = 0.5 to 1.0 for higher stress 
drop events. However, it is recommended to adjust C∗ to a 
specific data set at hand. Translating to the seismic potency 
domain gives PGV = C∗P1∕2∕R , where PGV is in m/s, P 
in m 3 and R in metres. Taking into account that M = �P 
and � = 30 GPa, the parameter C∗ = (1.1 to 1.64) for events 
with stress drop less than 2.5 MPa and C∗ = (2.74 to 5.48) 
for higher stress drop events. The relation by McGarr et al. 
(1981) and by Kaiser and Maloney (1997) do not cater for 
attenuation and the near-source saturation.
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McGarr and Fletcher (2005) developed GMPE for PGV 
and PGA based on the ground motion recorded on surface 
due to coal mining that generated events with m ≤ 2.2 , 
recorded at distances of 500 m to 10 km. Mendecki (2008) 
developed and compared the GMPE-PGV for four under-
ground mines: two gold mines in South Africa, one in 
Australia and an iron ore mine in Sweden, all based on 
data recorded by three-component geophones installed in 
boreholes drilled from underground excavations. Atkin-
son (2015) used the NGA-West 2 database, containing 
horizontal component response spectra and PGV for events 
3.0 ≤ m ≤ 6.0 recorded on surface at distances up to 40 km 
to develop a GMPE that could be applied to induced seis-
micity. She concluded that ground motion from small-to-
moderate induced events may be significantly larger than 
that predicted by most currently used GMPE.

The development of a GMPE for underground mines is 
in some respects different to that in earthquake seismology. 
There are very few accelerometers installed in mines, and 
in most cases, these are piezoelectric which are not strong 
ground motion instruments. They deliver high accelerations 
at high frequencies which are of little interest since at those 

frequencies there is not much ground velocity and even less 
ground deformation. Double integration of frequently noisy 
acceleration waveforms to displacement may also prove dif-
ficult. It is only recently that the semiconductor micro-elec-
tromechanical systems accelerometers, MEMS, are being 
used in mines.

Most mines install a mixture of 4.5 and 14 Hz geo-
phones, and only recently have lower frequency sensors been 
deployed. For larger events, the higher frequency sensors 
filter lower frequencies and underestimate the ground motion 
parameters, and to some degree seismic potency and energy. 
Figure 1 shows the three-component velocity and integrated 
displacement waveforms of a logP = 2.86 event recorded at 
a distance 2252 m from the source by a 1 Hz sensor and a 4.5 
Hz sensor located next to each other in the same borehole. 
While the shape of the waveforms is similar, the 4.5 Hz 
sensor recorded significantly lower ground motions. PGV 
recorded by the 4.5 Hz sensors is 1.8 times lower, PGD is 
3.5 times lower and the cumulative absolute displacement, 
CAD, is 2.3 times lower. The 14-Hz geophone would record 
even lower ground motion. For smaller events, the differ-
ences are less significant. It is therefore advisable to select 

Fig. 1  Velocity and displacement waveforms of a logP = 2.86 event recorded by 1 Hz (left column) and 4.5 Hz sensors (right column), located 
at the same site
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PGV and CAD recorded by the same type of sensors while 
developing GMPE.

One can increase the signal range and the travel limits of 
geophones by overdamping. With normal damping of 0.7, 
the frequency response is flat to ground velocity above the 
natural frequency, fn , and is proportional to f 2

n
 below, which 

is caused by a double pole at that frequency, see Fig. 2. As 
the damping increases beyond 1, the poles separate, in such 
a way that the product of the pole frequencies remains con-
stant. Between these poles, the velocity response is propor-
tional to frequency, effectively making it flat to accelera-
tion over this frequency range. For 4.5 Hz geophones, the 
maximum damping which can reasonably be achieved is 3.4 
which means the acceleration response covers the frequency 
band from 0.7 to 30 Hz. In this configuration, the ADC volt-
age clip limit is raised by a factor of 5 to 0.5 m/s which is 
then slightly greater than the minimum internal displace-
ment clip limit. The spectra need to be corrected for this 
response when calculating source parameters.

Traditionally, the most important ground motion param-
eter in underground mines was the instrumental PGV which 
is used for support design. Recently, Mendecki (2018) 
developed a GMPE for the cumulative absolute displace-
ment, CAD, to be applied to monitor the consumption of 
the deformation capacity of support due to seismicity. The 
main interest for mines is the ground motion parameters at 
distances between 50 and 1000 m. Larger distances are of 
interest for surface structures, e.g. tailings dams or process-
ing plants. For the sizes of events in mines, the PGV may 
drop by two orders of magnitude between 100 and 1000 m 
from the source. CAD decays more slowly with distance than 
PGV, mainly because of the increased duration of waveforms 

with distance due to scattering. Although we caution that the 
GMPE is not the best tool to estimate the near-source ground 
motion (Mendecki 2016), the geotechnical engineers, lack-
ing other credible data, resort to such extrapolation when 
considering support specifications. Therefore, there is a need 
to constrain PGV at source to a physically acceptable level.

Seismic systems in mines are designed to locate events 
and to estimate their source parameters. For this reason sen-
sors are installed at least 6–10 m into boreholes to avoid 
the very site effects that amplify ground motion at the skin 
of excavations. Since the GMPE derived from such meas-
urements certainly underestimate seismic load, mines con-
duct separate site amplification measurements at selected 
locations (Milev and Spottiswood 2005; Cichowicz 2008; 
Mendecki 2013, 2016, 2017; Dineva et al. 2016; Cuello and 
Mendecki 2017).

Unlike crustal seismology, in mines the bulk rock mass 
properties are changing due to rock extraction, specifically 
in caving and open stoping mines, and because new strong 
ground motion data are coming fast, the GMPE needs to 
be updated at least once a year. For the same reason, the 
GMPE developed for mines are characterised by large scat-
ter. Moreover, many waveforms of larger events recorded at 
closer distances are displacement clipped or voltage satu-
rated, which limits the number of observations in the near 
field. The distances to larger and intermediate size events 
are also uncertain because of the unknown orientation of 
sources and the complex nature of larger events.

Potency, magnitude and ground motion 
characteristics

Potency. Seismic potency of a single dislocation source 
is the product of an average slip and source area, P = ūA 
(Ben-Menahem and Singh 1981). For a complex source, 
potency is the product of the source strain and the source 
volume, P = Δ�V  (Madariaga 1979), where Δ� = Δ�∕� , 
Δ� is an averaged stress drop and � is the rigidity of the 
rock mass surrounding the source. Seismic moment 
M = �P = �Δ�V = Δ�V .

Magnitude. Different mines use different magnitude scales 
that in many cases differ significantly and, in some cases, 
are not consistent over time. Therefore, here the common 
logarithm of seismic potency, logP , is used as a measure 
of magnitude. logP is simple, appropriate for the range of 
sizes of seismic events recorded in mines and independ-
ent of rigidity, thus seismic hazard may be objectively 
compared between different mines and between differ-
ent periods of time for the same mine. Table 1 translates 
selected logP to Hanks–Kanamori potency magnitude, 
mHK = 2∕3 logP + 5.92 (Hanks and Kanamori 1979), to 

Fig. 2  The solid lines show the ground velocity required to produce 
2-mm peak internal displacement in a 4.5  Hz geophone, for over-
damped and maximally flat responses. The voltage limits for a typical 
audio ADC are marked by dashed horizontal lines, and pole frequen-
cies by dashed vertical lines, after Mountfort and Mendecki (2019, in 
preparation)
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the average source size L = 3
√

3.5P∕Δ� and the maximum 
source slip, umax = 0.04865

3
√

P (Eshelby 1957) assuming 
Δ� = 5 × 10−4 . The conversion from Hanks–Kanamori mag-
nitude to logP is logP = 1.5mHK − 1.425.

There are a number of parameters that measure the inten-
sity of ground motion and its potential for damage. They are 
mainly based on measured maximum amplitude, energy and 
duration.

Peak ground characteristics. Ground motion characteris-
tics include peak ground acceleration, PGA, velocity, PGV 
and displacement, PGD. The PGA is the most convenient for 
structural engineers, since the maximum force experienced 
by a rigid structure of mass m is Fmax = m ⋅ PGA . However, 
the PGA is a poor parameter for evaluating potential for 
damage. For example, a large PGA associated with a high 
frequency pulse may be absorbed by the inertia of the struc-
ture with little deformation, since PGD ∝ PGA∕f 2 , where f 
is frequency. On the other hand, a more moderate accelera-
tion associated with a long duration pulse of low frequency 
may result in significant deformation of structures. The PGV 
is less sensitive to the higher frequencies than PGA, can be 
measured directly and reliably and provides a better indica-
tion of damage potential.

Duration. Degradation of the stiffness and strength of rock 
is sensitive not only to the amplitude of ground motion but 
also to its duration and the associated number of load or 
stress reversals above the elastic regime. The bracketed 
duration measures the duration of the ground motion from 
the first to the last occurrence of amplitude exceeding a 
specified threshold. The uniform duration is defined as the 
sum of the time intervals during which the ground motion 
is greater than the threshold see Bommer et al. (2009) for 
more details. The significant duration defines ground motion 
duration as the length of the time interval between the accu-
mulations of two specified levels of ground motion energy at 
the site. Trifunac and Brady (1975) defined duration as the 
length of the time interval between the accumulations of two 
specified levels of ground motion energy at the site, e.g. the 
amount of time in which the central 90% of the integral of 
the squared velocity or acceleration takes place, t90.

Cumulative absolute velocity. CAV = ∫ td
0

|a(t)|dt , where 
a(t) is the acceleration time history, has units of velocity, 
m/s (EPRI 1988). However, in mines, the utility of CAV 

is limited for two reasons. Mines mostly employ veloc-
ity transducers and the highest accelerations recorded by 
piezoelectric accelerometers are associated with very high 
frequencies, where there is little displacement and little or 
no damage potential.

Cumulative absolute displacement. CAD is defined as 
the integral of the absolute value of a velocity time series, 
CAD = ∫ td

0
|v(t)|dt , where v(t) is the velocity time history, 

has units of displacement. CAD is the area under the abso-
lute velocity time history and is more sensitive to lower fre-
quency ground motion, i.e. to larger displacements. CAD 
is a better indicator of damage potential than a single point 
measurement PGV, and can be used to monitor the con-
sumption of the deformation capacity of rock support due 
to seismicity. Figure 3 shows the three-component velocity 
and displacement waveforms of a logP = 2.12 event at the 
Beaconsfield mine, BCF, recorded by 14 Hz sensors and X, 
Y and Z components of the absolute velocity that after inte-
gration deliver CAD. The PGV and CAD values are shown 
in the right margin of each graph.

Simple GMPE for PGV and CAD

Ground motion prediction equation. The ground motion 
prediction equation (GMPE) gives the expected value of 
a given ground motion parameter, GMP, e.g. peak ground 
velocity PGV or the cumulative absolute displacement CAD, 
as a function of seismic potency or energy or magnitude and 
distance. Its main utility in mines is to predict ground motion 
in the near and intermediate fields of larger events that may 
occur in the future, on the basis of observations of ground 
motion caused by smaller events.

We start with the following prediction equation for 
a ground motion parameter, GMP, caused by an event of 
potency P at distance R,

where R should be measured orthogonal to the character-
istic rupture plane, unless source sizes are small compared 
with the distances involved, cP is the potency dependence 
parameter, cR controls the geometrical attenuation rate and c 
is a free parameter (Esteva 1970; Campbell 1981). The term 
cLP

1∕3 is introduced to modulate ground motion at small 

(1)GMP (P,R) = c ⋅ PcP
(

R + cL ⋅ P
1∕3

)−cR ,

Table 1  Hanks–Kanamori 
mHK for selected logP , source 
displacement umax, and average 
source sizes, L 

logP − 4.0 − 3.0 − 2.0 − 1.0 0.0 1.0 2.0 3.0 4.0

Hanks–Kanamori mHK − 1.72 − 1.05 − 0.38 0.28 0.95 1.62 2.28 2.95 3.62
Source size, L (m) 0.9 1.9 4.1 8.9 19.1 41.2 89 191 412
umax (cm) 0.023 0.049 0.01 0.002 0.0487 1.05 2.26 4.86 10.48
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distances, where geometric attenuation is small, and to satu-
rate them at source.

The amplitudes of GMP predicted by the GMPE above 
are positively correlated with cP and c and negatively with 
cR and cL . The term cP logP is consistent with the definition 
of earthquake magnitude as a logarithmic measure of the 
amplitude of ground motion. The term −cR logR is consist-
ent with the geometric spreading of the seismic wave front 
as it propagates away from the source, and it also caters in 
part for the attenuation due to an elasticity and scattering. 
The term cLP1∕3 is introduced to modulate ground motion at 
small distances, where geometric attenuation is small, and 
to saturate them at source.

The GMPE at source gives GMP(R = 0) = cc
−cR
L

PcP−cR∕3 , 
i.e. at source logGMP is a linear function of logP . For 
cP = cR∕3 , the GMP at source is independent of event 
size, GMP(R = 0) = c∕c

cR
L

 . For cP > cR∕3 , it delivers 
larger GMP’s at source for events with larger potencies. 
The case cP < cR∕3 predicts that lower potencies gener-
ate higher GMP’s at source than larger potencies which is 
rather unlikely. The case cR = 1.0 with no attenuation and 
for cL = 0 , gives the familiar GMP = cPcP∕R (McGarr et al. 
1981; Kaiser and Maloney 1997).

From the GMPE given by Eq. (1), we can calcu-
late R = (cPcP∕GMP)1∕cR − cLP

1∕3 ,  i.e. the distance 

over which seismic source with potency P generates the 
ground motion parameter ≥ GMP . We can also calcu-
late the minimum potency, or logP that delivers a given 
level of GMP at a distance R. The case cP = cR∕3 gives 
P(R) = R3∕

[

(c∕GMP)1∕cR − cL
]3 , but in the general case the 

solution must be obtained numerically.
There are many forms of GMPE, most of them developed 

for predicting surface ground motion resulting from earth-
quakes, see Douglas (2018) for a review. Some of them are 
complex and have more than 5 or even 10 coefficients to 
cater for magnitude, distance, site effects, source mecha-
nisms (normal, strike slip or reverse faulting) and, in some 
cases even directivity. However, more complex models are 
more susceptible to the danger of overfitting, i.e. model-
ling spurious details of the data rather than the data gen-
erating process. The inversion procedure for parameters in 
the GMPE equation should therefore be carried out in two 
stages to decouple potentially correlated variables, in this 
case cP and cR (Joyner and Boore 1993, 1994) or Abraham-
son and Youngs (1992). However, such a process can only 
alleviate the problem and the real physical meaning of these 
parameters may be lost, a point well made by McGarr and 
Fletcher (2005).

Fig. 3  Velocity waveforms and integrated displacements (top) of a 
logP = 2.12 (m2.36) and energy logE = 7.36 event recorded 90 m 
from source. X, Y and Z components of the absolute velocity that after 

integration delivers CAD (bottom). At the bottom of each graph there 
is the date and time of the event and information on sensor and filter 
applied to processing
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Simple GMPE-PGV .  Equation (1) for PGV is 
PGV(P,R) = cPcP

(

R + cL ⋅ P
1∕3

)−cR , which at source, for 
R = 0 , gives PGV(P,R = 0) = cc

−cR
L

PcP−cR∕3.
Ambraseys (1969) postulated that the near-source PGV of 

earthquakes should be limited by the strength or maximum 
stresses of the rocks. Brune (1970) showed that if a stress 
pulse is applied instantaneously over the whole source, the 
initial ground velocity is PGV0 = �effvS∕� , where �eff is the 
applied effective stress available to accelerate the two sides 
of the source, vS is the S-wave velocity and � is the rigidity 
of the rock surrounding the source. The ratio �eff = �eff∕� is 
the effective strain on both sides of a slip type source, so we 
can write PGV0 = vS�eff.

For a finite circular source of radius r with instantaneous 
stress release, the effects of the edges of the crack will abate 
the ground velocity with time. For the simple taper given 
by Brune (1970), integration of vS�eff exp

(

−vSt∕r
)

 over 
the process time, r/vS (Kanamori 1972; Mendecki 2016, p. 
59), gives the average ground velocity at source, which is 
adopted in this paper,

The near-source ground velocity, for a finite source and finite 
rupture velocity, for different source models are quoted in 
Table 2.

For �eff = 25 MPa, � = 2700 kg/m3 , vS = 3300 m/s, 
assuming the rupture velocity vr = 0.75vS , the estimates of 
the near-source ground motion would vary between 1.0 and 
2.1 m/s. In general, the faster the rupture the faster the slip 
and the higher the near field ground motion.

The effective stress cannot be measured directly but one 
can assume that it is equal to the bulk shear strength of the 
rock within the volume of interest, which for hard rock varies 
between 10 MPa, for an inhomogeneous rock to 100 MPa for 
an intact homogeneous hard rock. This, assuming the rigid-
ity of the order of 10 GPa, translates to 10−4 ≤ �eff ≤ 10−3 . 
A more practical proxy for �eff or �eff is the upper limit of 
the static stress drop, Δ� , or strain change, Δ� , derived from 
waveforms recorded in the area of interest.

Now, from PGV(P,R = 0) = 0.63vSΔ� = cc
−cR
L

PcP−cR∕3 , 
we can derive c = 0.63vSΔ�c

cR
L
P−cP+cR∕3 . For cP = cR∕3 , 

parameter c = 0.63vSΔ�c
cR
L

 is independent of potency P and 
the GMPE for PGV can be written as,

(2)PGV0 = 0.63vS�eff.

While this expression has 4 parameters: vS , Δ� , cL and cR , 
two of them, vS , Δ� , are constrained by the type of rock 
and can be assumed and the other two, cL and cR need to be 
inverted from data.

Simple GMPE-CAD .  Equation (1) for CAD is 
CAD(P,R) = c ⋅ PcP

(

R + cL ⋅ P
1∕3

)−cR . For a circular crack 
with a uniform strain change Δ� over the source surface, the 
displacement profile is given by u(x) = 24Δ�

√

r2 − x2∕(7�) , 
where x is the radial distance from the centre of the crack 
and r is the radius of the crack (Eshelby 1957). The maxi-
mum displacement is in the middle of the crack, i.e. at x = 0 , 
therefore umax = 24rΔ�∕(7�) . Integration over the crack 
length in polar coordinates, (x,�) , gives the mean displace-
ment at source ū = 24Δ𝜖∕

�

7𝜋2r2
�

⋅ ∫ r

0
xdx ∫ 2𝜋

0
d𝜑

√

r2 − x2 , 
which translates to ū = 48Δ𝜖∕

�

7𝜋r2
�

⋅ ∫ r

0

√

r2 − x2xdx , 
and f inally ū = 16rΔ𝜖∕(7𝜋) .  This gives seismic 
potency, P = ū𝜋r2 = (16∕7)r3Δ𝜖 , the source radius 
r = (7∕16)1∕3(P∕Δ�)1∕3 and,

where the constant q0 = (24∕7�)(7∕16)1∕3 = 0.828494 . 
For the average strain change at source Δ� = 5 × 10−4 , the 
maximum displacement umax = 0.004865

3
√

P , which is not 
far from umax = 0.0046

3
√

P given by McGarr and Fletcher 
(2003).

If we assume that the cumulative absolute displace-
ment at the source is equal to the maximum source dis-
placement, i.e. CAD0 = umax = q0Δ

2∕3P1∕3 , then at source, 
CAD(P,R = 0) = cc

−cR
L

PcP−cR∕3 = CAD0 = q0Δ�
2∕3P1∕3 .  For 

cP =
(

1 + cR
)

∕3 , parameter c = q0Δ�
2∕3c

cR
L

 is independent 
of potency P and, after simple algebra the GMPE for CAD 
can be written as

(3)PGV(P,R) = 0.63vSΔ�

(

cLP
1∕3

R + cLP
1∕3

)cR

.

(4)umax = 1.5ū = q0Δ𝜖
2∕3P1∕3,

(5)CAD(P,R) = q0Δ�
2∕3P1∕3

(

cLP
1∕3

R + cLP
1∕3

)cR

.

Table 2  Models of near-source ground velocity, v, as a function of rupture velocity according to Burridge (1969)(1) , Ida (1973)(2) and McGarr 
and Fletcher (2001)(3) , where f

(

vr
)

 is a monotonic function that ranges from 0.11 to 0.4 as rupture velocity increases from 0.6vS to 0.9vS

Model ⟨v⟩ for vr = 0.75vS

Bilateral rupture(1) ⟨v⟩ = �eff∕
�

�vS
�

1 + vS∕vr
��

⟨v⟩ = 0.43�eff∕
�

�vS
�

Dynamic cohesive rupture(2) ⟨v⟩ = �effvr∕
�

�v2
S

�

⟨v⟩ = 0.75�eff∕
�

�vS
�

Dynamic rupture scaling(3) ⟨v⟩ = 0.8�eff∕
�

�vSf
�

vr
��

⟨v⟩ = 0.36�eff∕
�

�vS
�
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Equation (5) has three parameters, Δ� , cL and cR and since 
Δ� is constrained by the type of rock and can be assumed, 
the other two, cL and cR need to be inverted from data.

Example

We analysed the ground motion data of selected seismic 
events recorded at BCF mine from 03 August 2005 to 25 
April 2006, i.e. 265 days. Figure 4 shows in plan (left) and 
in section (right) seismic sensor sites and all seismic events 
with logP ≥ −1.0(m ≥ 0.28) selected for analysis.

There are 448 observations of PGV and 429 of 
CAD derived from 51 events of the potency range 
−1.0 ≤ logP ≤ 2.12 , recorded at distances between 35 and 
591 m from source. The minimum PGV is 0.002 cm/s and 

the maximum 3.2 cm/s. The minimum CAD is 0.0015 cm 
and the maximum 0.1656 cm.

Figure 5 shows logP versus PGV and logP versus CAD 
of the final data set accepted for fitting.

Figure 6 shows logΔ� versus logP (left) and log f0 versus 
logP , where f0 is an average P- and S-wave corner frequency, 
for a constant strain change at source (right) of events at BCF 
accepted for fitting. The upper limit of strain change at source 
is of the order of 5 × 10−4.

GMPE-PGV. Assuming vS = 3250 m/s and Δ� = 5 × 10−4 , 
the GMPE for PGV is obtained as,

(6)PGV(P,R) = 102.375

(

2.8027P1∕3

R + 2.8027P1∕3

)1.6381

,

Fig. 4  Seismic events, sites and characteristics of the final data sets for fitting at BCF mine

Fig. 5  logP versus PGV (left) and logP versus CAD (right) of the final data sets accepted for fitting the simple GMPE



844 Acta Geophysica (2019) 67:837–847

1 3

where PGV is in cm/s, P in m 3 and R in metres. Inver-
sion was done in the log PGV domain with weighting 
wj =

(

log PGVj − log PGVmin

)

∕
(

log PGVmax − log PGVmin

)

 . 
The standard errors of cR = ± 0.0443 and cL = ± 0.3343 
and the standard deviation �log PGV = 0.1753 . If we 
assume 5% uncertainty in vS and 25% uncertainty in 
Δ� , then the expected peak ground velocity at source is 
PGV0 = 102.375 cm/s ± 30%, i.e. it would vary between 
72.94 ≤ PGV0 ≤ 134.37 cm/s, irrespective of magnitude. 
Figure 7 left shows the data selected for fitting with dots 
coloured by size range and the GMPE fit plotted in the mid-
dle of each potency range with grey bands indicating 95% 
confidence limits. The predicted PGV’s for larger potency 
events are shown in Fig. 7 right.

Figure 8 shows the results of residual analysis: on the left 
log (Obs/Pred) as a function of distance and, right, log (Pred) 
versus log (Obs).

GMPE-CAD. Assuming Δ� = 5 × 10−4 , the GMPE for 
CAD is obtained as,

where CAD is in cm, P in m 3 and R in metres. The standard 
errors of cR = ± 0.0294 and cL = ± 0.1969 and the standard 
deviation �logCAD = 0.167 . If, in addition, we assume 25% 
uncertainty in Δ� , the expected maximum seismic deforma-
tion at source for logP = 3.0 would vary between 4.31 and 
6.06 cm. Figure 9 left shows data selected for fitting with 
dots coloured by logP range and the GMPE fit plotted in 
the middle of each potency range with grey bands indicat-
ing 95% confidence limits. The predicted CAD’s for larger 
potency events are shown in Fig. 9 right.

(7)CAD(P,R) = 0.63 ⋅ P1∕3

(

1.3805P1∕3

R + 1.3805P1∕3

)1.068

,

Fig. 6  logΔ� versus logP (left) and log f0 versus logP (right) of events accepted for fitting

Fig. 7  The GMPE-PGV fit and data (left) and predictions for larger potencies (right)



845Acta Geophysica (2019) 67:837–847 

1 3

Figure 10 shows the results of residual analysis: on the 
left log (Obs/Pred) as a function of distance and, on the right, 
log (Pred) versus log (Obs).

Applications of GMPE for underground 
mines

The basic outcome of ground motion hazard analysis for a 
given site is a seismic hazard curve that shows the annual rate, 
or probability, at which a specific ground motion level will be 
exceeded. This is outside the scope of this paper. It is expected 
that CAD that includes the peak and the duration of ground 
motion may be a better indicator of damage potential than the 
PGV alone, being a single measurement over the whole wave-
form. Below, we present two simple applications: the potential 
damage inspection plot and the cumulative CAD plot.

From the simple GMPE-PGV given by Eq. (3), we can 
calculate the distance, R, over which a seismic source with 
potency P generates the velocity of ground motion ≥ PGV,

We can also calculate the minimum potency, or logP that 
delivers a given level of PGV as a function of distance,

Now, we can plot logP versus distance R of seismic events, 
on the background of envelopes of a minimum logP that 
delivers a given level of PGV as a function of distance, 
for a number of strategic sites. Figure 11 left shows the 
logP ≥ −2.0 versus distance of 277 events at the BCF mine 
that occurred between 02 August 2005 and 25 April 2006 
and the thresholds of ground motion, PGVx , set as 1, 2.5, 5 
and 10 cm/s. The envelopes of a minimum logP stop where, 

(8)R = cLP
1∕3

[

(

PGV0∕PGV
)1∕cR − 1

]

.

(9)P(R) =
(

R∕cL
)3
[

(

PGV0∕PGV
)1∕cR − 1

]−3

.

Fig. 8  log
(

PGVobs∕PGVpred

)

 versus distance (left) and log PGVpred versus log PGVobs (right)

Fig. 9  The GMPE-CAD fit and data (left) and predictions for larger potencies (right)
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according to the GMPE, a logPmax event cannot deliver a 
given PGV beyond that distance. We assumed that for BCF 
mine logPmax = 3.06

(

mHK = 2.99
)

 . A seismic event that 
crosses the calibrated envelope for a given site should trig-
ger damage inspection. If the threshold for the three test sites 
is set at 1 cm/s in solid rock then over the 265 days period, 
there would be 6 damage inspections: four to Site3, one to 
Site4 and one to Site11. Note that the developed GMPE does 
not take into account site effects, i.e. the amplification of 
ground motion at the skin of excavations, therefore all these 
estimates are in solid rock.

Another useful application is monitoring the consumption 
of the deformation capacity of the support due to seismicity.

Figure 11 right shows the cumulative seismic deforma-
tion, CAD, due to 277 seismic events with logP ≥ −2.0 at 
the same 3 sites over the same period as before. The red 
dots indicate events with seismic strain, PGV∕vS ≥ 10−6 , 

which is considered inelastic for hard rock. It shows that all 
three sites were subjected to a relatively low level of seismic 
deformation. The highest level of seismic deformation in the 
intact rock over that time was recorded at Site3. Note that all 
the observed CAD were recorded by sensors in boreholes, 
therefore, they do not take into account the amplifying effect 
of the fracture zone close to excavations and the reaction of 
the support.
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Fig. 10  log
(

CADobs∕CADpred

)

 versus distance (left) and log CADpred versus log CADobs (right)

Fig. 11  Left. logP of 277 seismic events that occurred between 02 
August 2005 and 25 April 2006 versus distances to three sites at the 
BCF mine. The grey envelopes indicate a minimum logP , that deliv-

ers 1.0 ≤ PGVx ≤ 10.0 cm/s as a function of distance. Right. Esti-
mates of cumulative co-seismic displacement at the same sites over 
the same period of time
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Abstract
Understanding the magnitude and spatial variation of extreme rainfall events are required for decision making and adapta-
tion strategies for flood risk. In Ho Chi Minh City (HCMC), heavy rainfall, which is considered as a main cause of floods, 
witnessed an increase in frequency and magnitude in last few decades. Although nonstationarity in extreme rainfall has 
been proved in many places of the world, research into nonstationarity feature in extreme rainfall in HCMC has not been 
paid attention thoroughly. In this study, the spatial variation of extreme precipitation over Ho Chi Minh City is modelled 
under nonstationary condition. The generalized extreme value (GEV) distribution with location made a nonlinear function 
of time is applied to annual maximum daily rainfall. The study results show that the nonstationary GEV model is found to 
be superior in capturing extreme precipitation events when compared to the stationary GEV model. The extreme rainfall 
estimates under the stationary condition are lower than those under the nonstationary condition in most stations. Besides, 
the spatial variation of extreme rainfall under nonstationary condition shows a significant difference in extreme estimates 
between the periods of 1980–1984 and 2010–2014 in study area.

Keywords Ho Chi Minh City · Extreme rainfall · Nonlinear · Nonstationary · Spatial variation · GEV

Introduction

In recent years, changes in rainfall characteristics and 
hydrological cycle have been reported for many places of 
the world, especially increasing in rainfall extremes, due 
to the change in global climate related to human activities 
(Berg et al. 2013; Groisman et al. 2005; Milly et al. 2008; 
Trenberth 2011). These changes propose that the assumption 
of stationarity in hydro-meteorological time series may no 
longer suitable (Khaliq et al. 2006; Sugahara et al. 2009). 
As such, the concept of nonstationary extreme value analysis 
has been well developed and used in modelling the behav-
ior of rainfall extremes in many regions as Taiwan, China, 
West Central Florida, South Korea and Greece and so on 
(Chu et al. 2013; Feng et al. 2007; Kioutsioukis et al. 2010; 
Nadarajah 2005; Park et al. 2011; Westra et al. 2013).

In other hand, the previous studies have reported that 
extreme rainfall is influenced by the physical processes 
such as the El Nino-Southern Oscillation (ENSO), the 
North Atlantic Oscillation (NAO), the Indian Ocean 
Dipole (IOD) or the Pacific Decadal Oscillation (PDO) 
(Agilan and Umamahesh 2015; Cai and Rensch 2012; 
Kenyon and Hegerl 2010; Mondal and Mujumdar 2015; 
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Villafuerte et al. 2015). That is a reason why the large-
scale climate variables have been commonly used in fre-
quency analysis as the factors causing nonstationarity in 
extreme rainfall. For example, Villafuerte et al. (2015) 
found that ENSO has significant impact on the changes in 
extreme rainfall in the Philippines. Mondal and Mujumdar 
(2015) reported that the global warming, local tempera-
ture changes and ENSO play a significant role in causing 
nonstationarity in rainfall extremes over India. Hence, the 
physical processes associated with extreme rainfall have 
a periodicity component in it (Agilan and Umamahesh 
2016a). Introducing periodicity feature in extreme rain-
fall frequency analysis is therefore needed, which could 
significantly impact on the chosen design values.

Most of the studies in modelling extreme rainfall under 
nonstationary condition, the linear trend was commonly 
adopted to express the function of parameters of chosen 
distribution. In particular, Wi et al. (2016) constructed 
nonstationary generalized extreme value (GEV) distribu-
tion and generalized Pareto distribution (GPD) models 
by introducing linear trend in location and scale param-
eters. Villafuerte et al. (2015) investigated the changes in 
extreme rainfall in the Philippines using GEV distribution 
with linear form of location parameter. Cheng and AghaK-
ouchak (2014) used a nonstationary GEV distribution with 
linear trend in location parameter to develop the rainfall 
intensity–duration–frequency curves. However, Agilan 
and Umamahesh (2016a) recommended that using time 
covariate based linear form could lead to increase the bias 
of nonstationary model. Um et al. (2017) suggested that 
nonlinear function could be a useful option when applied 
to the nonstationary frequency analysis of extreme rainfall. 
And the use of flexible nonlinear forms to model non-
stationarity in extreme rainfall could be found in many 
researches (Agilan and Umamahesh 2016b; Panagoulia 
et al. 2014; Sugahara et al. 2009; Yilmaz et al. 2016). 
Thus, among many nonlinear forms that were established 
and used in the past, choosing an appropriate form for 
modelling nonstationary extreme rainfall mimicking all 
involved physical processes is essential.

The main objective of this study is to model the spatial 
variation of extreme rainfall over Ho Chi Minh City, a 
flood-prone city in the South of Vietnam, using appro-
priate nonstationary GEV model. In order to address this 
objective, the observed data is firstly checked for the pos-
sible trend by using the Mann–Kendall test. The nonlinear 
trend in the extreme rainfall time series is developed by the 
use of multi-objective generic algorithm. The best model 
is chosen by the Akaike Information Criterion and the 
likelihood ratio test. Finally, the best nonstationary model 
is used to investigate the spatial variation of extreme rain-
fall corresponding to different return periods.

Study area and data

Background of Ho Chi Minh City (HCMC)

HCMC is located in the South of Vietnam and belongs to a 
transitional region between the southeastern and Mekong 
River delta regions. This city is considered as a typical 
example of a vulnerable coastal city. Much of HCMC is 
located in low-lying lands of the Saigon-Dongnai River 
basin that are prone to frequent flooding (Lasage et al. 
2014; World Bank 2010). Total 154 of the city’s 322 com-
munes and wards have a history of regular flooding, affect-
ing 12 percent of the HCMC population (around 971,000 
people) (ADB 2010). HCMC’s climate is governed by 
monsoon regime and divided into rainy and dry season. 
Ninety percent of annual rainfall occurs in rainy season 
from May to October (ADB 2010). The heavy rainfall in 
a short period of time is considered as a main cause of 
floods in rainy season (ADB 2010; Le Vo 2007).

In last few decades, beside huge challenges related to fast-
growing population, urbanization and industrialization (Le 
Vo 2007; World Bank 2010), HCMC also has to cope with 
climate problems such as increases in frequency and mag-
nitude of extreme rainfall events (ADB 2010). In addition, 
the impacts of ENSO and PDO on rainfall regimes in Viet-
nam has been investigated by recent studies (Chan and Zhou 
2005; Chen et al. 2013; Gobin et al. 2015; Nguyen et al. 
2014; Yen et al. 2011), which partly influence the extreme 
rainfall in HCMC. Since extreme rainfall continuously result 
in severe floods and inundations, it is necessary to detect the 
trends and develop the spatial variation of extreme rainfall 
over the entire HCMC, which can be used for the city gov-
ernment in urban planning or infrastructure design purpose.

Data

In this study, the daily rainfall data are carefully selected 
from the National Hydro–Meteorological Service (NHMS) 
of Vietnam. The stations which had numerous days of miss-
ing data in a year are excluded from this study. Only rain 
gauges with longer rainfall records are selected for this study 
because the length of data records has a significant influ-
ence on the accuracy of parameter estimation of the extreme 
value distribution (Yilmaz et al. 2016). In particular, the 
dataset contains 8 stations within HCMC and10 stations 
outside HCMC (i.e. Binh Duong, Dong Nai, Ba Ria Vung 
Tau, Long An and Tay Ninh provinces) that have long-term 
precipitation observations and spread over the entire study 
area (Fig. 1) is used. The average record length is 40 years. 
The details of selected stations, including name, location and 
the length of data, are shown in Table 1.
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Figure 2a provides the average annual rainfall of all 
selected stations. It can be seen that there is a wide vari-
ation in the average annual rainfall amount between rain 
gauges. The stations located in Dong Nai province have 
the high values of annual rainfall, around 2000 mm (e.g. 
Longthanh, Trian, Tuctrung, Xuanloc). Whilst the sta-
tions located within HCMC have the lower values of 

annual rainfall, especially in Cangio station. Figure 2b 
shows the maximum daily rainfall over surveyed period 
of all stations. It is observed that the highest daily rainfall 
above 300 mm occurred in Xuanloc station, whereas the 
lowest value of 140 mm occurred in Hocmon station. Fig-
ure 3 shows the maximum annual daily rainfall time series 
with the linear trends of Tansonnhat (TSN) and Hocmon 

Fig. 1  Study area and locations of selected rainfall stations

Table 1  Details of selected rain 
gauges for the study

Region Station name Longtitude Latitude Data period

HCMC Cuchi 106°29′00″ 10°58′00″ 1980–2014
Hocmon 106°36′00″ 10°53′00″ 1980–2014
Thuduc 106°45′00″ 10°50′00″ 1980–2014
Macdinhchi (MDC) 106°42′01″ 10°47′02″ 1980–2014
Tansonnhat (TSN) 106°40′00″ 10°49′00″ 1956–2014
Binhchanh 106°44′00″ 10°44′00″ 1980–2014
Nhabe 106°47′00″ 10°41′00″ 1980–2014
Cangio 106°59′00″ 10°24′00″ 1980–2014

Binh Duong Sosao 106°37′07″ 11°02′33″ 1958–2013
Tay Ninh Godau 106°12′00″ 11°09′36″ 1980–2014
Dong Nai Bienhoa 106°49′30″ 10°57′25″ 1958–2015

Longthanh 106°35′00″ 11°49′00″ 1980–2014
Tuctrung 107°12′00″ 11°05′00″ 1978–2015
Xuanloc 107°14′00″ 10°56′00″ 1949–2015
Trian 107°02′22″ 11°05′15″ 1980–2014

Long An Benluc 106°25′00″ 10°38′00″ 1980–2014
Tanan 106°25′00″ 10°32′00″ 1980–2014

Ba Ria Vung Tau Vungtau 107°05′00″ 10°22′00″ 1949–2015
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Fig. 2  Diagram of a average 
annual rainfall and b maximum 
daily rainfall of all surveyed 
stations
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Fig. 3  The maximum annual 
daily rainfall time series with 
the linear trends (dotted lines) 
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stations during the observed period. Through this figure, 
time variability of mean and standard deviation of the two 
series from neighboring stations can be seen. The dates 
of maximum daily rainfall of both these stations for a 
period of 1980–2014 are also provided in Fig. S1 in the 
supplementary material.

Methodology

The methodology of this study is organized as follows. 
The nonstationarity in rainfall time series is firstly 
detected using statistical test. Then the nonstationary 
GEV models are developed in which location parameter 
is expressed as a function of non-linear trend. The best 
model for each station could be found by Akaike Informa-
tion Criterion and the likelihood ratio test. Based on the 
best models, the spatial variation of extreme rainfall over 
in HCMC and adjacent areas are mapped corresponding 
to the return periods of 5, 25 and 50 years. The methodol-
ogy flowchart is shown in Fig. 4.

Mann–Kendall (M–K) test

Climatic extremes, particularly heavy rainfall events, have 
significantly increased in the past few decades due to human 
activities, urbanization and global climate change (Berg 
et al. 2013; Cheng and AghaKouchak 2014; Min et al. 2011; 
Trenberth 2011). Hence, the rainfall time series may have a 
nonstationary component. Normally, trend analysis is used 
to detect the nonstationarity signal in the rainfall time series. 
The M–K test (Kendall 1962; Mann 1945), a non-parametric 
statistical test, is widely used to analyze the monotonic trends 
in series of environmental data, climate data or hydrological 
data (Douglas and Fairbank 2010; Guhathakurta et al. 2011; 
Katz 2013; Pingale et al. 2014; Pohlert 2016; Rakhecha and 
Soman 1994; Westra et al. 2013; Zhang et al. 2008).

GEV model development

The asymptotic distribution of extreme rainfall series 
extracted using the annual maximum method is the GEV 
distribution and it has been previously used to model the 
extreme rainfall series under nonstationary condition (Agi-
lan and Umamahesh 2016a; Cheng et al. 2014; Villafuerte 

Fig. 4  Flowchart to determine 
the return levels Extreme rainfall series

Estimation of nonstationary 
GEV model parameters

(µ(t), σ, ξ)

Estimation of stationary 
GEV model parameters

(µ, σ, ξ)

AICc χ2 test

Is nonstationary model
superior than stationary 

model?

YESNO

Calculate return levels  
using stationary model

Calculate return levels  
using nonstationary 

model

Comparison of spatial 
variation of extreme 

rainfall

Spatial variation of 
extreme rainfall

Spatial variation of 
extreme rainfall under 
stationary condition
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et al. 2015; Yilmaz et al. 2016). Therefore, in this study, the 
GEV distribution is used to model extreme rainfall series. 
Suppose x = x1, x2, x3, …, xn denote the annual maximum 
rainfall of n independent and identically distributed random 
variables. The cumulative distribution function of the GEV 
is given by Eq. (1) (Coles 2001; Katz et al. 2002):

where µ, σ and ξ denote the location, scale and shape param-
eters. The location parameter (µ) specifies the center of the 
distribution, the scale parameter (σ) represents the size of 
deviations around the location parameter, and the shape 
parameter (ξ) governs the tail behavior of the GEV distri-
bution. The GEV has three types of distribution determined 
by the sign of the shape parameter, i.e. Fréchet-type (ξ > 0), 
Weibull type (ξ < 0), and Gumbel type (ξ = 0).

Nonstationary GEV model

In the nonstationary case, the parameters of the models are 
allowed to vary with covariates (e.g. time or climatological 
covariates) (Coles 2001). In this study, we developed nonsta-
tionary models considering time as covariate. In particular, 
the parameters of the GEV distribution are expressed as a 
function of time, known as µ(t), σ(t), ξ(t), and t = 1, 2, … n. 
For this study, we did not consider nonstationarity in scale 
(σ) and shape parameter (ξ). Because precise estimation of 
ξ is difficult, and it is unrealistic to assume it as a smooth 
function of time (Coles 2001). Besides, modelling tempo-
ral changes in σ and ξ reliably requires long-term observa-
tions which are usually unavailable for practical applications 
(Cheng et al. 2014). Hence, under nonstationary condition, 
the parameters of GEV model are expressed as a function of 
the covariate [f(t)] (Eq. 2):

where �1 denotes as the slope parameter and it represents the 
trend in the location parameter due to covariate f(t).

As mentioned earlier, extreme rainfall events are affected 
by global climate change and many physical processes which 
have a different periodicity. Besides, directly using time 
covariate based linear form in nonstationary modelling may 
create more bias. Agilan and Umamahesh (2016a) suggested 
a non-linear form which is based on time and concern the 
incorporation of both long-term trend and periodicity con-
currently. The covariate equation is given as follows (Agilan 
and Umamahesh 2016a):

(1)
G(x;𝜇, 𝜎, 𝜉) = exp

{

−
[

1 + 𝜉

(

x − 𝜇

𝜎

)]−1∕𝜉
}

,

1 + 𝜉

(

x − 𝜇

𝜎

)

> 0, 𝜎 > 0

(2)�(t) = �0 + �1 × f (t); �(t) = �; �(t) = �

(3)f (t) = ta1 + sin
(

a2 × t
)

+ cos
(

a3 × t
)

where a1 is the variable that controls the magnitude of the 
long-term trend, and variables a2 and a3 control the periodic-
ity. The estimation of a1, a2 and a3 values is implemented by 
the multi-objective genetic algorithm (MOGA). The generic 
algorithm (GA), one of the efficient global search methods, 
is a computerized search and optimization algorithm based 
on the mechanics of natural genetics and natural selection. 
Unlike single objective problem, multi-objective problem 
based on multiple objectives functions is usually considered 
for estimating robust solution. In this study, we have used 
MOGA to estimate the value of a1, a2 and a3. As such, the 
corrected version of Akaike Information Criterion (AICc), 
a distance function based on correlation coefficient (r) and 
root mean square error (RMSE) are considered as three 
objective functions of the GA is used to identify the best 
solution. The package nsga2R in R programming language 
is used to perform MOGA in this study. For more details 
about MOGA, the reader is referred to Agilan and Umama-
hesh (2016a).

Parameters estimation

The method of maximum-likelihood has been widely used 
for estimating the parameters of (non)stationary GEV 
model. The maximum-likelihood estimates of µ, σ and ξ 
are taken to be those values which maximize the likeli-
hood function (Katz 2013). For the nonstationary model, 
the likelihood function can be represented as a function 
of parameters (i.e. µ0, µ1, σ, ξ). Let x1,  x2, …, xn be annual 
maximum precipitation series of n years. The log-likeli-
hood function can be written as follows:

For ξ ≠ 0,

For ξ = 0,

(4)

L(𝜇, 𝜎, 𝜉|X) = −n log 𝜎 −

(

1 +
1

𝜉

)

×

n
∑

i=1

log

[

1 + 𝜉

(

xi − (𝜇0 + 𝜇1 × f (T)

𝜎

)]

−

n
∑

i=1

[

1 + 𝜉

(

xi − (𝜇0 + 𝜇1 × f (T)

𝜎

)]−
1

𝜉

,

1 + 𝜉

(

xi − (𝜇0 + 𝜇1 × f (T)

𝜎

)

> 0

(5)

L(�, �|X) = −n log � −

n
∑

i=1

(

xi − (�0 + �1 × f (T)

�

)

−

n
∑

i=1

exp

[

−

(

xi − (�0 + �1 × f (T)

�

)]
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For the purpose of optimization, minimization of nega-
tive log-likelihood (Katz 2013) can be adopted to arrive 
at the estimates of parameters instead of maximizing 
log-likelihood. Therefore, minimization the negative log-
likelihood function is used for parameters estimation in 
this study.

Model selection

Selection of the best model is a complex process and need 
to consider several different measures. A single measure 
may fail to determine an appropriate model, which lead to 
underestimate or overestimate the probability of extreme 
rainfall. In this paper, we use two measures to identify the 
best model for annual maximum extreme rainfall. Besides, 
the graphical approach (The probability–probability plot and 
quantile–quantile plots) is also used to check the quality of 
fitted model.

The Akaike information criterion

The AIC has been used commonly to select the best model 
among candidate models. In the comparison of AIC values 
between various models, the model with the lowest AIC 
value is considered to be the most efficient, and hence should 
be selected. However, Hurvich and Tsai (1995) showed that 
the AIC may have serious deficiencies, and they recommend 
a corrected version, namely AICc, which was developed for 
small samples to mitigate the bias and avoid overfitting the 
data. Thus, we use AICc for selecting the appropriate model 
in this study. The AICc is given by Eq. 6:

where n is the sample size, k is the number of parameters 
in a given model, − log L(θ|X) is the minimized negative 
log-likelihood function. In addition, Burnham and Ander-
son (2004) suggested a rescaled form of AICc (denoted 
Δi) which is used in this work for ranking and comparison 
among the GEV models.

where min(AICc) is the smallest value of AICc among can-
didate models. The model having Δi= 0 is considered as the 
best model, whereas the model with larger Δi is less plau-
sible. The model which has Δi ≤ 2 is considered reasonable 
selection for the given time series (Agilan and Umamahesh 
2016a; Burnham and Anderson 2004).

The likelihood ratio test

The likelihood ratio test allows to determine the signifi-
cance of the trend parameter in the nonstationary model by 

(6)AICc = −2 log L(�|X) + 2k +
2k(k + 1)

n − k − 1

(7)Δi = AICc−min(AICc)

comparing negative log-likelihood of stationary and nonsta-
tionary models (Katz 2013). For example, if the stationary 
model and nonstationary model are denoted by (M0) and 
(M1) respectively, the negative log-likelihood of model (M0) 
and (M1) can be written:

Under null hypothesis of no trend (µ1 = 0), the likelihood 
ratio test statistic, based on twice the difference between 
l0(M0) and l1(M1) [Eqs. (8) and (9)], approximately follows 
Chi square distribution with four degree of freedom [denoted 
by χ2 (4)] as the different between number of parameters in 
model (M0) and (M1) (Katz 2013). The test is given by:

The graphical diagnostics

In order to check the quality of fitting for a chosen model, 
the graphical approach of the probability–probability plot 
(P–P) and quantile–quantile plot (Q–Q) can be used. To 
develop the P–P and Q–Q plots, it is necessary to transform 
the data into a standardized form (Coles 2001). Here we use 
standard Gumbel distribution, and the transformed variable 
is defined by (Coles 2001; Katz 2013):

where �̂� , �̂� , 𝜉 are estimated location, scale and shape param-
eter. Let �̂� is order value of ɛ, the P–P plot points and the 
Q–Q plot points are given by Eqs. (12) and (13) respectively 
(Coles 2001)

Return level estimation

Once the best model for the given extreme rainfall series 
is determined, the T-year return level zp corresponding to 
the T-year return period can be obtained. Here, the location 
parameter value in the nonstationary model varies over the 
time. Some authors suggested the low-risk approach for cal-
culating location parameter by taking the 95 percentiles of 
the location parameter values in historical observation (Agi-
lan and Umamahesh 2016a; Cheng and AghaKouchak 2014). 
However, in this study, we have used two ways to compute 
return levels by using mean value of location parameter for 
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= − log L(x1, x2,… , xn;�, �, �)
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(
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)
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the years 1980–1984, say first 5 years, and the period of 
2010–2014, say last 5 years. It is the fact that the rainfall pro-
cess has periodicity as it is controlled by many physical pro-
cesses (such as the ENSO cycle). As mentioned earlier, the 
rainfall of the study area is controlled by one of the dominant 
teleconnections, i.e. ENSO cycle. The El Nino and La Nina 
events (positive and negative phases of the ENSO cycle) 
will occur once in 2–5 years. In other words, the periodic-
ity of the ENSO cycle is less than 5 years. Besides, a study 
related to nonstationarity analysis of Chawla and Mujumdar 
(2018) suggested that the hydrologic cycle in a river catch-
ment can change every 5-year period. Consequently, we have 
calculated the average of 5 years thereby the interannual 
variations in the rainfall can be eliminated. This concept 
allows compare the difference between the first and the last 
periods of rainfall values at a certain station. Estimation of 
the T-year return level for the first(last) 5-year period can be 
given by Eq. (14):

where �̂�5F and �̂�5L are the mean value of the location param-
eter of first 5 years and last 5 years respectively. By substitut-
ing the values of estimated parameters into Eq. (14), we can 
obtain the estimates of the return levels.

Result and discussion

Trends in extreme rainfall

As mentioned earlier, the M–K test is applied to indicate the 
increasing or decreasing trend in the rainfall data. In Table 2, 
the results of the Mann–Kendall test with all rain gauges are 
shown. The negative value of Tau indicates decreasing trend, 
in contrast, the positive value of Tau indicates increasing 

(14)

zpF =

⎧

⎪

⎨

⎪

⎩

�̂�5F(5L) −
�̂�

𝜉

�

1 −
�

− log
�

1 −
1

T

��−𝜉
�

, for 𝜉 ≠ 0

�̂�5F(5L) − �̂� log
�

− log
�

1 −
1

T

��

, for 𝜉 = 0

trend. Decreasing trend has been found in 8 stations, of 
which 2 stations are inside HCMC (i.e. Thuduc and MDC) 
and 6 stations outside HCMC (i.e. Sosao, Godau, Tuctrung, 
Benluc, Tanan, Vungtau). Increasing trend is observed in the 
annual maximum precipitation series of remaining stations.

In addition, the p value shown in Table 2 points out that 
only 1 station in the Southeast side (i.e. Cangio) has a sig-
nificant trend at 5% significant level. The trends in annual 
maximum series of Macdinhchi, Nhabe, Xuanloc stations 
are significant at 10% significance level. None of the test 
statistics of remaining stations is significant at 10% signifi-
cant level.

Some researchers found that the characteristic of rainfall 
is changing (Min et al. 2011; Westra et al. 2013). It includes 
the increases in extreme rainfall in most places of the world, 
although only limited rain gauges indicate a statistically sig-
nificant nonstationary behavior. Cheng and AghaKouchak 
(2014) also mentioned that ignoring the nonstationarity may 
lead to remarkable underestimation of extreme events, which 
may result in the increase in risk of infrastructure design and 
construction. Besides, these authors also suggested that the 
nonstationary condition can be applied to all datasets regard-
less of their trend, avoiding a subjective significance meas-
ure. Hence, the nonstationary GEV model is constructed for 
all 18 stations in this study.

Nonstationary GEV model

Before developing the stationary and nonstationary GEV 
models for extreme rainfall analysis, it is required to deter-
mine the value of variables a1, a2 and a3 in Eq. (3). Upon 
estimating the value of variables a1, a2 and a3 by multi-
objective genetic algorithm, the stationary and nonstationary 
GEV models are constructed for each station. The values of 
a1, a2 and a3 are shown in Table 3 for all stations.

Table 4 shows estimated parameter values of two models 
along with Δi values and likelihood ratio test results. The 
results show that the nonstationary GEV model is the best 
model for all stations. Further, as mentioned in the method-
ology section, the P–P and Q–Q plots are used to check the 
quality of a fitted model. The diagnostic plots of Tansonnhat 
station are shown in Fig. 5. It is observed that the nonstation-
ary model shows a better match (Fig. 5b) than the station-
ary model (Fig. 5a). The P–P and Q–Q plots for remaining 
stations also indicate a good fit of extreme rainfall data by 
nonstationary GEV models. For brevity, P–P and Q–Q plots 
of remaining stations are not shown in this paper.

Spatial variation of rainfall extremes

Figure 6 shows the annual maximum daily rainfall return 
levels corresponding to 5, 25 and 50 years return period over 
HCMC. In the nonstationary case, extreme rainfall values of 

Table 2  Results of M–K test for trend for all gauging stations

Stations Tau value p value Stations Tau value p value

Cuchi 0.08 0.504 Godau − 0.15 0.227
Hocmon 0.02 0.898 Bienhoa 0.07 0.497
Thuduc − 0.15 0.218 Longthanh 0.17 0.156
MDC − 0.22 0.080 Tuctrung − 0.06 0.597
TSN 0.15 0.110 Xuanloc 0.16 0.071
Binhchanh 0.08 0.514 Trian 0.07 0.580
Nhabe 0.24 0.057 Benluc − 0.02 0.865
Cangio 0.38 0.001 Tanan − 0.05 0.660
Sosao − 0.12 0.221 Vungtau − 0.03 0.727
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each station are estimated for the periods of first 5 years and 
last 5 years by using mean value of location parameter for 
the years of 1980–1984 and 2010–2014 respectively.

Under the nonstationary condition, there is a large varia-
tion among rain gauges for the first 5 years’ period compared 
to current years (the last 5 years’ period). For instance, the 
estimated return levels corresponding to the 5-year return 
period vary between 55 and 210 mm per day for the first 
5 years’ period, whereas those values for the last 5 years’ 
period are within range of 100–144 mm per day.

Figure 6 also shows that the differences in estimate rain-
fall values derived from nonstationary models are more 
significant in Tanan, Cangio, Thuduc, Godau when com-
paring first 5 years and last 5 years periods. In more detail, 
the difference in extreme rainfall estimates between these 

periods reaches 66.5 mm for Tanan station corresponding to 
50-year return period, while those values for Cangio, Godau 
and Thuduc are approximately 53 mm, 37 mm and 20 mm 
respectively. Remaining stations do not show significant dif-
ferences in estimated extreme rainfall between concerned 
periods.

Besides, it can be seen that the values of the return lev-
els based on the best nonstationary models have significant 
difference compared with stationary models, especially in 
the South and Northeast of study area. Considering Tanan 
station as an example, the 50-year annual maximum rainfall 
values are 189 and 260 mm per day under stationary and 
nonstationary (for last 5 years’ period) conditions respec-
tively. Table 5 shows the percentage when nonstationary 
return levels are greater than stationary return levels for 

Table 3  Estimated values of a1, 
a2 and a3

Stations Variables Stations Variables

a1 a2 a3 a1 a2 a3

Cuchi − 1.87 5.13 8.31 Godau − 0.92 − 5.94 6.04
Hocmon − 4.01 2.99 2.45 Bienhoa − 0.75 7.24 9.83
Thuduc − 0.67 − 5.24 6.44 Longthanh − 1.87 6.76 1.40
MDC − 2.35 9.31 2.51 Tuctrung − 10.00 7.61 0.43
TSN 0.15 − 0.48 9.18 Xuanloc − 3.77 − 4.92 8.30
Binhchanh − 8.32 − 8.86 1.85 Trian − 0.87 − 9.13 8.00
Nhabe − 0.88 4.76 4.10 Benluc − 10.00 − 5.11 1.44
Cangio − 0.29 − 6.14 6.16 Tanan − 1.84 1.34 6.02
Sosao − 9.28 7.03 7.83 Vungtau − 1.56 6.50 3.49

Table 4  Parameter estimates, 
likelihood ratio test results and 
Δi values

Stations Parameters value of stationary 
model

Parameters value of nonstationary 
model

Likelihood ratio test

µ σ ξ Δi µ0 µ1 σ ξ Δi p value

Cuchi 84.32 24.80 0.09 3.08 83.66 19.01 17.53 0.35 0.00 5.97E−03
Hocmon 77.74 22.93 − 0.22 3.09 79.55 13.93 18.78 − 0.26 0.00 5.95E−03
Thuduc 79.28 29.18 − 0.07 4.62 79.92 20.23 20.75 0.11 0.00 2.85E−03
MDC 92.32 23.15 − 0.04 5.65 94.06 14.56 16.48 0.08 0.00 1.58E−03
TSN 85.27 19.42 0.01 15.84 84.51 10.23 13.12 0.31 0.00 3.68E−05
Binhchanh 71.07 21.97 0.07 5.07 70.20 14.06 14.36 0.39 0.00 2.33E−03
Nhabe 77.27 23.80 0.06 0.32 74.72 − 10.06 15.87 0.44 0.00 1.52E−02
Cangio 41.67 30.25 0.17 11.29 45.14 − 22.58 20.17 0.32 0.00 1.48E−04
Sosao 87.66 25.67 0.01 9.47 87.45 − 13.70 19.32 0.18 0.00 6.48E−04
Godau 75.03 20.78 − 0.13 18.72 73.47 − 16.71 10.03 0.39 0.00 4.68E−06
Bienhoa 86.02 20.34 0.10 10.76 86.66 − 10.82 15.26 0.25 0.00 3.45E−04
Longthanh 90.00 29.56 0.03 1.79 91.66 − 16.51 23.20 0.11 0.00 1.05E−02
Tuctrung 98.63 22.83 0.10 7.92 97.46 − 12.01 14.99 0.40 0.00 8.04E−04
Xuanloc 88.79 24.23 0.15 10.54 87.21 11.02 18.01 0.39 0.00 4.62E−04
Trian 91.65 17.45 − 0.02 1.82 91.98 − 11.24 13.27 0.12 0.00 1.04E−02
Benluc 88.88 24.63 0.12 5.65 87.55 − 10.63 17.47 0.39 0.00 1.91E−03
Tanan 78.28 24.12 0.08 4.52 76.30 − 17.06 15.79 0.40 0.00 3.12E−03
Vungtau 80.66 24.10 0.16 12.56 81.21 11.23 18.76 0.30 0.00 1.91E−04
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50-year return period for all stations. It can be seen that the 
magnitudes of extreme rainfall under the stationary condi-
tion are much lower than those under the nonstationary con-
dition for most of the stations. These results point out that 
the assumption of stationarity could lead to underestimation 
of extreme rainfall events, hence choosing the design value 
for hydraulic structures under stationary or nonstationary 
condition should be considered thoroughly.

Summary and conclusion

Under the influence of global climate change and physical 
processes as ENSO and PDO, extreme rainfall in HCMC has 
been proven to increase in frequency and magnitude in last 
few decades. Therefore, the reality of nonstationary extreme 
rainfall should be paid more attention in the design of water 
infrastructure and flood mitigation projects since the extreme 
value distribution models with constant parameters may no 

longer be suitable. This present paper is aimed to model 
the spatial variation of extreme precipitation at HCMC and 
adjacent areas under nonstationary condition. In particular, 
the trend in time series is firstly determined by the nonpara-
metric method, known as M–K test, before constructing non-
stationary GEV model. In order to introduce nonstationarity 
into extreme rainfall frequency analysis, a nonlinear trend 
representing the long-term trend and periodicity of physical 
processes is suggested for the location parameter, whereas 
the scale and shape parameters (σ and ξ) are kept constant. 
The best nonstationary model for each station is found based 
on AICc value and likelihood ratio test. Based on the results 
of M–K test, only one station has a significant trend at the 
5% significant level, and three stations have significant trend 
at 10% significant level. The remaining stations do not show 
a significant trend in the annual maximum precipitation data.

The findings indicate that the nonstationary model can 
be considered as the best model for modelling extreme 
rainfall when comparing to stationary model. The chosen 

Fig. 5  P–P and Q–Q plots of Tansonnhat (TSN) station
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nonstationary GEV model also has better goodness of fit 
performance. Moreover, the extreme rainfall estimates under 
the stationary condition are much lower than those under the 
nonstationary condition in a major part of study area.

Regarding two concerned periods, first 5 years and last 
5 years, it can be seen that the differences in estimate rainfall 
values derived from nonstationary models are significant, 
especially in Tanan, Cangio, Thuduc, Godau stations.

In a nut shell, we regard the present study as an impor-
tant step towards flood mitigation projects and flood risk 
management in HCMC. Not only because it is the first of 
its kind, as authors’ knowledge, but also because of pro-
posed method, which considers the impact of global climate 
change and physical processes on extreme rainfall of study 
areas. In other word, it is suggested that extreme rainfall 
should be analysed under both stationary and nonstation-
ary condition before using as initial inputs of hydrological 
and hydrodynamic models since the global climate is con-
tinuously changing and unpredictable. The findings are also 
able to provide useful information on nonstationary extreme 
rainfall of HCMC for decision makers in choosing appro-
priate design values. The future work may be continued by 
considering local factors and assessing the uncertainties in 
modelling extreme precipitation.
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(b)

(c)

Fig. 6  The variation of return levels for the return period of a 2-year; b 5-year; c 10-year; d 25-year; e 50-year

Table 5  The percentage when nonstationary return levels are greater 
than stationary return levels for 50-year return period for all stations

Station Percentage (%) Station Percentage (%)

Cuchi 91.2 Godau 100
Hocmon 17.1 Bienhoa 69.2
Thuduc 58.8 Longthanh 37.1
MDC 31.3 Tuctrung 97.4
TSN 100 Xuanloc 100
Binhchanh 100 Trian 62.9
Nhabe 100 Benluc 100
Cangio 42.9 Tanan 97.1
Sosao 68.5 Vungtau 81.8
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Abstract
Infiltration measurements are mandatory input for hydrological modelling. Disc infiltrometer is used for determining infiltra-
tion in the field by allowing three-dimensional flow of water under the negative head at the surface. There are steady-state 
and transient mathematical equations for obtaining hydraulic characteristics based on disc infiltrometer measurements. 
Different assumptions and formulations adopted by these equations may induce analysis-dependent variability in hydraulic 
parameter determination from the disc infiltrometer measurements. In this study, a critical evaluation of nine mathematical 
equations used for determining near-surface saturated hydraulic conductivity based on mini-disc infiltrometer (MDI) meas-
urements in the field for two different seasons is carried out. The saturated hydraulic conductivity determined by Guelph 
permeameter was used as the reference for evaluating the appropriateness of equations considered in this study. Consider-
ing different statistical procedures, Wooding–Gardner, Weir’s Refinement, van Genuchten Zhang, Ankeny, and Haverkamp 
equations identified by Bland–Altman plot are recommended as the most reliable mathematical equations that can be used 
for analysing MDI measurements. The appropriateness of the mathematical equation for MDI analysis with respect to soil 
type needs to be investigated further.

Keywords Infiltration · Disc infiltrometer · Guelph permeameter · Hydraulic conductivity · Critical evaluation

Introduction

Infiltration is the measure of water entry into the soil at the 
ground surface. Infiltration capacity is a mandatory input for 
various hydrological projects such as groundwater recharge, 
water and solute transport through soils, irrigation, drainage, 
and flood modelling (Hillel 1998; Mishra et al. 2003; Revol 
et al. 1997). Hence, quantification of near-surface hydraulic 
conductivity based on infiltration measurements is of utmost 
importance in watershed management (Chahinian et al. 
2006; Zhou et al. 2015; Pitt et al. 2008; Bean et al. 2007; 
Lee et al. 2016). There are several well-established infiltrom-
eters for determining near-surface hydraulic conductivity in 

the field (Angulo-Jaramillo et al. 2000). The conventional 
ring infiltrometers are heavy with less portability, cumber-
some procedure, time-consuming, and requirement of more 
water, thereby limiting its extensive measurements with 
adequate repetitions on catchment scale and on difficult 
grounds (McKenzie et al. 2002). In this context, a miniature 
version of disc infiltrometer, mini-disc infiltrometer (MDI), 
as shown in Fig. 1, has gained popularity due to its relative 
ease, high portability, a noninvasive and non-intrusive pro-
cedure for measuring the near-surface and near-saturated 
hydraulic conductivity (Dohnal et al. 2010). It allows exten-
sive spatio-temporal measurements using MDI in the field 
with adequate repetitions (David and César 2009; Latorre 
et al. 2015). Past studies have determined the hydraulic con-
ductivity of vegetated soils and different plant covers using 
MDI (Homolák et al. 2009; Gadi et al. 2017).

Researchers have proposed short-term transient meth-
ods and long-term steady-state methods for analysing 
disc infiltrometer data (Ankeny et al. 1991; Logsdon and 
Jaynes 1993; Jacques et al. 2002; Angulo-Jaramillo et al. 
2000, 2016). These methods adopt different assumptions, 
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mathematical formulations, and boundary conditions for 
estimating hydraulic characteristics (David and César 2009; 
Haverkamp et al. 1994; Reynolds et al. 2002). This may lead 
to the variability in the determination of surface hydraulic 
conductivity using MDI (Verbist et al. 2013). MDI measures 
near-saturated hydraulic conductivity 

(
Kh0

)
 corresponding 

to a negative pressure head 
(
h0
)
 applied at the ground sur-

face. There are comparisons of different infiltrometer results 
(Ghosh and Sreeja 2019) and insightful discussions on the 
theoretical formulations used for MDI (Angulo-Jaramillo 
et al. 2016). Ronayne et al. (2012) have compared Guelph 
permeameters with disc infiltrometers and ring infiltrom-
eters. The variabilities in the hydraulic conductivity depend-
ing on the measurement techniques are appraised in the lit-
erature (Verbist et al. 2013). However, there is no conclusive 
recommendation on the appropriateness of any particular 
measurement methodology. It is mainly due to the lack of 
reference true value for hydraulic conductivity in the field 
(Morbidelli et al. 2017). Researchers have carried out studies 
to evaluate different physically based, semi-empirical, and 
empirical infiltration equations in different types of soil (Hsu 
et al. 2002; Mishra et al. 2003; Chahinian et al. 2005; Sihag 
et al. 2017). However, there are not many studies that criti-
cally evaluate the appropriateness of different mathematical 
equations for determining hydraulic conductivity based on 
MDI measurements under identical field conditions and dif-
ferent seasons.

The primary objective of this study is to evaluate nine 
popular mathematical equations that can be used to determine 
hydraulic conductivity based on MDI measurements taken at 
14 sites within a sub-catchment of north-east India for two 
different seasons. A well-established Guelph permeameter 

(GP) was used as the reference for saturated hydraulic con-
ductivity ( Ks ) measurement in the field (Salverda and Dane 
1993; Reynolds and Elrick 1985; Bagarello and Giordano 
1999; Morbidelli et al. 2017). Some of the mathematical equa-
tions considered in this study determine Kh0

 instead of Ks . For 
such cases, Kh0

 measured at a water head h0 lower than zero 
was extrapolated to h0 equal to zero for determining Ks . The 
research indicates that Wooding–Gardner, Weir’s Refinement, 
van Genuchten–Zhang (vG–Z), Ankeny, and Haverkamp equa-
tions are appropriate mathematical equations that can be used 
for analysing MDI results for the field conditions identical to 
this study. To explore the role of soil type on the appropri-
ateness of the mathematical equation for MDI analysis needs 
further studies.

Mathematical equations for MDI analysis

Infiltration beneath the MDI is governed by axisymmetric 
three-dimensional water flow into an initially unsaturated 
porous medium. For a given field condition, MDI measures 
cumulative infiltration with time for a specific time interval. 
These raw data are analysed using different steady-state and 
transient mathematical equations for determining Kh0

 . The 
details of mathematical equations considered in this study are 
briefly discussed as follows.

Wooding–Gardner equation

According to Wooding (1968), the steady-state flux, qh0 enter-
ing into the soil at a tension head h0 , from a shallow circular 
pond of radius r , can be approximated by a three-dimensional 
axisymmetric infiltration equation (Eq. 1):

where �c = 1∕�c is the macroscopic capillary length and 
Kh0

 is the near-saturated hydraulic conductivity which is a 
function of h0 . The first term of Eq. 1 represents the one-
dimensional vertical infiltration below the disc under grav-
ity. The second term designates the lateral spread under the 
capillary metric force. The Gardner (1958) exponential func-
tion for the estimation of hydraulic conductivity ( Kh0

 ) can 
be expressed as:

where Ks is the saturated hydraulic conductivity. Combining 
both Wooding and Gardner equations, Ks can be determined 
by Eq. 3.

(1)qh0 = Kh0

[
1 + 4�c∕(�r)

]

(2)Kh0
= Ks exp

(
�ch0

)
, when h0 ≤ 0

(3)Qh0
= �r2Ks exp(�ch0)

(
1 +

4

�r�c

)

Suction 
control tube

Chamber 
barrier

Mariotte 
tube

Bubble 
chamber

Water 
reservoir

Sintered 
Steel Disc

Fig. 1  Schematic diagram of mini-disc infiltrometer (MDI)
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where Qh0
 is the steady-state flow rate under a given tension 

h0 . The unknowns in this equation are Ks and �c , which can 
be estimated by conducting infiltration measurements with a 
fixed disc radius and multiple negative pressure heads (Wang 
et al. 1998).

Weir’s Refinement method

For water flow from a small surface source such as MDI 
disc, Weir (1987) observed that Wooding’s approximate 
solution might not be representative. The flow rate and the 
infiltrometer disc radius, r0 , were normalized into the fol-
lowing dimensionless form:

Wooding’s relationship was modified as:

For r∗ < 0.4 , Weir (1987) found that Eq. 6 may not be pre-
cise and thereby proposed an alternative estimate for Q∗ 
given by Eq. 7.

The experimental fitting parameter �c is determined from 
the known steady-state flow rates at two tensions h1 and h2 
using Eq. 8.

The saturated hydraulic conductivity can be estimated by 
Weir’s equation as:

van Genuchten–Zhang method

Zhang (1997a) proposed a method for determining near-satu-
rated hydraulic conductivity, Kh0

 from the measured cumula-
tive infiltration versus the square root of the time response 
of relatively dry soil. The measured result was fitted with a 
second-order polynomial equation for determining the hydrau-
lic conductivity and sorptivity of the soil. Zhang (1997a) used 
simulated data of cumulative infiltration under the disc infil-
trometer for the determination of constants C1 and C2 . The 

(4)Q∗ =
�c

r0Ks exp
(
�ch0

)Qh0

(5)r∗ =
1

2
�cr0

(6)Q∗ = 4 + 2�r∗

(7)

Q∗ =
4� sin2 (r∗)

r∗� sin (r∗) cos (r∗) + 2r∗ sin2 (r∗) ln (r∗) − 1.073(r∗)3

(8)�c =
ln
[
Q
(
h2
)
∕Q

(
h1
)]

h2 − h1

(9)Ks =
�c

r0
exp

(
−�ch1

)Q(h1
)

Q∗

near-saturated hydraulic conductivity Kh0
 and sorptivity Sh0 

was estimated by

where A1 and A2 are the dimensionless coefficients. Using 
numerous numerical experiments, the empirical relation-
ships were established for A1 and A2 as functions of soil 
retention parameters, infiltrometer parameters, and initial 
water content (Zhang and van Genuchten 1994; Zhang 
1997a). The dimensionless coefficients alter with the total 
infiltration time, although the variation becomes insignifi-
cant as infiltration time increases and the coefficients can be 
treated as constants. By considering van Genuchten (1980) 
soil water retention function, the coefficients are given by 
the following equations:

n and �c represents the van Genuchten soil parameters, 
h0(< 0) is the pressure head of the infiltrometer, r0 is the 
radius of the infiltrometer, �0 is the water content at h0 , �i is 
the initial water content, and b is the parameter equal to 0.55. 
The van Genuchten parameters for different soil texture can 
be obtained from Carsel and Parrish (1988).

White and Sully method

White and Sully (1987) proposed a method to determine the 
value of �c in Gardner (1958) exponential hydraulic conductiv-
ity function (Eq. 2) as follows:

where Sh0 , �h0 , and Kh0
 are the sorptivity, moisture content, 

and hydraulic conductivity at pressure head h0 , respectively, 
�n and Kn are the initial moisture content and the correspond-
ing hydraulic conductivity, respectively, and b is a shape 

(10)Kh0
=

C2

A2

(11)Sh0 =
C1

A1

(12)A1 =
1.4b0.5(�0 − �i)

0.25exp[3(n − 1.9)�ch0)](
�cr0

)0.15

(13)

A2 =
11.65

(
n0.1 − 1

)
exp

[
2.92(n − 0.19)�ch0

]
(
�cr0

)0.91 n ≥ 1.9

(14)

A2 =
11.65

(
n0.1 − 1

)
exp

[
7.5(n − 0.19)𝛼ch0

]
(
𝛼cr0

)0.91 n < 1.9

(15)�c =

(
�h0 − �n

)
(Kh0

− Kn)

bS2
h0
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factor. Linking Eqs. 15 and 1 with an assumption that Kn 
is insignificant, White et al. (1992) proposed the equation:

where qh0 is the flow rate at steady state for pressure head h0 , 
Sh0 was determined from early-time cumulative infiltration 
versus square root of the time response of MDI by following 
vG–Z method (Eq. 11), �h0 is obtained from the soil surface 
instantly after the measurement, �n is determined before the 
measurement, and b is taken as 0.55.

Simunek–Wooding

(Šimunek et al. 1998) presumed that in the interval between 
two adjacent heads, the parameter �c in Gardner (1958) expo-
nential hydraulic conductivity function was constant. This 
assumption was used to find out the hydraulic conductivity 
in the middle of the interval between two successive heads, hi 
and hi+1 . The parameter �c was given as:

The average steady-state infiltration rate can be described 
as:

Then, the near-saturated hydraulic conductivity, Kh0
 , was 

estimated as:

Ankeny method

Ankeny et al. (1991) proposed a multiple head method for the 
determination of near-saturated hydraulic conductivity using 
two consecutive tension heads. The parameter �c in Gardner 
(1958) exponential hydraulic conductivity function was esti-
mated by

where Qh1
 and Qh2

 are the steady-state fluxes at h1 and h2 , 
respectively.

Corresponding to two tension heads, h0 = h1 and h2 , two 
values of Kh0

 can be obtained as:

(16)Kh0
= qh0 −

4bS2
h0

(�h0 − �n)�r0

(17)�c =
ln

qi+1

qi

hi+1 − hi
i = 1,… , n − 1

(18)qh0 =
√
qi+1 × qi + 1 i = 1,… , n − 1

(19)Kh0
=

qh0

1 +
4

r0�c

(20)�c =

ln
Qh1

Qh2

h1 − h2

Zhang method‑I

Zhang (1998) suggested a procedure to reduce the time for 
field infiltrometer experiments drastically which do not require 
steady-state infiltration rates but infiltration data at any time 
by modifying Ankeny et al. (1991) procedure. In this method, 
the correction factors were proposed as follows:

where Kh1
 and Kh2

 are the hydraulic conductivity values and 
�1 and �2 are the final water contents at tensions h0 = h1 and 
h2 , respectively, �i is the initial water content, Q1 and Q2 
are the measured flux at infiltration time t1 and t2 , and � is 
the macroscopic capillary length, which are unknowns. The 
modified method in the matrix form can be expressed as:

where Qh1
 and Qh2

 are the measured flux at infiltration time 
t1 and t2 for the tension h1 and h2 . Matrices are nonlinear 
because the coefficients are functions of the unknowns Kh1

 , 
Kh2

 , and � . A Picard iteration with an incremental solution 
technique was used to solve the nonlinear equations assum-
ing the initial approximate solution (Zhang 1998).

Zhang method‑II

Zhang (1997b) proposed the infiltration model of the disc infil-
trometers which is known as the second method of Zhang as:

where I is the cumulative infiltration, C1 and C2 are param-
eters, and t is the time.

The relationship for infiltration rate i is derived as:

(21)
Kh1

=
Qh1

�r2
0
+

4r0

�c

(22)Kh2
=

Qh2

�r2
0
+

4r0

�c

(23)

f1 = 1 +
0.4431r0

(
�1 − �i

)0.5
(
Kh1

�t1
)0.5 − 0.216 exp

[
−
4.01Kh1

�t1(
�1 − �i

)
r2
0

]

(24)

f2 = 1 +
0.4431r0

(
�2 − �i

)0.5
(
Kh2

�t2
)0.5 − 0.216 exp

[
−
4.01Kh2

�t2(
�2 − �i

)
r2
0

]

(25)
⎡⎢⎢⎣

f1�r
2
0

0 4f1r0Kh1

0 f2�r
2
0

4f2r0Kh2

0.5Δh 0.5Δh Kh2
− Kh1

⎤⎥⎥⎦

⎡⎢⎢⎣

Kh1

Kh2

�

⎤⎥⎥⎦
=

⎡⎢⎢⎣

Qh1

Qh2

0

⎤⎥⎥⎦

(26)I = C1

√
t + C2t

(27)i = 0.5C1t
−0.5 + C2
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If the steady-state infiltration rate is = C2 , then

where Qs is the steady-state flow rate.
For the tensions h1 and h2 , the correction factors f1 and f2 

can be expressed as:

Fitting Zhang (1997b) equation to cumulative infiltration 
data from 0 to t1 for tension h1 and 0 to t2 for tension h2 , the 
coefficients C11 , C12 , C21 , and C22 were determined. In accord-
ance with the first method of Zhang, t1 and t2 can be any infil-
tration time. Using known values of f1 and f2 for any definite 
time, the hydraulic conductivity can be found out by Zhang 
(1998) as follows:

Haverkamp method

Haverkamp et al. (1994) developed a physically based quasi-
exact equation describing the three-dimensional unsatu-
rated cumulative infiltration ( I ) curve for disc infiltrometers 
expressed as:

where r0 is the radius of the disc, �n and �h0 are the initial 
and final volumetric water content, respectively, Sh0 is the 
sorptivity, � is the proportionality constant, Kh0

 and Kn are 
the soil hydraulic conductivity values corresponding to �h0 
and �n , and � is a shape constant.

Haverkamp et al. (1994) assumed Kn to be negligible and 
simplified the above equation for short to a medium time inter-
val as:

(28)f =
Q

Qs

=
i

is
= 1 + 0.5

C1

C2

t
−

1

2

(29)f1 =
Q1

Q1s

= 1 + 0.5
C11

C12

t
−

1

2

1

(30)f2 =
Q2

Q2s

= 1 + 0.5
C21

C22

t
−

1

2

2
.

(31)Kh1
=

Q1

f1

�r2
0
+ 4�r0

(32)Kh2
=

Q2

f2

�r2
0
+ 4�r0

(33)

−
1

1 − �
ln

⎛⎜⎜⎜⎝

⎧⎪⎨⎪⎩
e

2�(K
h0

−Kn )

S
2

h0

�
I − Knt −

�
�S2

h0

r0(�h0 − �n)

�
t

�
+ (� − 1)

⎫⎪⎬⎪⎭
�−1

⎞
⎟⎟⎟⎠

2(Kh0
− Kn)

2

S
2

h0

t =
2

1 − �

(Kh0
− Kn)

S
2

h0

�
I − Knt −

�
�S2

h0

r0(�h0 − �n)

�
t

�

(34)I = C1

√
t + C2t

where C1 = Sh0.

Using this expression, Vandervaere et al. (2000) sug-
gested the differentiated linearization (DL) method to infer 
soil hydraulic properties using linear regression. The DL 
method is only applicable for short to medium time and the 
validity of this method is questioned when the capillary 
forces are predominant (Angulo-Jaramillo et al. 2000). The 
technique consists of differentiating it with respect to the 
square root of time which gives

Plotting the dI

d
√
t
 term as a function of 

√
t gives C1 as the 

intercept and C2 as the slope of the corresponding regres-
sion lines. Haverkamp et al. (1999, 2005) proposed an 
average value of 0.75 for � and 0.6 for � . Knowing C1 and 
C2 from the DL method (Eq. 36) Kh0 is obtained by using 
Eq. 35. The summary of all the equations, their designa-
tion, different parameters, and initial conditions required 
for the calculation of hydraulic conductivity are listed in 
Table 1.

Measurement methodology

In this study, MDI was used to measure infiltration char-
acteristics and Kh0

 whereas a GP was used to determine Ks.

Mini‑disc infiltrometer (MDI)

The MDI (Meter Group, USA 2018) depicted in Fig. 1 is a 
miniature tension disc infiltrometer ideal for field measure-
ments due to its compact size and small amount of water 
requirement. The total length of MDI is 32.7 cm, with an 
adjustable suction range of 0.5–7 cm. The diameter of the 
bottom sintered stainless steel disc through which water 
infiltrate is 4.5 cm. The top chamber is used to control 
the suction head by using the Marriott principle. Water is 
filled in both the upper and lower chambers of the MDI. 
The lower chamber contains the volume of water that infil-
trates into the soil at a suction head delegated on the disc 
through the bubble chamber. In order to prevent the water 
leak in the open air, a porous sintered stainless steel disc 
is provided at the bottom of the MDI. After preparing the 
MDI, it was placed on the soil surface, and the volume of 
water infiltrating into the soil was noted as a function of 

(35)C2 =
2 − �

3
Kh0

+
�S2

h0

r0(�h0 − �n)

(36)
dI

d
√
t
= C1 + 2C2

√
t
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time. This gives the cumulative infiltration versus time 
response for a given field condition, which approaches a 
linear trend after some duration indicating quasi-steady 
state. The MDI measurements at every location were 
obtained for four different tensions in the order of 6, 4, 2, 
and 0.5 cm. For every tension head, the initial condition 
was kept identical by shifting the MDI after each measure-
ment. Hydraulic conductivity was determined by differ-
ent steady and transient mathematical equations explained 
above based on the MDI measurements (cumulative infil-
tration versus time).

Guelph permeameter (GP)

The Guelph permeameter (GP) is a borehole constant head 
permeameter method for measuring field-saturated hydraulic 
conductivity at a depth below the ground surface (15–75 cm) 
(Reynolds and Elrick 1985; Morbidelli et al. 2017; Salverda 

and Dane 1993; Hayashi and Quinton 2004). For better com-
parison with MDI, GP measurements were taken at a depth 
of approximately 15 cm. A constant ponding depth of water 
varying from 5 cm and 10 cm was maintained in the bore-
hole using the Marriott principle. Under the constant head, 
there is a steady-state three-dimensional flow of water into 
the adjacent unsaturated soil. This results in the formation 
of saturated soil bulb around the ponding depth depending 
on the type of soil, the radius, and head of water in the well. 
Once the unique bulb is established, the outflow of water 
from the well reaches steady state, which can be measured. 
The steady-state flow rate was used for the determination 
of Ks as given by Eq. 37, which is based on one ponding 
depth. The details of working methodology and mathemati-
cal formulations for GP for the determination of Ks are well 
established in the literature (Morbidelli et al. 2017; Elrick 
and Reynolds 1992; Reynolds et al. 1985) and hence not 
repeated in this study.

Table 1  Parameters and initial conditions for different equations

S. no. Equation Designation Equation parameters Parameters determined References

Near-saturated 
hydraulic conduc-
tivity

Saturated hydraulic 
conductivity

1 Wooding–Gardner W–G �c, �c Wooding equation 
(Eq. 1)

Gardner equation
(Eq. 2)

Gardner (1958) and 
Wooding (1968)

2 Weir’s Refinement W-R
�c =

ln
[
Q
(
h
2

)
∕Q

(
h
1

)]
h
2
− h

1

�c = 1∕�c

Weir equation 
(Eq. 4)

Gardner equation 
(Eq. 2)

Weir (1987),
Gardner (1958) and 

Wang et al. (1998)

3 van Genuchten–
Zhang

vG–Z n Sand 2.68 vG–Z
(Eq. 10)

Extrapolation 
method

Zhang (1997a) and 
van Genuchten 
(1980)

Loam 1.56
Silt 1.37

�c Sand 0.145
Loam 0.036
Silt 0.016

4 White and Sully W–S
�c =

(�h
0
− �n)(Kh

0
− Kn)

bS2
h
0

�c = 1∕�c

White Equation
(Eq. 16)

Extrapolation 
method

White and Sully 
(1987) and

White et al. (1992)

5 Simunek–Wooding S–W
�c =

ln
qi+1

qi

hi+1−hi

Kh
0
=

qh0

1+
4

r0�c

Extrapolation 
method

Šimunek et al. 
(1998)

6 Ankeny A
�c =

ln
Qh1

Qh2

h
1
−h

2

Kh
1
=

Qh1

�r2+
4r

�c

Extrapolation 
method

Ankeny et al. (1991)

7 Zhang method-I Z-I Kh
1
,Kh

2
, �c Zhang matrix form 

(Eq. 25)
Extrapolation 

method
Zhang (1998)

8 Zhang method-II Z-II Kh
1
,Kh

2
, �c Zhang equation 

(Eqs. 31 and 32)
Extrapolation 

method
Zhang (1997b)

9 Haverkamp H � 0.75 Differential lineari-
zation method

(Eq. 36)

Extrapolation 
method

Haverkamp et al. 
(1994, 1999, 
2005) and

Vandervaere et al. 
(2000)

Kn 0
� 0.6
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where H1 is the ponding depth, Q1 is the steady-state outflow 
from the GP, a is the auger hole radius equal to 3 cm, a∗ is 
the capillary length factor and C1 is the shape factor. The 
values of a∗ and C1 were estimated based on the soil type 
(Elrick et al. 1989).

Description of the study area

The study area is in the sub-basin of river Brahmaputra, 
north-east India, with the elevation of the site varying from 
49 m to 97 m above mean sea level with its geographic loca-
tion between  26o11′3.434″ N and  26o11′55.122″N latitude 
and  91o41′14.324″ E and  91o42′10.578″ E longitude. The 
measurements were taken at 14 locations (designated as S1 
to S14 in Table 2) in the study area to take into account 
the spatial variability of infiltration characteristics and for 
December 2014 and June 2015 representing two different 
seasons. The surface soils were characterized for specific 
gravity, grain-size distribution, field density, and initial 
moisture content (ASTM D2487-2011; IS 2720-29 1975; 
ASTM D 854-2014; ASTM D 7928-2017; ASTM D 6938-
2015; ASTM D 2216-2010). The grain-size distribution was 
used to classify the soils based on the Unified Soil Clas-
sification System (ASTM D 2487-2011) and is listed in 
Table 2. In the study area, it was confirmed that the depth 

(37)Ks =
C1Q1

2�H2
1
+ �a2C1 + 2�

(
H1

a∗

)
of the topsoil layer is more than 1 m at all the sites evading 
the influence of soil layering (inhomogeneity) on infiltration 
measurements. The soil surface was bare with no influence 
of vegetation on MDI measurements and free from anthro-
pogenic activities.

There are four types of soils, viz. loamy sand, loam, sand, 
and silt, in the study area with varying field densities which 
are listed in Table 2. A typical layout of the infiltration meas-
urement scheme and repetitions performed in the site for a 
particular station is depicted in Fig. 2. Symbols denote the 
location of infiltration measurement for each instrument. 

Table 2  Details of soils at different sites of the study area

a Unified soil classification system (ASTM D 2487)

Site no. Soil description Particle size fraction (%) Soil type USCSa van Genuchten 
parameters

Field dry den-
sity (gm/cc)

Specific 
gravity 
(Gs)

Gravel Sand Silt Clay α n

S1 Fill soil 23 53 17 7 Sand SM 0.145 2.68 1.74 2.580
S2 Soil from hill cutting 4 56 34 6 Loamy sand SM 0.124 2.28 1.40 2.525
S3 Hard compacted 2 82 16 0 Sand SM 0.145 2.68 1.76 2.410
S4 Hard compacted 1 87 12 0 Sand SM 0.145 2.68 2.02 2.410
S5 Hard rocky 13 64 15 8 Sand SM 0.145 2.68 1.85 2.535
S6 Soil from hill cutting 2 45 40 13 Loam MH 0.036 1.56 1.57 2.560
S7 Soil from hill cutting 2 40 55 3 Silt MH 0.016 1.37 1.42 2.545
S8 Fill soil 3 42 53 2 Silt MH 0.016 1.37 1.49 2.495
S9 Fill soil 2 52 45 1 Loam SM 0.036 1.56 1.59 2.495
S10 Fill soil with organic 3 59 38 0 Loam SM 0.036 1.56 1.71 2.510
S11 Fill soft soil 3 56 38 3 Loam SM 0.036 1.56 1.58 2.470
S12 Fill soft soil 3 48 39 10 Loam SM 0.036 1.56 1.68 2.505
S13 Fill soft soil 1 53 46 0 Loam SM 0.036 1.56 1.67 2.580
S14 Hard compacted 1 67 25 7 Loamy sand SM 0.124 2.28 1.88 2.560

0.75 m

0.75 m

0.75 m

0.75 m 0.75 m 0.75 m0.75 m

GP

MDI

Fig. 2  Positions of the MDI and GP measurements in the study area 
(not to scale)
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Similar layout of infiltration measurements was followed 
for all the 14 sites. It needs to be noted that adequate space 
was provided to rule out the interference of adjacent meas-
urements. To ensure this, a minimal distance of 0.75 m was 
maintained between each measurement as shown in Fig. 2. 
All MDI measurements were repeated five times for all four 
tensions 0.5, 2, 4, and 6 cm, and the Guelph permeameter 
was repeated three times under identical initial conditions. 
Before performing infiltration measurements, initial gravi-
metric water content (w) and field dry density (�d) of all the 
locations were measured according to the procedure men-
tioned in ASTM D 2216-2010 and ASTM D 6938-2015, 
respectively.

Results and discussion

The critical evaluation of different mathematical equations 
used for determining hydraulic conductivity from the meas-
ured results of MDI necessitates a reliable reference value. 
In this study, GP was considered as the reference because 
it is an established method for measuring field Ks . In this 
study, the depth of GP measurement is near to the ground 
surface (15 cm). The homogeneity of soil was confirmed at 
all the measurement sites. Barring any unforeseen errors 
and assuming similar pore structure within 15 cm depth, 
Ks determined by MDI and GP should theoretically be the 
same. Therefore, the Ks estimated from MDI measurements 
was compared with the results of GP. Most of the mathemat-
ical equations (except Wooding–Gardner and Weir’s refine-
ment method) evaluated in this study gives near-saturated 
hydraulic conductivity for which there is no independent 
reference value. Therefore, Kh0

 corresponding to different 
tension heads 

(
h0
)
 obtained from MDI was linearly extrapo-

lated to estimate the field-saturated hydraulic conductivity at 
h0 = 0 as shown in Fig. 3. It can be noted that the variation 
in Kh0

 corresponding to h0 of 0.05–0.6 kPa (or 0.5–6 cm) is 
linear (Zhang (1997a) and hence the linear extrapolation 
to h0 = 0 is justified. Figure 3 shows the log-transformed 
values of mean hydraulic conductivity as a function of h0 
for station 1 in December 2014 using method 3 (Table 1). 
For statistical analysis, the hydraulic conductivity was log-
transformed based on the understanding that hydraulic con-
ductivity generally follows log-normal distribution (Bouwer 
1969; Nielsen et al. 1973; Buckland 1988).

The Ks estimated from the results of MDI using different 
mathematical equations is compared with GP measurements 
for all the sites and two seasons as shown in Fig. 4. Owing to 
the marginal standard deviation of these measurements, the 
error bars are not shown in the figure. It is evident that the Ks 
measurements of GP for both the seasons match well indicat-
ing the invariant behaviour of Ks for a particular soil and pore 
structure. Unlike GP, the results from MDI are not the same for 

both the seasons, thereby violating the condition of invariance. 
The MDI measurements in December gave higher Ks as com-
pared to June even though the difference between two seasons 
is well within one order of magnitude. It may be noted that the 
GP measurements were taken at a depth of 15 cm below the 
ground surface, whereas MDI measurements were taken on the 
ground surface. The major reason for the difference in Ks (from 
MDI) corresponding to different seasons can be attributed to 
the higher sensitivity of MDI measurements to surface pore 
structure changes with seasons as compared to GP.

In general, the observations in Fig. 4 indicate that the math-
ematical equations can be divided into three sets. The first set 
of equations including W–G, W-R, vG–Z, S–W, A, and H 
listed in Table 1 gave comparable Ks based on the MDI meas-
urements. The Ks from the second set of equations Z-I and 
Z-II is lesser and third set of equation W–S is higher as com-
pared to first set. It is worth noting that the first set includes 
both steady-state and transient equations for determining Ks . 
From the initial observation, it is difficult to comment on the 
comparison of Ks determined from different equations with 
GP results. It can be noted that for some stations, the first set 
of equations performed reasonably well depending on the sea-
son. Statistical analysis was performed in the ensuing section 
for better understanding of the comparisons of Ks determined 
from mathematical equations with GP measurements.

Variability of hydraulic conductivity

The statistical difference between Ks determined from GP 
and different mathematical equations (using MDI results) 
was assessed quantitatively by using Bland–Altman plot 
(BAp) as shown in Fig. 5, where each panel refers to a single 
equation applied to all the sites and seasons. Bland–Altman 
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plot is an established graphical statistical method to com-
pare the agreement between two measurement techniques 
(Braždžionyte and Macas 2007). In this plot, the difference 
between MDI and GP is plotted on the Y-axis and mean of 
the two methods are plotted on the X-axis. In Fig. 5, “bias” 

is the mean of the difference between the two methods. The 
95% upper and lower limits of agreement (LoA) are equal 
to ± 1.96 times the standard deviation of the difference 
between the two methods. The BAp helps to compare two 
methods based on the magnitude and direction of the bias, 
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width of LoA, and whether there is any systematic trend 
between the difference and the mean. It is understood that 
the Ks comparisons with minimal bias and LoA can be con-
sidered to be better. The details of parameters for BAp for 
different equations are listed in Table 3.

Figure 5 shows that the majority of the data points falls 
within the LoA. With GP as the reference method, LoA 
indicates the total error of a given mathematical equation 
(Krouwer 2002) used for determining Ks . Smaller LoA 
means the majority of the data falls within smaller error 
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Fig. 5  Bland–Altman plot for statistical comparison between K
s
 determined from Guelph permeameter and different equations (based on MDI)

Table 3  Statistical analysis 
of hydraulic conductivity 
determined using different 
equations

*Bias is close to zero; italics value shows the positive bias, and bold values indicate failed to reject the null 
hypothesis (p > 0.05)

S. no. Method Bias
(mm/h)

Lower LoA Upper LoA Width of LoA Pearson
coefficient

p value

1 W–G  − 0.063*  − 0.479 0.353 0.832 0.86 0.0037
2 W-R  − 0.103  − 0.524 0.319 0.843 0.86 0.0020
3 vG–Z  − 0.092*  − 0.508 0.324 0.832 0.86 0.0023
4 W–S 0.173  − 0.316 0.661 0.977 0.84 0.0513
5 S–W  − 0.365  − 0.680  − 0.050 0.630 0.81 0.0033
6 A  − 0.096*  − 0.539 0.348 0.887 0.88 0.0003
7 Z-I  − 0.126  − 0.539 0.287 0.826 0.88 0.0003
8 Z-II  − 0.211  − 0.590 0.169 0.759 0.86 0.0004
9 H  − 0.109  − 0.549 0.331 0.880 0.84 0.0032
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limit. It is noted that LoA is comparable for the majority 
of the mathematical equations considered with maximum 
LoA for W–S and minimum for S–W. However, LoA alone 
may not be sufficient for deciding the appropriateness of the 
equations. The bias between the two data sets also needs to 
be considered. Among all the equations, W–S versus GP is 
having a positive bias, which means that W–S overestimated 
Ks as compared to GP. The three equations W–G, vG–Z, 
and A exhibited minimum bias (< 0.1) with GP. For a better 
understanding, LoA is plotted with respect to bias as shown 
in Fig. 6. Based on Fig. 6, it can be noted that there is not 
much of difference in LoA for all the equations considered. 
At the same time, there is a wider range of bias exhibited by 
these equations. Considering both LoA and bias, Ks deter-
mined by equations W–G, W-R, vG–Z, A, and H is found to 
compare well with the results of GP.

It can be noted further from Fig. 5 that there is a sys-
tematic difference in Ks determined from equations and GP 
results. There is a visible increase in difference with the 
mean for all the equations and the trends are quite consistent. 
For mid-range of mean, the difference is centred around bias. 
For those methods with low bias, this means that mid-range 
values of Ks determined from equations exhibited a better 
comparison with GP results as compared to the higher and 
lower range of Ks . The definition of low, mid- and high range 
of Ks is entirely dependent on the data from this study. The 
impact of the systematic difference of Ks determined from 
different equations and GP measurements on the modelling 
of various hydrological processes is not clear from this study 
and needs to be investigated in detail.

An effort was made to explore the correlation between Ks 
from different equations and GP measurements. The details 
of the Pearson correlation coefficient (Verbist et al. 2013) 
and the p values are listed in Table 3. It can be noted that the 
Pearson correlation coefficient was found to vary between 

0.81 and 0.88, indicating a fair correlation. However, it is 
difficult to adjudge the effectiveness of equations in deter-
mining Ks based on the Pearson correlation coefficient. In 
the case of White and Sully (W–S) method, even though the 
Pearson coefficient was 0.84, the bias and the p value (from 
Pearson correlation) indicated a marginal comparison of Ks 
with GP.

For cross-verifying the observations from BAp, a com-
parison diagram was plotted between Ks determined by dif-
ferent equations and GP measurements as shown in Fig. 7. It 
can be observed that the equations W–G, W-R, vG–Z, S–W, 
A, Z-II, and H gave the majority of Ks values within 25% 
variation. The results from BAp indicated a subset of this 
group of equations, which performed better. Similar to the 
finding from Fig. 5, it can be noted that the mid-range of Ks 
exhibited a better match between equations and GP. A few 
of the December data exhibited overestimation and July data 
showed underestimation in the higher and lower range of Ks , 
respectively. The root mean square error (RMSE) of all the 
equations was estimated by considering GP as the reference 
value of Ks and is illustrated in Fig. 8. In general, W–S, Z-I, 
and Z-II equations were found to perform poorly in different 
locations considered in this study. For silt dominant sites S7 
and S8, RMSE of all equations was found to be comparable. 
The above discussion reveals the fact that different math-
ematical equations can induce variability in Ks for the same 
measured data of MDI.

Based on all the statistical procedures, the smallest 
subset of equations identified by BAp (W–G, W-R, vG–Z, 
A, and H) is recommended for estimating near-surface 
hydraulic conductivity based on MDI results. Among the 
equations, W–G, W-R, and A are based on the Wooding’s 
steady-state formulations, whereas vG–Z and H are tran-
sient methods. The steady-state equations that determined 
Ks directly (W–G and W-R) were found to be superior to 
those which relied on extrapolation (W–S, S–W, Z-I, and 
Z-II). The equations W–G and W-R are entirely depend-
ent on the measured results of MDI and do not depend 
on any estimated soil parameters. The results from W–G 
and W-R were found to be similar, thereby ruling out 
the influence of small disc radius of MDI on hydraulic 
conductivity determination based on W–G (Weir 1987) 
for the soils considered in this study. For transient state 
equations (vG–Z and H), extrapolation of K to Ks was 
found to yield satisfactory results. The adequacy of vG–Z 
equation indicates that neglecting the effect of sorptiv-
ity in K determination was not erroneous for the soils in 
the study area. The W–S equation was found to grossly 
overestimate Ks as compared to GP measurements. This 
can be attributed to the overestimation of the sorptivity 
parameter used in W–S equation (Jacques et al. 2002). 
According to Zhang (1997a), the accuracy of sorptivity 
is less for smaller measurement duration. The factors f1 
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and f2 used in Z-I and Z-II equations would have resulted 
in the underestimation of Ks as compared to GP measure-
ments. The role of soil type in deciding the appropriate 
equation for MDI analysis is not explicit from this study. 
This would necessitate the formulation of an extensive 
measured database and using data analytics tools such 
as artificial intelligence (Garg et al. 2017a) as well as 
optimization methods (Garg et al. 2017b, c).

Conclusion

The present study performed a critical evaluation of nine 
mathematical equations for determining near-surface satu-
rated hydraulic conductivity ( Ks ) based on mini-disc infil-
trometer (MDI) measurements corresponding to different 

field conditions. A well-established Guelph permeameter 
(GP) was used as a reference measurement for Ks in the 
field. The nine equations considered in this study include 
Wooding–Gardner (W–G), Weir’s Refinement (W-R), 
van Genuchten–Zhang (vG–Z), White and Sully (W–S), 
Simunek–Wooding (S–W), Ankeny (A), Zhang method-I 
(Z-I), Zhang method-II (Z-II) and Haverkamp (H). It was 
noted that the measurements of GP matched well for two 
consecutive seasons indicating the invariant nature of Ks for 
a particular soil and pore structure. Unlike GP, MDI meas-
urements in December gave higher Ks as compared to June 
which can be attributed to the sensitivity of MDI measure-
ments to surface pore structural changes with seasons.

The statistical difference between Ks determined from 
GP and different mathematical equations (using MDI 
results) was assessed quantitatively by using Bland–Altman 
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plot (BAp), Pearson’s correlation coefficient and root mean 
square error (RMSE). Analysing the limits of agreement 
(LoA) and bias used in BAp, it was noted that Ks deter-
mined by W–G, W-R, vG–Z, A, and H equations compared 
well with the results of GP. The BAp also revealed a sys-
tematic difference in Ks determined from equations and GP 
results. For those equations with low bias, the mid-range 
values of Ks exhibited a better comparison with GP results 
as compared to higher and lower range of Ks . The impact 
of the systematic difference of Ks determined from differ-
ent equations and GP results on the modelling of various 
hydrological processes needs to be investigated in detail.

The Ks determined from different equations exhibited 
a fair and comparable correlation with GP measurements 
with the Pearson correlation coefficient ranging from 
0.81 to 0.88. Hence, the correlation coefficient was not 
an effective method for evaluating the appropriateness of 
the equation for determining Ks . For example, in the case 
of the W–S equation, even though the Pearson coefficient 
was 0.84, and the bias and p value indicated that there is a 
marginal comparison of Ks with GP. From the comparison 
plot, it was observed that W–G, W-R, vG–Z, S–W, A, Z-II, 
and H gave the majority of Ks values within 25% vari-
ation. W–S equation was found to grossly overestimate, 
and Z-I underestimates Ks as compared to GP measure-
ments. Based on RMSE, equations W–S, Z-I, and Z-II 
were found to perform poorly. For those locations where 
the soil is predominantly silt, gave comparable RMSE for 
all equations. Considering all the statistical procedures, 
the smallest subset of equations given by BAp (W–G, 
W-R, vG–Z, A, and H equations) is recommended as the 
most reliable mathematical equations that can be used for 
estimating Ks based on MDI results. The reliability of MDI 
measurement for determining near-surface near-saturated 
hydraulic conductivity can be improved by choosing the 
correct mathematical equation for analysing the results. 
The role of soil type on deciding the appropriateness of 
the mathematical equation for MDI analysis needs to be 
investigated further.
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Abstract
The impact of extreme climate such as drought and flooding on agriculture, tourism, migration and peace in Nigeria is 
immense. There is the need to study the trend and statistics for better planning, preparation and adaptation. In this study, the 
statistical and temporal variation of climatic indices Standardized Precipitation Index (SPI) and Standardized Precipitation 
Evapotranspiration Index (SPEI) was computed for eighteen (18) stations covering four climatic zones (Sahel, Midland, 
Guinea Savannah and Coastal) of tropical Nigeria. Precipitation, minimum and maximum temperature from 1980 to 2010 
obtained from the archives of the Nigerian Meteorological Services were used to compute both the SPI and SPEI indices at 
1-, 3- 6- and 12-month timescales. The temporal variation of drought indices showed that droughts were more prominent 
at 6- and 12-month timescales. SPI and SPEI were found to be better correlated at longer timescales than short timescales. 
Predominant small, positive and significant trend across the region suggest an increasing trend due to climate change.

Keywords Climate indices · Standardized Precipitation Index · Standardized Precipitation Evapotranspiration Index · 
Nigeria · Climate change

Introduction

Drought is an unusual period of dryness as a result of low 
precipitation or high temperature (Sordo-Ward et al. 2017). 
A drought event is characterized by a continuous shortage 
of water due to low rainfall over a period of time (Chen et al. 
2009). The occurrence of drought in a location over a long 
period of time is referred to as severe drought (Muhammad 
et al. 2017). Droughts have become a consistent global cli-
matic occurrence (Pereira et al. 2009). Intense drought con-
ditions have been linked to the accumulation of greenhouse 
gases especially from decades of industrial activities (Gud-
mundsson and Seneviratne 2015; Stocker 2014; Field et al. 
2012). Drought events in different regions of the globe vary 
in intensity (severity or magnitude), frequency of occurrence 

and duration (Wilhite 1993; Dracup et al. 1980). The effects 
of drought have far reaching impact on agriculture, ecol-
ogy, health. Droughts that have direct effects on crop growth 
and yield as a result of dryness in their roots are referred 
to as agricultural droughts. Ahmad et al. (2004) reported 
that agricultural drought occurred in Pakistan during years 
2000 and 2001. During the same period, there was a severe 
drought in North Korea that led to a significant drop in food 
production (Josserand et al. 2008). Other types of physi-
cal droughts are: meteorological and hydrological droughts 
(Khan et al. 2018). Keyantash and Dracup (2002) described 
a non-physical form of drought referred to as socioeconomic 
drought. Blain (2012) emphasized the slowly accumulat-
ing effect of drought and the need for its early detection. 
Notably, there is an expected increase in the severity, spread 
and effect of drought in some African countries by 2020 
(Pachauri and Reisinger 2008) and increase in politically 
neglected people (Detges 2017).

Several indices have been developed to quantify the 
effect and impact of drought. These include the Standard-
ized Precipitation Index (SPI), Standardized Precipita-
tion Evapotranspiration Index (SPEI), Percent of Normal 
(PN), Effective Drought Index (EDI), Surface Water Sup-
ply Index (SWSI), Palmer Drought Severity Index (PSDI), 
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Reconnaissance Drought Index (RDI) and Normalized Dif-
ference Water Index (NDWI). The choice of a drought index 
depends on the type of drought as each index in use has its 
uniqueness and application; some of which were highlighted 
in Khan et al. (2018) and Mishra and Singh (2010). SPI 
has an advantage in its usefulness for impact assessment of 
agricultural droughts (Zargar et al. 2011). Furthermore, the 
SPI is also recommended for the characterization of mete-
orological droughts all over the world (Blain 2012). Sta-
tistical relationship has been established between some of 
the indices. Oloruntade et al. (2017) found high correlations 
values of 0.65 and 0.55 between SPI and SPEI at 3 months 
and 12 months in the Niger-South Basin area of Nigeria. 
SPI and SPEI values were found to produce similar droughts 
characteristics over the Volta basin with a correlation of 0.97 
in observed and simulated data (Oguntunde et al. 2017).

The role of large-scale oscillations in continental drought 
phenomena have been investigated by several authors. Posi-
tive correlation has been reported between Atlantic Nino 1 
along the coastal regions of West Africa, while a negative 
correlation prevails in the Sahel region (Adeniyi and Dilau 
2018). Ndehedehe et al. (2016) reported that El Nino South-
ern Oscillation (ENSO), Atlantic Multi-decadal Oscillation 
and Atlantic Meridional Mode (AMM) are associated with 
extreme rainfall conditions with statistically significant rela-
tionship between Atlantic Multi-decadal Oscillation (AMO) 
and SPI at 12 months. Coupled ocean–atmosphere phenom-
ena has been found to influence drought events within the 
Greater Horn of Africa region (Mpelasoka et al. 2018). The 
role of large-scale oscillation in drought over West Africa 
was investigated by Ogunjo et  al. (2019). The authors 
reported that Southern Oscillation Index showed positive 
correlation with drought in the West African region, while 
Pacific Decadal Oscillation and North Atlantic Oscillation 
both showed negative correlation with drought in the region.

Estimated drought vulnerability index over Africa during 
the period 1960–2015 showed that northern African countries 
such as Egypt, Tunisia and Algeria were the least drought vul-
nerable countries, and the trend will continue in the future 
(Ahmadalipour and Moradkhani 2018). Studies on drought 
over Nigeria have always considered subregions. Report by 
Oloruntade et al. (2017) showed that the Niger-South basin 
is dominated by wet conditions in the period 1970–2008. The 
investigation by Ndehedehe et al. (2016) around the Lake 
Chad basin showed relatively wet conditions in the last two 
decades using SPI at 12 month scale. Using data from 1916 
to 1987, the length and severity of drought in the northern 
part of the country were found to vary from sub-area to sub-
area with very low interannual persistence (Oladipo 1993). 
High-resolution, multiproxy paleolimnological record from 
northeastern Nigeria suggests that abrupt cooling events and 
intense El Nino Oscillation might have been responsible for 
prolonged drought in the region (Street-Perrott et al. 2000). 

Statistical investigation of drought in the savanna region of 
Nigeria revealed a significant long-term increasing trend in 
the region (Oladipo 1995). Using the Bhalme and Mooley 
Drought Index (BMDI) approach, the intensity of drought in 
the Sudano-Sahelian region of Nigeria, low intensity drought 
was found to be prevalent in the region from 1948- 2010 (Kay-
ode and Francis 2012)

In this study, we aim to investigate the statistics of drought 
across the different climatic zones of Nigeria using SPI and 
SPEI. The correlation between the two drought indices will 
be investigated, as well as, their regression analysis, trend and 
frequency distributions. Results from this study are expected 
to show the comparative drought risks across the different 
regions in Nigeria and provide information for strategic plan-
ning and adaptation.

Methodology

Eighteen locations across the four climatic zones of Nigeria, as 
described by Adeyemi and Emmanuel (2011), were considered 
in this study. The geographical coordinates and statistics of the 
location are presented in Table 1, and the temporal variation 
of mean regional precipitation is shown in Fig. 1. Stations 
were chosen based on availability of data in the study period. 
Monthly precipitation, minimum temperature and maximum 
temperature data were obtained from the archives of the Nige-
rian Meteorological Services from 1980 to 2010. To compute 
the impact of drought, the Standardized Precipitation Index 
(SPI) and Standardized Potential Evapotranspiration Index 
(SPEI) were chosen for their simplicity. They require simple 
and ready to use atmospheric variable, easy to compute and 
generally recognized as efficient in capturing drought events. 
To analyze the results, the linear correlation, regression and 
trend analyses were used. While correlation shows how one 
variable changes with respect to another, linear regression 
gives quantitative value to the dependence of a variable on 
another. Mann–Kendall analysis is used to detect consistently 
increasing or decreasing trends in a given data. As a nonpara-
metric test, it does not make assumption about the distribution 
of the data.

The Standardized Precipitation Index (SPI) is based on the 
use of probability distribution to evaluate the departure of pre-
cipitation during a time span from the mean value (Oguntunde 
et al. 2017). The parameters, � and � , of a gamma distribu-
tion obtained are from maximum likelihood estimation when 
precipitation data are fitted to a gamma distribution given by

where x > 0 , �  is the gamma function, � and � are the form 
and scale parameter, respectively. The Standardized Poten-
tial evapotranspiration Index is computed in the same way, 

(1)G(x) =
1

��� (�) ∫
x

0

x�−1e−x∕�dx
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however, with the consideration of potential evapotranspira-
tion (Oguntunde et al. 2017; Oloruntade et al. 2017). In the 
computation of SPEI, the difference between precipitation 
and potential evapotranspiration is used instead of precipita-
tion in SPI. To compute the potential evapotranspiration, the 
method proposed by Thornthwaite (1948) was used because 
of its simplicity. The drought indices are classified as

(2)

SPI =

⎧
⎪⎪⎪⎨⎪⎪⎪⎩

SPI ≥ 2.00, Extremely wet (EW);

1.50 ≤ SPI < 2.00, Very wet (VW);

1.00 ≤ SPI < 1.50, Moderately wet (MW);

−1.00 ≤ SPI < 1.00, Near Normal (NN);

−1.50 ≤ SPI < −1.00, Moderately drought (MD);

−2.00 ≤ SPI < −1.50, Severely drought (SD);

SPI < −2.00, Extreme drought (ED).
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Fig. 1  Mean monthly precipitation across the regions

Table 1  Geographical 
coordinates and statistics of 
study locations in the period 
1980–2010

Region Location Latitude Longitude Total (mm) Mean (mm) SD

Sahel Sokoto 13.03 5.12 36,057.0 96.93 116.29
Maiduguri 11.50 13.10 17,847.7 47.98 75.60
Kano 12.02 8.32 31,236.3 83.97 130.51
Katsina 12.51 7.33 15,390.3 41.37 83.50

Midland Kaduna 10.28 7.25 32,226.0 86.63 112.66
Minna 9.38 6.31 37,312.2 100.30 106.65
Yola 9.15 12.30 27,500.9 73.93 84.38

Guinea Savannah Lokoja 7.47 6.37 38,280.5 102.90 101.79
Markudi 7.45 8.53 36,528.8 98.20 109.41
Warri 5.52 5.75 85,674.7 230.31 189.02

Coastal Lagos 6.61 3.62 50,944.4 136.95 146.50
Akure 7.25 5.19 44,495.6 119.61 94.67
Port Harcourt 4.41 6.59 71,602.6 192.48 147.79
Owerri 5.27 6.59 73,599.8 197.85 161.34
Enugu 6.27 7.29 53,822.4 144.68 131.01
Calabar 4.58 8.21 90,572.6 243.47 181.65
Ogoja 6.66 8.79 58,444.0 157.11 148.04
Abeokuta 7.15 5.15 36,002.0 100.01 90.81
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Correlation coefficient shows the degree of association 
between two variables. The Pearson’s correlation coefficient, 
� is defined as

The values of � in the ranges −1 ≤ � ≤ 0 and 0 ≤ � ≤ 1 
represent positive and negative correlation, respectively. If 
� = 0 , the two time series are said to be uncorrelated. The 
linear relationship between SPI and SPEI was computed 
using the regression analysis. Regression analysis shows the 
dependence of a variable on another (Fuwape and Ogunjo 
2018). A simple linear regression is of the form y = ax + b , 
where x and y are the independent and dependent variable, 
respectively, a and b are constants to be determined by mini-
mizing the function

The Mann–Kendall test statistics S is based on the pair-
wise comparison of each data points with all preceding data 
points.

where n is the length of the time series x1,… , xn , sgn(⋅) is a 
sign function, while xj and xk are values in years. The vari-
ance of S is computed as:

where q is the number of tied groups and tp is the number of 
data values in the pth group (Oguntunde et al. 2017; Fuwape 
and Ogunjo 2018). The test statistic Z obtained as:

If the trend of a time series is assumed to be linear and of 
the form f (t) = Qt + B , Sen slope (Q) can be estimated from 
the expression

(3)� =

∑n

i=1
(xi − x)(yi − y)�∑n

i=1
(xi − x)2

∑n

i=1
(yi − y)2

(4)Q =

n∑
i=1

(
yi − (axi + b)

)
= 0

(5)S =

n−1∑
k=1

n∑
j=k+1

sgn(xj − xk)

(6)

�2(S) =
1

18

[
n(n − 1)(2n + 5) −

q∑
p=1

tp(tp − 1)(2tp + 5)

]

(7)Z =

⎧
⎪⎪⎪⎨⎪⎪⎪⎩

S−1√
𝜎2(S)

, if S > 0;

0, if S = 0;

S+1√
𝜎2(S)

, if S < 0.

(8)Qi =
xj − xk

j − k

where j > k . The Sen estimate of the slope is the median 
value of Qi (Oguntunde et al. 2017; Fuwape and Ogunjo 
2018).

Results and discussion

The temporal evolution of mean SPI and SPEI values at 
1-, 3-, 6- and 12-month timescales is presented in Figs. 2, 
3, 4 and 5, respectively. The SPEI values at 1-month in 
the Sahel and Midland region showed periodic occur-
rences which can be attributed to the short but intense 
dry seasons experienced in the regions (Fig. 2a, b). The 
drought intensity in these regions tends to be higher 
than the intensity in the Guinea Savannah and Coastal 
regions. At 3-month scale (Fig. 3), the seemingly perio-
dicity in mean SPI/SPEI values persists in the Sahel but 
not in the Midlands. A significant drought event could 
be seen in 1982–1983 in the Coastal region. Considering 
the temporal variation of the indices at 6- and 12-month 
timescales, periodicity was no more obvious in the Sahel 
region. Prominent drought regimes and general agreement 
between SPI and SPEI could be observed in 1983, 1990, 
1992/93 and 2004. The drought periods observed are in 
agreement with reported drought periods in the region 
(Oguntunde et al. 2017; Ndehedehe et al. 2016).

The linear correlation between SPI and SPEI at different 
timescales (1, 3, 6, 12) for the locations in each climatic 
zones is presented in Table 2. In the Sahel region, the strong-
est was observed at 12-month. Maiduguri has the lowest cor-
relation values at both 3- and 6-month scales, while Sokoto 
and Katsina have the lowest correlation values between 
SPI and SPEI at 1- and 12-month scale, respectively. In the 
Midland area, Kaduna has the highest correlation values 
between SPI and SPEI, while the lowest correlation values 
were observed in Yola. Warri, in the Guinea savannah, was 
found to have the highest correlation values for the region 
at all scales. The lowest correlation values were obtained at 
the 1-month scale. An unusually low correlation value was 
observed at 3-month scale for Calabar in the coastal region. 
The correlation values were observed to increase in the pro-
gression Sahel–Midland area–Guinea Savanna–coastal area. 
This increasing trend could be attributed to the reducing 
effect of evapotranspiration as one moves from the northern 
region to the coastal area of the country. In a study over 
the Niger-South basin of Nigeria, (Oloruntade et al. 2017) 
obtained correlation in the range 0.56–0.66. The study by 
Oloruntade et al. (2017) used gridded dataset produced by 
the Climate Research Unit, University of East Anglia for 
the period 1970–2008, while our investigation considered 
in situ data from the Nigerian Meteorological Services for 
the period for the period 1980–2010. This range is lower 
than the values obtained in this work for the same region. 
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Fig. 2  Mean SPI and SPEI values for a Sahel, b Midland, c Guinea Savanna and d Coastal regions at 1-month timescale
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Fig. 3  Mean SPI and SPEI values for a Sahel, b Midland, c Guinea Savanna and d Coastal regions at 3-month timescale
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The differences can be attributed to different data sources 
and time range. SPI and SPEI have better comparative per-
formance at longer timescales than shorter durations.

A linear regression of the two indices showed the 
same trend as correlation analysis (Table 3). The best 
fit in the Sahel region was found in Kano at 12-month 
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Fig. 4  Mean SPI and SPEI values for a Sahel, b Midland, c Guinea Savanna and d Coastal regions at 6-month timescale
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Fig. 5  Mean SPI and SPEI values for a Sahel, b Midland, c Guinea Savanna and d Coastal regions at 12-month timescale
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scale with slope and r2 values close to 1. The weakest 
fits were observed in Sokoto at 1- and 3-month scales. 

The regression fit for the Sahel region showed better fit 
at 12-month scale compared to other scales. In the Mid-
land region, the worst regression fit could be found in 
Yola. The location has the lowest slope and r2 values for 
the region. The performance of the fit was better in the 
Guinea Savannah and the Coastal region. Calabar showed 
perfect fits with good coefficient of determination for the 
Coastal region. The Guinea Savannah and Coastal regions 
of Nigeria have longer wet seasons, short dry seasons 
and larger amount of precipitation than the Midland and 
Sahel region.

Trend over the study period was computed for SPI and 
SPEI (Table 4) using Mann–Kendall algorithm. Trends in 
SPI and SPEI at all timescales were in the range −0.00349
–0.00587 and −0.00135–0.007, respectively. The trend val-
ues obtained for SPI are less than the range of −0.026–0.011 
obtained in Southern Portugal at 12-month timescale (Costa 
2011). In the Sahel region, all locations exhibit positive 
trends at all timescales except Sokoto which has negative 
trends. In the Midland region, Minna has positive trends at 
all timescales, while the other two locations in the region 
showed negative trends. In the Guinea Savannah, Warri is 
the exception with negative trend at all timescales, while in 
the Coastal region, Lagos, Akure and Owerri are the stations 
with negative trends. The varying trend signs within regions 
are attributed to local dynamics and topography. Locations 
in all the regions have the same trend sign in both SPI and 
SPEI except Markudi, Warri and Akure at the 1-month 

Table 2  Linear correlation between SPI and SPEI for different loca-
tions at different timescales (month)

Region Location Scale

1 3 6 12

Sahel Sokoto 0.607 0.631 0.734 0.787
Maiduguri 0.651 0.609 0.645 0.736
Kano 0.699 0.693 0.783 0.899
Katsina 0.712 0.649 0.667 0.733

Midland Kaduna 0.726 0.706 0.830 0.869
Minna 0.650 0.718 0.792 0.781
Yola 0.639 0.548 0.622 0.542

Guinea Savannah Lokoja 0.765 0.793 0.855 0.877
Markudi 0.685 0.791 0.876 0.922
Warri 0.932 0.955 0.958 0.946

Coastal Lagos 0.899 0.928 0.944 0.956
Akure 0.860 0.847 0.876 0.858
Port Harcourt 0.932 0.908 0.935 0.954
Owerri 0.915 0.924 0.939 0.939
Enugu 0.796 0.876 0.942 0.953
Calabar 0.945 0.069 0.974 0.973
Ogoja 0.822 0.870 0.936 0.949
Abeokuta 0.827 0.849 0.861 0.859

Table 3  Linear regression 
between SPI and SPEI for 
different locations at different 
timescales (month)

Region Location Regression slope r
2

Scale Scale

1 3 6 12 1 3 6 12

Sahel Sokoto 0.634 0.656 0.752 0.804 0.369 0.398 0.538 0.619
Maiduguri 0.645 0.612 0.644 0.753 0.424 0.371 0.417 0.542
Kano 0.681 0.663 0.760 0.916 0.488 0.481 0.614 0.809
Katsina 0.667 0.624 0.661 0.748 0.507 0.421 0.445 0.537

Midland Kaduna 0.758 0.737 0.842 0.888 0.526 0.498 0.689 0.755
Minna 0.662 0.697 0.802 0.781 0.423 0.516 0.627 0.610
Yola 0.655 0.567 0.636 0.556 0.408 0.300 0.387 0.294

Guinea Savannah Lokoja 0.727 0.763 0.871 0.897 0.586 0.629 0.731 0.769
Markudi 0.632 0.746 0.886 0.941 0.470 0.626 0.767 0.851
Warri 0.901 0.955 0.978 0.964 0.868 0.913 0.918 0.895

Coastal Lagos 0.850 0.930 0.960 0.980 0.808 0.861 0.892 0.913
Akure 0.800 0.852 0.889 0.874 0.740 0.718 0.768 0.736
Port Harcourt 0.914 0.927 0.951 0.976 0.869 0.824 0.874 0.909
Owerri 0.883 0.937 0.952 0.960 0.837 0.855 0.882 0.883
Enugu 0.742 0.877 0.968 0.976 0.634 0.768 0.887 0.908
Calabar 0.921 1.000 1.000 1.000 0.893 0.939 0.949 0.948
Ogoja 0.755 0.861 0.953 0.966 0.676 0.756 0.966 0.901
Abeokuta 0.788 0.854 0.887 0.880 0.685 0.721 0.741 0.739
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timescale; Lagos, Owerri and Akure at 3-month timescale; 
Yola, Lagos and Owerri at 6-month timescale; and Owerri 
at 12-month timescale. All these locations have negative 
signs in SPI but positive signs in SPEI computation. The 
trends were found to be significant at 95% confidence inter-
val except locations in Sahel and Midland regions at 1- and 
3-month timescale for SPEI and Sokoto, Minna and Yola at 
6- and 12-month timescales. The trend values are similar 
to those obtained in Cyprus by Katsanos et al. (2018) but 
lower than that reported by Oguntunde et al. (2017) for the 
same region at 12-month scale. In the report by Oguntunde 
et al. (2017), a longer period of time was used, different data 
source as well as a different method of computing the slope 
was used, and ecological zones were considered rather than 
climatic zones at only 12-month timescale.

Frequency distribution of SPI and SPEI classes is shown 
in Tables 5, 6, 7 and 8 at 1-, 3-, 6-, and 12-month timescales, 
respectively. In the Sahel and Midland regions, the occur-
rences of near normal events were greater in SPI than SPEI 
at 1- and 3-month timescales as opposed to the occurrences 
being greater in SPEI for both Guinea Savannah and Coastal 
regions. This trend was not noticeable at 6- and 12-month 
timescales. This implies that both SPI and SPEI have com-
parative performance at higher timescales than shorter time-
scales. It can be inferred that atmospheric–land interactions 
such as El Nino and Atlantic Nino 1 influence drought at 

short timescales. Atlantic Nino 1 has been reported to have 
positive correlation with SPEI in the coastal regions of West 
Africa but negative correlation in the Sahel regions (Adeniyi 
and Dilau 2018). It has also been posited that El Nino South-
ern Oscillation—ENSO, Atlantic Multi-decadal Oscilla-
tion—AMO, and Atlantic Meridional Mode—AMM can 
be responsible for the results obtained 12-month timescale 
(Ndehedehe et al. 2016). Near normal condition was found 
to be predominant in all the analyses. A noticeable trend in 
all climatic zones is the higher number of occurrences of 
MD values in SPI than the MD values obtained under SPEI.

Conclusion

In this study, the performance and statistics of two drought 
indices were investigated over different climatic zones of 
Nigeria. The study considered eighteen locations over a 
period of thirty-one years. At 1- and 3-month scale, both 
SPI and SPEI are predominantly periodic in the Sahel and 
Midland regions indicating a harsh and severe dry season. 
At longer timescales, SPI and SPEI have stronger correla-
tion than at shorter timescales. This trend was also reflected 
in the regression coefficient between the two indices. The 
regression fits were better in the southern part of the country 
than the northern part of the country. Comparative trend 

Table 4  Trend analysis for SPI and SPEI for different locations at different timescales (month)

Nonsignificant values at 95% confidence interval are represented by a

Region Location SPI SPEI

Scale Scale

1 3 6 12 1 3 6 12

Sahel Sokoto − 0.00159 − 0.00214 − 0.00255a − 0.00349a − 0.00047 − 0.00071 − 0.00082 − 0.00135
Maiduguri 0.0004 0.00107 0.00207 0.00354 0.00288 0.00373 0.00431 0.00645
Kano 0.00132 0.00225 0.0037 0.00587 0.00403 0.00444 0.00474 0.007
Katsina 0.00142 0.0024 0.00345 0.00457 0.00188 0.00273 0.00294 0.00356

Midland Kaduna − 0.00026 − 0.00057 − 0.00069 − 0.00095 − 0.00047 − 0.00071 − 0.00082 − 0.00135
Minna 0.00082 0.00131 0.00222 0.00362a 0.00124 0.00192 0.00325 0.00517
Yola − 0.00094 − 0.00099 − 0.00142a − 0.00201a − 0.00024 − 0.00001 0.00008 − 0.00013

Guinea Sav. Lokoja 0.00169 0.00249 0.00308 0.00369 0.00092 0.00176 0.00275 0.00377
Markudi − 0.00005 0.00024 0.00075 0.00082 0.00014 0.00055 0.00108 0.00095
Warri − 0.00002 − 0.00058 − 0.00094 − 0.00148 0.00007 − 0.00039 − 0.00075 − 0.00099

Coastal Lagos − 0.00008 − 0.00005 − 0.0002 − 0.00069 − 0.00001 0.00022 0.00009 − 0.00026
Akure − 0.00079 − 0.00131 − 0.0017 − 0.00211 0.00011 0.00004 − 0.00041 − 0.0006
Port H. 0.00016 0.00037 0.00024 0.00043 0.00025 0.00063 0.00067 0.0009
Owerri − 0.00044 − 0.00062 − 0.00082 − 0.00116 − 0.00003 0.00025 0.00015 0.0001
Enugu 0.00047 0.00112 0.00116 0.00129 0.0006 0.00133 0.0017 0.00203
Calabar 0.00063 0.00137 0.00149 0.00172 0.00063 0.00165 0.00183 0.00214
Ogoja 0.00097 0.00174 0.00227 0.00254 0.00079 0.00146 0.00215 0.00286
Abeokuta 0.00021 0.00068 0.00126 0.00171 0.00089 0.0016 0.00242 0.00325
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analysis of drought over Nigeria using SPI and SPEI were 
also carried out. Results obtained indicate that small but 
positive significant trends were predominant over the region 

in the period under consideration. Finally, the statistical dis-
tribution of both SPI and SPEI at different timescales reveals 
the prevalence of near normal conditions. It is posited that 

Table 5  Frequency distribution 
of SPI and SPEI drought indices 
at 1-month timescale

EW extremely wet, VW very wet, MW moderately wet, NN near normal, MD moderately dry, SD severely 
dry, ED extremely dry

Region Location SPI SPEI

EW VW MW NN MD SD ED EW VW MW NN MD SD ED

Sahel Sokoto 5 17 43 235 49 18 5 5 42 21 173 23 10 5
Maiduguri 5 19 42 242 40 20 4 5 6 54 158 16 5 4
Kano 4 21 40 250 35 16 6 5 8 52 159 10 11 3
Katsina 3 20 42 252 28 21 6 5 13 21 185 14 8 2

Midland Kaduna 9 15 38 249 35 21 5 5 42 21 173 23 10 5
Minna 6 15 45 245 37 20 4 7 46 53 201 17 12 5
Yola 8 15 31 255 38 20 5 3 40 24 176 19 12 5

Guinea Lokoja 7 15 43 243 43 15 6 10 9 37 245 26 8 6
Markudi 7 17 37 251 39 13 8 7 20 59 253 17 13 3
Warri 7 22 33 250 34 23 3 6 16 34 269 21 20 6

Coastal Lagos 9 16 38 247 45 13 4 8 12 37 275 21 11 8
Akure 7 18 36 246 38 22 5 3 14 43 269 17 22 4
PH 7 16 41 244 41 19 4 5 17 42 255 33 13 7
Owerri 5 22 38 249 33 19 6 5 19 36 270 24 7 11
Enugu 7 17 41 245 38 16 8 4 23 34 276 17 13 5
Calabar 4 24 45 235 45 14 5 3 15 45 268 23 8 10
Ogoja 10 18 28 262 31 16 7 9 18 32 273 24 9 7
Abeokuta 5 23 35 239 37 17 4 7 16 30 275 14 10 8

Table 6  Frequency distribution 
of SPI and SPEI drought indices 
at 3-month timescale

EW extremely wet, VW very wet, MW moderately wet, NN near normal, MD moderately dry, SD severely 
dry, ED extremely dry

Region Location SPI SPEI

EW VW MW NN MD SD ED EW VW MW NN MD SD ED

Sahel Sokoto 4 18 45 221 50 19 3 7 40 25 211 27 12 8
Maiduguri 4 21 34 230 52 14 5 8 7 54 197 19 10 5
Kano 12 11 30 255 28 10 14 9 8 55 197 17 11 3
Katsina 5 19 39 233 40 14 10 5 14 30 216 21 10 4

Midland Kaduna 5 14 37 240 37 22 5 7 40 25 211 27 12 8
Minna 2 23 46 231 37 13 8 5 18 33 264 22 8 10
Yola 6 13 43 233 39 21 5 7 38 61 213 23 9 9

Guinea Sav. Lokoja 3 18 48 228 40 18 5 7 15 41 254 24 12 7
Markudi 7 11 49 228 40 22 3 8 11 42 254 28 16 1
Warri 7 19 31 244 36 18 5 6 18 32 244 34 19 7

Coastal Lagos 5 19 42 230 44 16 4 3 17 37 244 33 15 11
Akure 7 18 35 233 45 17 5 2 14 42 235 35 23 9
PH 4 22 28 244 39 17 6 7 11 37 252 25 18 10
Owerri 6 18 33 236 42 21 4 7 12 30 249 37 18 7
Enugu 7 14 31 241 46 14 7 2 18 40 257 20 12 11
Calabar 7 17 36 239 39 12 10 8 9 40 250 26 16 11
Ogoja 5 21 31 248 30 20 5 8 19 28 260 23 12 10
Abeokuta 6 19 33 232 38 15 5 7 9 44 232 30 18 8
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Table 7  Frequency distribution 
of SPI and SPEI drought indices 
at 6-month timescale

EW extremely wet, VW very wet, MW moderately wet, NN near normal, MD moderately dry, SD severely 
dry, ED extremely dry

Region Location SPI SPEI

EW VW MW NN MD SD ED EW VW MW NN MD SD ED

Sahel Sokoto 4 15 38 238 41 22 2 7 12 26 254 33 18 10
Maiduguri 3 20 34 228 51 22 2 9 15 27 258 29 14 8
Kano 13 11 25 254 35 11 11 10 12 36 250 31 18 3
Katsina 0 23 46 225 43 20 3 6 17 42 248 26 17 4

Midland Kaduna 6 12 39 240 34 26 3 7 12 26 254 33 18 10
Minna 1 20 51 225 40 16 7 2 15 36 258 21 11 17
Yola 7 15 31 244 33 23 7 4 18 25 263 27 9 14

Guinea Sav. Lokoja 3 24 39 231 40 19 4 9 17 31 246 33 18 6
Markudi 7 17 27 249 31 24 5 9 15 28 245 34 28 1
Warri 4 17 44 239 31 22 3 12 11 38 243 39 12 5

Coastal Lagos 2 22 36 237 35 24 4 0 21 34 248 27 16 14
Akure 9 15 30 242 39 20 5 5 14 31 247 31 21 11
PH 4 21 33 239 38 21 4 5 20 36 239 35 18 7
Owerri 8 12 37 244 27 28 4 10 12 33 244 32 19 10
Enugu 5 12 38 233 51 14 7 4 9 41 258 26 7 15
Calabar 7 18 29 252 30 16 8 10 16 25 261 27 10 11
Ogoja 4 22 39 237 32 22 4 11 18 33 244 30 14 10
Abeokuta 2 20 42 229 34 16 5 6 11 40 228 30 28 5

Table 8  Frequency distribution 
of SPI and SPEI drought indices 
at 12-month timescale

EW extremely wet, VW very wet, MW moderately wet, NN near normal, MD moderately dry, SD severely 
dry, ED extremely dry

Region Location SPI SPEI

EW VW MW NN MD SD ED EW VW MW NN MD SD ED

Sahel Sokoto 3 15 48 215 57 22 0 7 12 15 262 24 29 11
Maiduguri 1 20 43 228 47 20 1 0 29 22 246 29 22 12
Kano 7 26 20 253 40 2 12 1 30 34 222 42 31 0
Katsina 3 17 39 227 51 23 0 2 16 66 216 28 25 7

Midland Kaduna 5 15 36 235 36 29 4 7 12 15 262 24 29 11
Minna 7 12 36 248 27 21 9 0 14 40 263 7 11 25
Yola 5 23 21 245 35 27 4 0 13 42 255 24 5 21

Guinea Sav. Lokoja 2 25 38 233 33 29 0 8 14 48 223 42 17 8
Markudi 12 5 41 242 37 17 6 15 19 13 252 35 20 6
Warri 3 21 47 224 43 19 3 10 12 37 238 44 14 5

Coastal Lagos 6 16 42 235 37 21 3 3 19 38 247 27 13 13
Akure 12 12 24 247 40 21 4 17 7 24 256 23 22 11
PH 10 10 39 241 37 18 5 3 17 51 228 33 22 6
Owerri 1 29 28 237 39 26 0 12 13 23 262 22 13 15
Enugu 5 15 32 239 51 12 6 0 14 49 250 31 3 13
Calabar 3 22 37 233 45 16 4 20 14 26 242 39 17 2
Ogoja 1 25 56 221 45 6 6 11 20 48 226 39 10 6
Abeokuta 0 22 56 211 40 17 2 3 17 46 217 33 20 12
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coupled ocean–atmosphere is responsible for the statistical 
distribution across the different climatic regions.

There is the need for spectral analysis to determine the 
frequency of occurrence of drought in the region. Fur-
thermore, the role of ocean–atmosphere coupling such as 
ENSO in drought frequency over the region is worthy of 
investigation.
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Abstract
Saturated hydraulic conductivity (Ks) describes the water movement through saturated porous media. The hydraulic conduc-
tivity of streambed varies spatially owing to the variations in sediment distribution profiles all along the course of the stream. 
The artificial intelligence (AI) based spatial modeling schemes were instituted and tested to predict the spatial patterns of 
streambed hydraulic conductivity. The geographical coordinates (i.e., latitude and longitude) of the sampled locations from 
where the in situ hydraulic conductivity measurements were determined were used as model inputs to predict streambed Ks 
over spatial scale using artificial neural network (ANN), adaptive neuro-fuzzy inference system (ANFIS) and support vec-
tor machine (SVM) paradigms. The statistical measures computed by using the actual versus predicted streambed Ks values 
of individual models were comparatively evaluated. The AI-based spatial models provided superior spatial Ks prediction 
efficiencies with respect to both the strategies/schemes considered. The model efficiencies of spatial modeling scheme 1 
(i.e., Strategy 1) were better compared to Strategy 2 due to the incorporation of more number of sampling points for model 
training. For instance, the SVM model with NSE = 0.941 (Strategy 1) and NSE = 0.895 (Strategy 2) were the best among all 
the models for 2016 data. Based on the scatter plots and Taylor diagrams plotted, the SVM model predictions were found 
to be much efficient even though, the ANFIS predictions were less biased. Although ANN and ANFIS models provided a 
satisfactory level of predictions, the SVM model provided virtuous streambed Ks patterns owing to its inherent capability 
to adapt to input data that are non-monotone and nonlinearly separable. The tuning of SVM parameters via 3D grid search 
was responsible for higher efficiencies of SVM models.

Keywords ANN · ANFIS · Spatial modeling · Streambed hydraulic conductivity · SVM · Vented dams

Introduction

Artificial intelligence (AI) based approaches are increasingly 
being used nowadays for the purpose of determining spatial 
patterns of soil processes and many ecological variables 
(Kirkwood et al. 2016; Leuenberger and Kanevski 2015). 
The AI models have shown potential applications in vari-
ous fields such as geography, geosciences, and demography. 
They are found applicable for spatial modeling of land use 
dynamics, spatial (environmental) processes that are non-
stationarity, soil nutrient dynamics, air pollution exposure 
modeling, etc. (Forkuor et al. 2017; Grekousis et al. 2013; 

Reid et al. 2015). The AI-based models are known to model 
any spatial parameter based on their inherent ability to learn 
from complex input–output relationships even without con-
sidering any of the influencing physical factors.

There exist several studies using artificial intelligence 
(AI) algorithms for predicting soil parameters such as cation 
exchange capacity, soil temperature, hydraulic conductiv-
ity, soil organic carbon, and microbial diversity over spatial 
scales (Dai et al. 2014; Ghorbani et al. 2015; Twarakavi et al. 
2009; Sanikhani et al. 2018). Several researchers indeed have 
successfully come up with models for estimating suspended 
sediment concentrations in rivers using novel data mining 
or AI techniques (Khosravi et al. 2018; Kisi and Yaseen 
2019). Recently, by coupling ANNs with GIS, Gholami 
et al. (2018) modeled soil erosion at different time scales to 
furnish soil erosion rate maps of the hillslopes in Kasilian 
watershed, Iran. Here are a few literature examples related 
to soil hydraulic conductivity prediction using AI models. 
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Soil physical and hydraulic properties such as particle-size 
distribution, bulk density, different pore sizes, field capacity, 
permanent wilting point, available water capacity etc. were 
used to develop using artificial neural network (ANN) and 
multiple linear regression models by Merdun et al. (2006) to 
predict soil water retention properties and saturated hydrau-
lic conductivity of soil sampled within the Erzincan plain, 
Turkey. Twarakavi et al. (2009) taking the advantage of 
soil data that are easily obtainable such as textural infor-
mation, bulk density, and retention points developed sup-
port vector machine (SVM)-based pedo-transfer function 
to predict soil hydraulic properties. Using terrain attributes 
such as slope gradient, elevation, profile curvature, slope 
aspect, and contour curvature as input variables, Motaghian 
and Mohammadi (2011) developed artificial neural network 
models to predict the spatial variation in saturated hydraulic 
conductivity. Zhao et al. (2016) evaluated the performance 
of multiple linear regression (MLR) and artificial neural 
network (ANN) models in the prediction of soil hydraulic 
conductivity (Ks) based on samples collected from Loess 
Plateau of China using bulk density, clay content, saturated 
soil water content, silt content (Silt), and latitude as input 
parameters. More and Deka (2018) employed hybrid struc-
tures such as neuro-fuzzy systems to model field-scale soil 
hydraulic conductivity sampled from murum soils of India.

Assessment of streambed hydraulic conductivity profiles 
at fine spatial and temporal resolution is necessary for river 
corridor studies related to stream–aquifer interaction, stre-
ambed-induced infiltration, solute retention, and contami-
nant transport along the streambed (Wu et al. 2015). Litera-
ture that documents the importance of streambed hydraulic 
conductivity and its role in surface and groundwater interac-
tions is comprehensively reviewed in Naganna et al. (2017). 
Successive erosion and deposition of sediments all along 
the stream course affect sediment distribution profiles and 
the streambed hydrogeological properties. In situ meas-
urement of streambed hydraulic conductivity all along the 
length of the stream may not be an ideal and cost-effective 
way. Hence, the applicability of the AI approaches could be 
tested to induce a rule-based relationship for estimating the 
values of streambed hydraulic conductivity at unmeasured 
locations using representative georeferenced neighborhood 
data. Limited or no studies are available in the literature 
related to the artificial intelligence (AI)-based spatial mod-
eling schemes to predict the spatial patterns of streambed 
hydraulic conductivity. Also, several studies in the literature 
use various soil properties and terrain attributes as inputs to 
simulate soil hydraulic conductivity. In reality, if the data 
of such predictor variables are unavailable then the applica-
tion of soil hydraulic conductivity estimation may not be 
possible from such models. Hence, in the present study the 
geographical coordinates (i.e., latitude and longitude) of the 
sampling locations (points) from where the in situ hydraulic 

conductivity measurements were made were used as model 
inputs to predict streambed hydraulic conductivity (Ks) over 
spatial scale using artificial neural network (ANN), adaptive 
neuro-fuzzy inference system (ANFIS) and support vector 
machine (SVM) paradigms. Additionally, the potential of 
several AI approaches in predicting streambed hydraulic 
conductivity was evaluated comparatively.

Theoretical overview

Artificial neural network (ANN)

The multilayer perceptron (MLP) neural network is an 
extremely versatile technique capable of learning most com-
plex nonlinear interrelationships between a set of depend-
ent and independent variables (Cross et al. 1995; Kohonen 
1988). A three-layered perceptron network with one hid-
den layer is as shown in Fig. 1. The network is trained on 
a set of reference data by adjusting the parameters of the 
MLP network with the assistance of a Levenberg–Marquardt 
backpropagation (BP) algorithm. The network architecture 
involving a set of processing units (neurons), a specific 
topology of weighted links connecting the neurons, and 
the learning paradigm that updates the connection weights 
determine the efficiency of MLP neural networks (Jain et al. 
1996). The activation function has to be chosen based on 
the type of application. In the case of nonlinear mapping, 
the normally used activation functions are sigmoidal and 
hard-limiting functions. Sigmoidal functions are continuous 
and differentiable; however, the hard-limiting functions are 
non-continuous but differentiable.

Every single input (Xn), weighted by an element (wij) of 
the weight matrix (W), is summated and provided to the 
transfer function or activation function (φ) along with a bias 
(B) term. The activation function constructs a nonlinear 
decision boundary via linear combinations of the weighted 
inputs and then applies a threshold to transform the net 
inputs from all the neuronal units into an output signal. The 
Levenberg–Marquardt backpropagation learning rule is a 
variation of Newton’s method which incrementally adjusts 
the weight and bias terms to minimize the mean square error 
(MSE) of the network. The quantum of progressions made 
in adjusting the synaptic weights and biases at every epoch 
is determined by the learning rate parameter. Smaller learn-
ing rates end up in longer training time, however, warrant 
stability that steers to minimum errors (Sivanandam and 
Paulraj 2009).

Adaptive neuro‑fuzzy inference system (ANFIS)

Jang (1993) introduced adaptive neuro-fuzzy inference 
system (ANFIS), a hybrid machine learning approach 
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that involves a fuzzy inference system (FIS) and a back-
propagation algorithm to tune the membership function 
parameters of FIS. Depending on the complexity of the 
problem addressed, sometimes the backpropagation gradi-
ent descent method in combination with the least squares 
method is used to adjust the parameters of FIS (Jang et al. 
1997). The fuzzy inference system, based on the number 
of input parameters, encompasses a set of fuzzy IF–THEN 
rules or conditional statements to approximate nonlinear 
functions. ANFIS is a multilayer feedforward five-layer 
architecture as illustrated in Fig. 2. The fixed nodes are 
represented by circular outline, and the square outlines 
are adaptive nodes presided by parameter settings. Each 
node performs a particular function on incoming signals. 
Every node in layer 1 (adaptive node) is associated with 

a node function governed by premise parameters. The 
output of every single node of layer 2 (fixed node) rep-
resents the firing strength of a rule which is nothing but 
the product of all incoming signals. Similarly, the output 
of every single node of layer 3 (fixed node) represents 
the normalized firing strength. Every node in the layer 4 
is an adaptive node associated with a node function gov-
erned by consequent parameters. The final fixed node in 
layer 5 labeled as (Σ) computes the overall output as the 
summation of all incoming signals (Abraham 2005). The 
premise and consequent parameters of ANFIS are tuned 
in the learning process by means of a hybrid technique 
which involves the gradient descent backpropagation 
method coupled with a least squares optimization algo-
rithm to provide optimal outputs. Soon after the training 

Fig. 1  Multilayer perceptron 
(MLP) neural network archi-
tecture

Fig. 2  ANFIS architecture



894 Acta Geophysica (2019) 67:891–903

1 3

converges, the values of the premise parameters of mem-
bership function are fixed in the search space and the 
overall output is expressed as a linear combination of the 
consequent parameters (Jang 1992). Herein, grid parti-
tioning (GP) type of the ANFIS model was employed in 
the streambed hydraulic conductivity modeling scheme. 
The performance of the ANFIS model is greatly affected 
by the type and number of membership functions, which 
are usually ascertained by trial-and-error procedure.

Support vector machine (SVM)

SVM belongs to the category of supervised learning method 
proposed by Vladimir Vapnik and his team (Vapnik 2000). 
Using suitable kernel functions, SVM maps the nonlinear 
datasets of the input space into a higher-dimensional feature 
space, to transform them into linear ones. By avoiding or 
else minimizing over fitting and under fitting of the data, 
SVM offers maximum predictive accuracy. The structural 
risk minimization principle of SVM takes the advantage of 
convex optimization algorithm to simultaneously account 
for both the empirical risk and the confidence interval of 
the learning machine by maximizing the geometric margin. 
SVM is known to perform efficiently in both linear and non-
linear regression tasks with the assistance from Kernel trick. 
The efficiency of SVM modeling is entirely dependent over 
the optimal selection of hyper-parameters (i.e., cost, kernel 
parameter, and loss function). Usually, a three-dimensional 
fine grid search will be sufficient for finding the optimal 
values of the SVM parameters. Figure 3 presents the general 
SVM architecture. For further details regarding SVM, its 
formulations and applications, one may refer to following 
literature (Cortes and Vapnik 1995; Cristianini and Shawe-
Taylor 2000; Raghavendra and Deka 2014; Vapnik 1999).

Study area and data analysis

The study pertains to a part of the Pavanje River originating 
in the Western Ghats of India. The study is focused on the 
stream reach obstructed by two vented dams in sequence. 
The streambed hydraulic conductivity data were collected 
from the study reach as shown in Fig. 4 for assessing the 
spatial and temporal variations in streambed hydraulic con-
ductance. The hydraulic conductivity tests using Guelph 
permeameter were conducted along 40 transects across the 
channel covering the upstream and downstream reaches of 
each vented dam. The spacing between each transect was 
50 m and in each transect, for every 5-meter interval, stre-
ambed hydraulic conductivity (Ks) was determined (refer 
to Fig. 5). The details related to physiography, geological 
details of the basin along with streambed sampling scheme, 
and frequency can be referred from Naganna and Deka 
(2018). This study uses the data of the streambed hydraulic 
conductivity of two time periods (2016 and 2017) presented 
in Naganna and Deka (2018) for the development of AI-
based spatial prediction models.

The descriptive statistics of in situ measured streambed 
hydraulic conductivity (Ks) along the three segments of the 
study reach measured at two different time periods (dry peri-
ods of 2016 and 2017) are presented in Table 1 to illustrate 
the overall variation in the Ks distribution. The magnitude of 
Ks with reference to the three segments varied by two orders 
of magnitude.

Methodology and performance evaluation

For spatial modeling of streambed hydraulic conductivity, 
two diverse schemes/strategies were adopted. In Strategy 
1, the training and testing datasets were chosen in such a 

Fig. 3  General SVM architec-
ture (adopted from Raghavendra 
and Deka 2014)
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pattern that the Ks data along a transect were estimated by 
considering the Ks data of two neighborhood transects both 
upstream and downstream. Figure 6 shows the scheme of 
selection of training and testing transects along the study 
reach. The Ks data measured at transect locations—2, 3, 5, 
6, 8, 9, 11, 12, 13, 15, 16, 18, 19, 21, 22, 24, 25, 27, 28, 
30, 31, 33, 34, 36, 37, 39, 40—were considered as training 
features, and the models were calibrated to estimate the Ks 
values at transects—1, 4, 7, 10, 14, 17, 20 m 23, 26, 29, 

32, 35, 38. The predicted Ks values were evaluated against 
the observed Ks values at those transects. The sample size 
considered for training and testing of AI models was, respec-
tively, 134 and 53 Ks point samples in the case of Strategy 1. 
During model development, the point location details (i.e., 
the geographical information—latitude and longitude) from 
where the Ks values were sampled along each transect were 
considered as model inputs by targeting measured  Ks. Spe-
cifically, the geographical coordinates were the predictors 

Fig. 4  Study area—stream reach obstructed by vented dams
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and the Ks values serve as predictand. The testing transects 
were considered to be the unknown locations where there 
is a necessity for prediction. While model testing, the Ks 
values were estimated at those testing transect locations by 
entering only geographical coordinates as inputs so that it 
becomes easier to validate the model predictions based on 
the observed Ks values.

Similarly, in Strategy 2, the alternate transects—one after 
the other—were considered as training and testing transects. 
The scheme of Strategy 2 is as shown in Fig. 6. In this case, 
the samples of upstream transects are considered for train-
ing the models. The sample size considered for training and 

testing of AI models was, respectively, 96 and 91 Ks point 
samples in the case of Strategy 2. The proposed AI models 
have been developed using Matlab software.

The spatial prediction performance of all the models 
was evaluated by computing error and efficiency statistics 
as given below.

Statistical criteria Value Inference

Root-mean-square error, 
RMSE = 

√
(Oi−Pi)

2

N

A value below half of the 
standard deviation

Satisfactory

Fig. 5  Streambed hydraulic conductivity sampling scheme

Table 1  Statistical analysis 
of streambed hydraulic 
conductivity (Ks) (cm/day)

Sd standard deviation; Var variance

2016 Data Min Max Mean Sd Var Kurtosis Skewness

Segment 1 11.634 205.2 87.015 59.339 3521.092 − 0.992 0.638
Segment 2 76.871 558.481 328.703 142.222 20,227.01 −1.125 − 0.444
Segment 3 376.678 793.886 674.809 101.678 10,338.47 1.295 −1.358
Full stretch 11.634 793.886 349.809 255.518 65,289.44 −1.337 0.283
2017 Data
Segment 1 16.932 231.967 93.676 62.386 3892.03 − 0.646 0.775
Segment 2 65.86 547.88 332.857 141.238 19,948.25 −1.113 − 0.426
Segment 3 280.273 777.989 657.485 121.177 14,683.98 1.583 −1.503
Full stretch 16.932 777.989 348.578 249.325 62,162.71 −1.301 0.298
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Statistical criteria Value Inference

Relative RMSE, 
RRMSE = RMSE

�obs

0.00 ≤ RRMSE ≤ 0.10
0.10 ≤ RRMSE ≤ 0.30
0.30 ≤ RRMSE ≤ 0.50
RRMSE > 0.70

Very good
Good
Satisfactory
Poor

Mean absolute error, 
MAE = 

∑N

i=1 �Pi−Oi�
N

A value below half of the 
standard deviation

Satisfactory

Nash–Sutcliffe efficiency, 
NSE = 

1 −

∑N

i=1 (Pi−Oi)
2

∑N

i=1

�
Oi−O

�2 0.75 < NSE < 1.00
0.65 < NSE ≤ 0.75
0.50 < NSE ≤ 0.65
0.4 < NSE ≤ 0.50
NSE ≤ 0.4

Very good
Good
Satisfactory
Acceptable
Unsatisfactory

where O and P signpost the observed and predicted Ks 
values, respectively. O and P are the mean of observed and 
forecasted values, �

o
 and �

p
 are the standard deviation of 

observed and forecasted values, respectively. N represents 
the total number of data samples.

Results and discussion

Performance of ANN prediction models

Based on trial-and-error scheme, the number of hidden 
neurons of the multilayer perceptron neural network (ANN) 
was determined. The tansig and purelin were employed 
as input and output transfer functions along with Leven-
berg–Marquardt backpropagation learning rule. The model 
structure and performance statistics of the ANN model for 
each strategy are presented in Table 2 along with the perfor-
mance statistics of the ANN model for each strategy. From 
the statistical indices, it is evident that the performance of 
ANN models during the testing phase was satisfactory but 
not up to the mark. For instance, the MAE of all the mod-
els was sufficiently high and the RRMSE values above 0.4 
signpost that the spatial Ks predictions were not so accurate 
but fall under the satisfactory category. With reference to 

Fig. 6  Spatial modeling schemes

Table 2  Performance indices of 
ANN modeling

ANN Model Model structure Train Test

RRMSE MAE (cm/day) NSE RRMSE MAE (cm/day) NSE

Strategy 1—2016 2-3-1 0.445 84.67 0.796 0.462 100.63 0.782
Strategy 1—2017 2-3-1 0.411 81.22 0.835 0.491 108.72 0.75
Strategy 2—2016 2-5-1 0.265 36.41 0.917 0.482 92.36 0.765
Strategy 2—2017 2-5-1 0.395 68.26 0.821 0.458 85.82 0.788
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Strategy 1 model of 2017, even though the training results 
were good with an NSE = 0.835, the test performance was 
merely acceptable with an NSE = 0.75.

Performance of ANFIS prediction models

The adaptive neuro-fuzzy inference system (ANFIS) with 
grid partitioning method was calibrated by selecting the 
shape and optimal number of membership functions. The 
optimal ANFIS architectures calibrated based on trial-and-
error approach for spatial modeling of streambed Ks are 
presented in Table 3. The ‘hybrid’ training algorithm which 
includes the backpropagation gradient descent method in 
combination with a least squares method was used for fitting 
the training data set. The performance statistics of ANFIS 
model for each strategy are presented in Table 4.  

From the statistical indices, it is evident that the perfor-
mance of all the ANFIS models during the testing phase has 
acceptable accuracy measures. For instance, the MAE of all 
the models was sufficiently less and the RRMSE values less 
than 0.4 and 0.3 signpost that the spatial Ks predictions were 
decently and highly accurate, respectively. Strategy 1 model 
of 2017 had a higher prediction accuracy compared to other 
ANFIS models with a test NSE = 0.949. The Gaussian and 
Gbell membership functions were found to provide better 
prediction accuracy for the spatial modeling strategies 1 and 
2, respectively.

Performance of SVM prediction models

The support vector machine (SVM) with radial basis kernel 
function was employed in this study to predict the spatial 

streambed hydraulic conductivity. The optimal parameters of 
SVM (i.e., the cost, kernel, and the ε-insensitive loss func-
tion) were identified via 3D Grid Search. Table 5 presents 
the optimal values of SVM parameters. Hypothetically, a 
logarithmic grid ranging between  2−12 and  212 is usually 
sufficient for arriving at the best parameter combination. 
In the event that the best parameters lie on the limits of the 
grid, the further search could be extended in that direction in 
a subsequent search. The performance statistics of the SVM 
model for each strategy are presented in Table 6.

From the statistical indices, it is evident that the perfor-
mance of all the SVM models during the testing phase was 
of relatively higher accuracy. The MAE of all the model 
predictions was sufficiently less, and the RRMSE values less 
than 0.3 signpost superior spatial Ks predictions. Strategy 1 
model of 2016 had a higher prediction accuracy compared 
to other SVM models with a test NSE = 0.941.

Comparative evaluation of AI models

The three AI models, namely the ANN, ANFIS, and SVM, 
provided more or less satisfactory spatial predictions with 
respect to both the strategies considered. Both SVM and 
ANFIS prediction models performed much better than 
the ANN models, and based on the error indices the SVM 
models performed relatively better than the ANFIS predic-
tion models. For a comparative evaluation of all the mod-
els, Table 7 presents the evaluated statistical indices of the 
test phase. Figure 7 illustrates the scatter plots based on the 
observed vs predicted streambed Ks values of Strategy 1—
ANN, ANFIS, and SVM models during the test phase. Simi-
larly, Fig. 8 illustrates the scatter plots of Strategy 2—ANN, 

Table 3  The optimal ANFIS architectures

ANFIS models ANFIS parameters

Membership function

Number Input Output

Strategy 1—2016 3 Gaussmf Constant
Strategy 1—2017 3 Gaussmf Constant
Strategy 2—2016 3 Gbellmf Constant
Strategy 2—2017 3 Gbellmf Constant

Table 4  Performance indices of 
ANFIS modeling

Bold values represent superior performance during test phase

ANFIS Model Train Test

RRMSE MAE (cm/day) NSE RRMSE MAE (cm/day) NSE

Strategy 1—2016 0.206 40.78 0.957 0.247 56.14 0.937
Strategy 1—2017 0.216 41.78 0.955 0.222 51.5 0.949
Strategy 2—2016 0.279 45.278 0.931 0.372 67.386 0.86
Strategy 2—2017 0.294 47.98 0.913 0.335 64.6 0.887

Table 5  The optimal SVM architectures

SVM models SVM parameters

Radial basis kernel function

Cost ‘C’ Gamma ‘γ’ Epsilon ‘ε’

Strategy 1—2016 1024 38 0.0707
Strategy 1—2017 1156 44 0.1080
Strategy 2—2016 980 52 0.1785
Strategy 2—2017 1120 40 0.0967
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ANFIS, and SVM models during the test phase. The scatter 
plot displays the strength, direction, and form of the rela-
tionship between the observed and predicted streambed  Ks 
values. The prediction performance or the relative skill of 
different AI models is graphically summarized via Taylor 
diagrams as presented in Figs. 9 and 10.

With reference to Strategy 1 model for 2016 Ks data, 
the SVM model provides relatively better predictions than 
other two based on the NSE statistic. The RRMSE = 0.24 
indicates relatively good spatial Ks predictions. The 
instances of underestimation and overestimation of 
observed Ks values were better captured in scatter plots 
presented in Fig. 7 wherein the Ks predictions by SVM 
model were quite closer to the observed values. In Taylor 
diagram as presented in Fig. 9, three statistical indices, 
namely the correlation coefficient (R), the standard devia-
tion (σ) and the root-mean-square difference (RMSD), are 
used to characterize the statistical relationship between 
the modeled and reference fields. In this case, both ANFIS 
and SVM predictions were analogous to each other. For 

a comparative evaluation of RRMSE and NSE statistic, 
Fig. 11 presents the pictographic representation via bar 
chart. The model efficiencies of spatial modeling scheme 1 
(i.e., Strategy 1) were better compared to Strategy 2 due 
to the incorporation of more number of sampling points 
for model training.

Pertaining to Strategy 1 model for 2017 Ks data, the 
performance of ANFIS prediction model was found to be 
relatively superior to the SVM model. The ANN model 
underperformed as compared to ANFIS and SVM predic-
tions. From the scatter plots presented in Fig. 7, it can be 
observed that both ANFIS and SVM models were analo-
gous in capturing the spatial variations of streambed  Ks. 
From the Taylor diagram as presented in Fig. 9, it can 
be observed that the standard deviation of ANN predic-
tions significantly differs from that of the observed Ks 
data. Here, the RMSD, standard deviation, and correlation 
coefficient of ANFIS predictions were superior to SVM 
predictions.

Comparing the statistical indices with regard to Strat-
egy 2 models for 2016 and 2017 Ks data, it was evident that 
the SVM predictions outperform the other two models in 
terms of all the indices considered. The scatter plots pre-
sented in Fig. 8 portray the ability of individual AI models 
to fit the observed Ks data. From the Taylor diagrams as 
presented in Fig. 10, it could be seen that the standard 
deviation of ANFIS predictions was closer to the standard 
deviation curve of observed Ks data. However, the SVM 
predictions had better RMSD and R statistics, reaffirm-
ing the better accuracy over its comparison counterparts. 
Henceforth, based on NSE, RMSD and R values, the SVM 
model predictions were considered to be efficient even 
though the ANFIS predictions were less biased compared 
to SVM predictions.

It is always not possible to collect dense data of any var-
iable of interest by sampling through experiments from the 
area of interest. In such cases, with limited data obtained 
through coarse sampling could be employed to predict data 
samples to enhance the database. For instance, in the pre-
sent study, with the help of neighborhood streambed Ks 
data samples, the AI models provided reliable predictions 
of streambed Ks at two different spatial scales. The stre-
ambed Ks being an important parameter for assessing the 

Table 6  Performance indices of 
SVM modeling

Bold values represent superior performance during test phase

SVM model Train Test

RRMSE MAE (cm/day) NSE RRMSE MAE (cm/day) NSE

Strategy 1—2016 0.155 50.45 0.965 0.241 52.56 0.941
Strategy 1—2017 0.204 51.67 0.933 0.265 56.41 0.928
Strategy 2—2016 0.264 52.567 0.927 0.322 57.66 0.895
Strategy 2—2017 0.196 50.96 0.942 0.295 55.3 0.911

Table 7  Comparative evaluation of AI models with respect to test 
phase results

Bold values represent superior performance during test phase

Statistic RRMSE MAE (cm/day) NSE

Strategy 1—2016
 ANN 0.462 100.63 0.782
 ANFIS 0.247 56.14 0.937
 SVM 0.241 52.56 0.941

Strategy 1—2017
 ANN 0.491 108.72 0.75
 ANFIS 0.222 51.5 0.949
 SVM 0.265 56.41 0.928

Strategy 2—2016
 ANN 0.482 92.36 0.765
 ANFIS 0.372 67.386 0.86
 SVM 0.322 57.66 0.895

Strategy 2—2017
 ANN 0.458 85.82 0.788
 ANFIS 0.335 64.6 0.887
 SVM 0.295 55.3 0.911
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surface water seepage into aquifers needs to be studied to 
identify potential recharge zones along the length/stretch 
of the river.

Summary and conclusions

The artificial intelligence (AI) based spatial modeling 
schemes were tested to predict the spatial patterns of 
streambed hydraulic conductivity. The geographical 
coordinates (i.e., latitude and longitude) of the sampled 
locations from where the in situ hydraulic conductivity 
measurements were made were used as model inputs to 
predict streambed Ks over spatial scale using an artificial 
neural network (ANN), adaptive neuro-fuzzy inference 
system (ANFIS), and support vector machine (SVM) 
paradigms. The statistical measures computed by using 
the actual versus predicted streambed Ks values of indi-
vidual models were comparatively evaluated. The spatial 
modeling schemes/strategies proposed were found suitable 

for predicting streambed Ks patterns. With such spatial 
modeling schemes that incorporate the neighborhood data 
to predict the variable of interest, one can easily predict 
at unknown point locations at significant confidence lev-
els. The AI-based spatial models provided more or less 
satisfactory spatial Ks prediction efficiencies with respect 
to both the strategies/schemes considered. Although 
ANN and ANFIS models provided a satisfactory level of 
predictions, the SVM model was found to provide more 
accurate streambed Ks patterns due to its inherent capa-
bility to adapt to input data that are non-monotone and 
nonlinearly separable. The tuning of SVM parameters via 
3D grid search was responsible for higher efficiencies of 
SVM models. The present study involved the prediction of 
streambed hydraulic conductivity at shorter spans or inter-
vals. Even with limited field experimental data, the study 
discloses the potential of data-driven models to predict 
streambed Ks patterns by presenting two spatial modeling 
schemes. In the future, one can test the similar strategies 
for longer spatial scales/spans with sufficient data col-
lected from an extensive stretch of the river.

Fig. 7  Scatter plots of Strategy 1—ANN, ANFIS and SVM models during the test period
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Fig. 8  Scatter plots of Strategy 2—ANN, ANFIS and SVM models during the test period

Fig. 9  Taylor diagrams plotted for comparative evaluation of Strategy 1—ANN, ANFIS and SVM models of test phase
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Abstract
The aim of the study was to establish the strength and direction of the relationship between daily temperature of river water 
and air with the use of selected estimation methods. The relationship was assessed for the River Noteć and its tributaries 
(Western Poland), using the cross-correlation function and Granger causality. The study established cause-and-effect rela-
tions for “water–air” and “air–water” directions of influence. It was confirmed that forecasting the pattern of flowing water 
temperature from changes in air temperature yields better results when done based on data from the previous day. Results 
of modelling the relationship between data series with the use of the linear and natural cubic splines models confirmed the 
presence of a nonlinear relation. It was also established that there is a statistically significant correlation of random fluctua-
tions for both temperature series on the same days. This made it possible to confirm the occurrence of short-term connec-
tions between water and air temperature. The results can be used to determine the qualities of thermal regimes and to predict 
temperature of river waters in the conditions of climate change.

Keywords Cross-correlation · Granger’s causality · Natural cubic splines model · Linear model · Water temperature · Air 
temperature

Introduction

Being prepared for climate change, the symptoms of which 
include an increase in air temperature and the temperature 
of river waters, constitutes one of the main challenges for 
the monitoring and assessment of the ecological state of 
waters and the management of water resources (Bolker et al. 
2009; Arismendi et al. 2014). The thermal characteristics 
of waters have considerable ecological and practical sig-
nificance for the economic utilisation of rivers (Allan and 
Castillo 2007). The temperature of river waters is a good 
indicator of climate change and of the degree of control of 
processes occurring in aquatic systems (Conlan et al. 2005; 
Olden and Naiman 2010; Padilla et al. 2015; Jackson et al. 
2016; Letcher et al. 2016).

The temperature of river waters is subject to daily, sea-
sonal, annual, and multi-annual change, which is the result 
of the impact of climatic factors, river supply conditions, 
thermal characteristics of tributaries, and anthropogenic 
factors, e.g. the inflow of wastewater, thermal pollutants, 
and hydromorphological changes occurring within the chan-
nel of the water course (Sinokrot et al. 1995; Caissie 2006; 
Webb and Nobilis 2007; Graf 2018). The specific utilisation 
of the catchment area and the selected method of develop-
ment of the river valley may also modify the thermal char-
acteristics of river waters (Younus et al. 2000; Wiejaczka 
2007; Gallice et al. 2015; Lisi et al. 2015).

The modelling of changes in river water temperature and 
its relationship with air temperature is conducted on vari-
ous time and space scales (Caissie 2006; Arismendi et al. 
2014; Hilderbrand et al. 2014). These dependences have 
been confirmed at various time resolution levels, taking into 
consideration the nature of short-term, medium-term, and 
long-term fluctuations (Webb et al. 2003; Sahoo et al. 2009; 
Toffolon and Piccolroaz 2015). Research into the relation-
ships between river water and air temperature is conducted 
using genetic and statistical models. These are developed not 
only in relation to air temperature, but also as a function of 
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the transfer of heat originating from groundwaters and the 
exchange that takes place in the hyporheic zone. Thermal 
energy is exchanged primarily on the air–water level, and 
to a lesser extent on the river bed–water level (Sinokrot and 
Stefan 1994; Caissie 2006).

The statistical methods used for analysing the thermal 
characteristics of waters and their relationships with air 
temperature range from simple linear regression equations 
to more complex parametric and nonparametric methods 
(Benyahya et al. 2007; Letcher et al. 2016). A multifaceted 
analysis makes it possible to determine the structure of 
connections and interdependences existing between water 
and air temperature (strength, form, and direction of the 
relationship), and forecast the relationship between vari-
ables. For the purpose of predicting the temperature of river 
waters, deterministic models make use of the energy balance 
(Sinokrot and Stefan 1994; Benyahya et al. 2007), whereas 
regression and stochastic models employ air temperature 
data (Caissie et al. 2004; Hilderbrand et al. 2014; Li et al. 
2014). Due to their good forecastability, they are used for 
predicting changes in water temperature in the context of 
climate change (Neumann et al. 2003; Webb et al. 2003; 
Lagergaard Pedersen and Sand-Jensen 2007). Analyses are 
concerned primarily with the nature and strength of the rela-
tionship between water and air temperature measurement 
series, and also with the synchronicity of their fluctuations. 
Good results are obtained, among others, through the logis-
tic regression model, which approximates the dependence 
by means of an S-shaped function. This model effectively 
reflects the behaviour of water temperature at negative and 
high (in excess of 25 °C) air temperature. Its application has 
made it possible, among others, to confirm that the strength 
of logistic and linear relationships between river water and 
air temperature is greater for average weekly values and 
average maximum weekly values than for average daily val-
ues or maximum daily values (Neumann et al. 2003).

The majority of studies result in high determination coef-
ficients (R2 > 0.8), which point to the high dependence of 
water temperature on air temperature (Pilgrim et al. 1998; 
Caissie et al. 2001; Webb et al. 2003; Morrill et al. 2005). 
Research into the thermal regime of Polish rivers also 
confirms the high impact of air temperature on the course 
and variability of river water temperature. Goodness-of-fit 
values of models for the lower River Świder calculated by 
Łaszewski (2014) are similar to the goodness-of-fit values 
obtained by the aforementioned authors. When analysing 
the relationship between air temperature and water tempera-
ture in the River Ropa, Wiejaczka (2007) determined that 
this relationship is very strong, which is confirmed by the 
fact that the corresponding coefficient of correlation ranges 
from 0.90 to 0.95. The coefficient of correlation between 
water temperature in the River Ropa and air temperature in 
winter half-year periods alternated between 0.75 and 0.89, 

whereas in the summer half-year periods the value of this 
coefficient was slightly greater, fluctuating from 0.85 to 0.95. 
In the winter half-year periods following the commission-
ing of the Klimkówka reservoir on the River Ropa, there 
occurred a noticeable increase in the value of the coefficient 
of correlation (0.80–0.89), while in the summer half-year 
periods it was observed that its value fell to the range of 
0.61–0.87. According to Wiejaczka (2011), linear regres-
sion makes it possible, among others, to estimate the value 
of water temperature in rivers under conditions of increased 
air temperature brought about by potential climate changes, 
and also to determine the reach of subterranean supply and 
its impact on the thermal characteristics of rivers. Kędra and 
Wiejaczka (2016) have conducted an analysis of changes 
in the natural relations between the water temperature of 
the River Dunajec and air temperature based on values of 
the Pearson correlation coefficient. This research has shown 
that the dependences between the analysed variables in the 
years 1978–1992, i.e. before the group of reservoirs was 
commissioned, were stronger during the summer period 
(coefficient of correlation of 0.75–0.86) and weaker in win-
ter (coefficient of correlation of 0.54–0.73). Following the 
erection of the Czorsztyn–Sromowce Wyżne reservoirs, 
values of the coefficient of correlation fell to the range of 
0.53–0.77 in the summer half-year period, while in the win-
ter half-year period the strength of the relationship grew 
to 0.60–0.82. The application of a model describing the 
dependence between water and air temperature by means of 
a linear function has proved useful in the case of the River 
Warta (the middle section of its course) for the range of 
temperatures from 0.5–1.0 °C to approximately 22–23 °C 
(Graf 2015). The analysis confirmed that this relationship 
has a nonlinear form which is most significantly impacted 
by the behaviour of water temperature at negative air tem-
perature values or during periods of long-term frost. When 
the air temperature is high, the temperature of water in rivers 
does not increase linearly, this because of the intense loss 
of thermal energy in processes of evaporation and emission 
of long-wave radiation (Graf 2015; Łaszewski 2014). Sta-
tistical significance was also demonstrated for the coeffi-
cient of correlation between air temperature and the water 
temperature of the River Warta along the section between 
Bobry and Skwierzyna in the years 1991–2010 (Graf et al. 
2018). The coefficient assumed a high value, ranging from 
0.74 to 0.83 at individual stations. The principal components 
analysis (PCA) of the natural variability of water tempera-
ture in surface waters of the Tatra Mountains confirmed the 
dependence of water temperature on weather conditions, 
catchment characteristics, and flow rate, explaining 88.97% 
of total data variability (Żelazny et al. 2018). The authors of 
these studies also confirmed that wavelet analysis is helpful 
in identifying cyclical patterns in water temperature time 
series. Furthermore, a number of studies were carried out 
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of the mutual relations between water and air temperature in 
terms of the assessment of long-term tendencies of change 
therein taking into consideration climate change. As regards 
the Polish Lowland, a clear increase in air and inland water 
temperature was determined over longer periods, such as the 
year or half-year. In shorter periods (months), this increase 
is not always obvious, and sometimes even a fall in tem-
perature was observed (Graf et al. 2018; Marszelewski and 
Pius 2018). The allochthonous character of rivers guarantees 
greater temperature stability of waters along their course, 
while the thermal characteristics of tributaries and spatial 
changes in the methods of their supply may contribute to a 
disruption of the thermal continuum.

Analyses of the interdependence of statistical features of 
water and air temperature also use multi-level regression 
modelling, such as—for example—the hierarchical linear 
model, which is known as the regression model for ran-
dom effects (Hox 2002). This is elaborated on the basis of 
a division of measurement series into permanent and ran-
dom effects, a multi-level data structure taking into con-
sideration inter-level interaction, and a specific approach to 
variance components (Gelman and Hill 2006). An exam-
ple is, among others, a hierarchical model of daily stream 
temperature using air–water temperature synchronisation, 
autocorrelation, and time lags, elaborated in a small stream 
network in western Massachusetts—USA (Letcher et al. 
2016). The presented model limits analysis to days when 
air and water temperature is synchronised, accommodates 
hysteresis, incorporates time lags, can deal with missing data 
and autocorrelation, and can include external drivers. An 
interesting approach applied in research into the relationship 
between river water and air temperature is the hybrid model, 
which uses a hybrid formulation characterised by a physi-
cally based structure associated with a stochastic calibration 
of the parameters (Piotrowski and Napiórkowski 2018). This 
model has been utilised among others to predict daily aver-
aged river water temperature as a function of air temperature 
and discharge in selected rivers in Switzerland (Toffolon and 
Piccolroaz 2015). The degree of consistency achieved for 
different model versions with measurements performed in 
the three rivers suggests that the proposed model may con-
stitute a useful tool for synthetically describing the medium- 
and long-term thermal characteristics of waters, and also for 
capturing their changes caused by variable external condi-
tions. Furthermore, spatial analyses of river systems make 
use of geostatistical models (Rushworth et al. 2015) and 
regional neural networks (Sahoo et al. 2009; DeWeber and 
Wagner 2014; Napiórkowski et al. 2014). Finally, assess-
ments of the regularity of features of the thermal regime 
of rivers also utilise the equilibrium temperature concept 
(Caissie et al. 2005) and regional dependences connected 
with geographical latitude (Arscott et al. 2001; Gardner et al. 
2003).

The study presents a multifaceted approach to the analysis 
of the relationship between daily river water and air tem-
perature using selected estimation methods. The objective 
of research was to determine the character, strength, and 
direction of the relationship between observation series on 
the example of the River Noteć, which serves important 
economic and ecological functions (Western Poland, Pol-
ish Lowlands). For the purpose of assessing the relation-
ship between data series, use was made of the cross-corre-
lation function and its decay, while causality dependences 
were analysed in terms of Granger’s causality (referred to 
as G-causality). Cause-and-effect relationships occurring 
on the “water–air” axes were also determined. As regards 
water and air temperature time series, the identification of 
causal patterns for the variance and the mean using Grang-
er’s causality analysis may serve to improve the quality of 
forecasting these values. Assuming a nonlinear relationship 
between water and air temperature data series, an indication 
was given of the usefulness and appropriateness for such 
research of the linear model and the natural cubic spline 
model.

Source material and methodology

Test area

Research into the dependences between daily river water 
and air temperature was conducted in the catchment area 
of the River Noteć that drains the western part of the Polish 
Lowlands (Fig. 1). The Noteć is the largest tributary of the 
River Warta, which itself flows into the River Oder (a drain-
age area of the Baltic Sea). In the division of Poland into 
physico-geographical regions (Kondracki 2008), the catch-
ment area of the River Noteć is located within the reach of 
two macroregions: the Wielkopolskie Lake District, through 
which the river flows in its main bed, and the Pomeranian 
Lake District, which is traversed by its two right-bank tribu-
taries—the rivers Gwda and Drawa (Fig. 1). The catchment 
area is located primarily within the reach of two climatic 
regions: that of Western Wielkopolska and that of Eastern 
Wielkopolska (Woś 2010), where the mean annual air tem-
perature amounts to 8.3 °C and 8.0 °C, respectively.

There are numerous lakes along the course of the Noteć 
and its tributaries, and these occupy approximately 4% of 
the surface of the catchment area (Fig. 1). The river is regu-
lated by means of a system of flood gates and channelled in 
its middle course, which impacts its hydrological features. 
The Noteć and its tributaries are characterised by a snow-
and-rain type supply. The greatest flows usually occur in 
March and April, when spring run-off accounts for some 
130–180% of annual run-off. Average annual specific run-
off for the River Noteć in the Nowe Drezdenko profile is 
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Fig. 1  Location of the Noteć catchment area in Polish regions with IMGW-PIB stations measuring water and air temperature
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144 mm (according to IMGW-PIB data). The lowest flow 
values occur from July to September. Summer–autumn low 
waters are predominant in the Noteć and Drawa, and their 
average duration is longest, totalling 75 and 97 days, respec-
tively. The river is characterised by considerable fluctua-
tions of water levels, and their maximum spread in its lower 
course amounts to 3.5 m.

Taking into consideration the abiotic type of river waters 
and their biotic typology (macrobenthic, phytobenthic, and 
macrophytobenthic), the River Noteć has been classified 
among the “great lowland rivers” (ETC/ICM 2015). The 
water course serves as a migration corridor for numerous 
species of fishes, while due to its excellent natural quali-
ties the river valley has become the object of conservation 
measures, notably through the establishment of Natura 2000 
areas (which include the “Noteć Valley” and the “Valley of 
the Middle Noteć and the Bydgoszcz Channel”).

Database

When modelling the relationship between daily river water 
and air temperature, use was made of measurement data 
gathered by the Institute of Meteorology and Water Man-
agement—National Research Institute in Warsaw (IMGW-
PIB in Warsaw) for the period 1987–2013. These data con-
tain daily water temperature of the River Noteć registered 
at three points located along its course: at Pakość (upper 
course), Ujście (middle course), and Nowe Drezdenko 
(lower course), and also along its tributaries, i.e. the Gwda 
(Piła profile) and the Drawa (Drawiny profile)—Fig. 1. For 
comparative purposes, use was additionally made of daily 
water temperature for the River Drawa at the point in Draw-
sko Pomorskie, albeit for a shorter measurement period 
(1987–1992). Daily air temperature for the years 1987–2013 
was obtained from the Piła synoptic station located in the 
catchment area of the Noteć. Data concerning air tempera-
ture obtained at this station are homogenous. Series uniform-
ity was confirmed using the Alexandersson test, and there-
fore, these data should be considered as representative for 
the research area and period. The choice of research period 
was influenced by the ability to access a uniform observation 
series of water and air temperature, uninterrupted by the lack 
of measurement values.

Multifaceted modelling

Modelling of the relationship between time series of daily 
temperature values was preceded by an assessment of 
data series stationarity, conducted using the Augmented 
Dickey–Fuller (ADF) test (Dickey and Fuller 1981). As 
regards the analysed data series (1987–2013), it was deter-
mined that daily measurements of water and air temperature 
constitute stationary series (stationarity at a p value of 0.01) 

characterised by invariability when shifted along the time 
axis of the mean and the variance.

The point of departure for assessing the relationship 
between data series concerning daily temperature was an 
analysis of the cross-correlation function, which is the stand-
ard for determining the similarity of measurements. It uses 
value functions of the Pearson correlation coefficient for two 
time series shifted in relation to each other by time unit Δt 
either forward or backward, depending on the value of Δt. 
In order to provide a quantitative description of the phenom-
enon of decaying cross-correlations, a determination was 
made of the decay function of the square of cross-correlation 
for measurements carried out on the same day in different 
years. This may be interpreted as the variance percentage 
of one variable explained by another variable for measure-
ments made on the same day in different years. To this end, 
use was made of third-degree polynomial regression for the 
natural logarithm of the square of correlation, where the 
distance between measurements—counted in years—was a 
dependent variable.

Further, a Granger’s causality analysis (Granger 1988) 
was performed, and this made it possible to identify the 
direction of cause-and-effect relationships between water 
and air temperature. The Granger’s causality refers to a 
situation where data concerning the past of one time series 
provide significant information that helps predict the value 
of a second series, which is not included in the information 
concerning its past values. Research utilised the Granger’s 
causality test (Detto et al. 2012), which was conducted for 
stationary processes. The general test determines solely 
whether a linear dependence exists. Granger’s causality is 
a statistical approach used to identify the presence of linear 
causal interactions between time series of data, based on 
prediction theory. In accordance with the assumptions of 
causality (Granger 1988), which makes use of only two time 
series and does not reference the complete information set, 
variable Y influences variable X if:

X—history of time series, X, X, Y—history of time series 
X, and Y, Xt + 1—value of the variable at moment t + 1.

An analysis was also performed of the strength of the 
relationship between measurements of river water and air 
temperature on the same days, taking into consideration the 
possibility of occurrence of a nonlinear relationship between 
the two. To this end, use was made of two models—a stand-
ard linear model for predicting water temperature on the 
basis of air temperature and the natural cubic spline model. 
The degree of correlation between the random fluctuations 
of series, i.e. of those changes in temperature that are not the 
result of a long-term trend, historical values or periodicity, 
was also determined. It provided valuable insight into the 

(1)
P(Xt + 1 ∈ A|X, Y) ≠ P(Xt + 1 ∈ A|X) for a certain event A,
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characteristics of short-term connections between water and 
air temperature (Graf 2018).

where yt—series value at time t, yt−1—series value at time 
t − 1, etc., εt—random component, disturbance from time 
t, t—successive days, and φ—a parameter defining the 
strength of impact of the preceding value in the process (or 
successive ones, incrementally older) on the current value.

The above dependences were then used to determine the 
residues for time series of temperature, that is, that part of 
each measurement which may be considered as a random 
fluctuation. The analysis of residue series for models was 
augmented by means of Granger’s causality. When deter-
mining the changes in coefficients of determination (R2) for 
models taking into consideration the past values of the sec-
ond time series, an indication was given of the strength of 
cause-and-effect connections existing between them.

Calculations and statistical analyses were performed in 
the R calculation environment, version 3.3.2 (2016 Octo-
ber 31). The R suite (GNU R) is a software package for 
analysing data, and also a programming platform (R Core 
Team 2015). The results of the statistical significance tests 
used were assessed with reference to the adopted level of 
α = 0.05. Whenever a different level of significance was 
adopted, the relevant information was attached to the results 
of calculations.

(2)yt = �1yt−1 + �2yt−2 + �t

Results

Cross‑correlations

The analysis of cross-correlations demonstrated a very high 
degree of interdependence between daily data series of water 
temperature values for the Noteć and its tributaries, and air 
temperature values for the station in Piła (Fig. 2). We can 
clearly observe that significant positive correlations occur 
between daily temperature measured for the same half-year 
periods (cold or warm in the hydrological year), and sig-
nificant negative correlations for measurements performed 
in different half-year periods. Equally visible is the gradual 
decay of process memory, i.e. measurements from succes-
sive years are less and less correlated. This means that for 
a zero shift we have a maximum level of interdependence 
between both data series. As the shift increases over time, 
cross-correlation adopts a minimal value.

As regards the measurement points located on the River 
Noteć and its tributaries, the rivers Drawa (in Drawiny) and 
Gwda (in Piła), a similar picture of the cross-correlation 
functions for daily water and air temperature was observed, 
and thus, Fig. 2a presents (as representative) the chart for 
the Noteć in Ujście (middle course). A high level of inter-
dependence between series of daily water and air tempera-
ture, albeit lower and more rapidly decaying than that for 
the remaining stations, was demonstrated by an analysis of 
cross-correlations at the Drawsko Pomorskie point on the 
River Drawa. In this case, however, only a 12-year observa-
tion series of river water temperature was available (Fig. 2b).

For comparative purposes, the effect of cross-correlation 
was determined for monthly water temperature of the River 
Noteć and its tributaries, and for air temperature measured 

Fig. 2  Function of cross-correlations between daily water and air temperatures: a Noteć—Ujście (1987–2013) and b Drawa—Drawsko Pomor-
skie (1987–1991)
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in Piła. In this case, too, the ADF test showed that time 
series are stationary, while an analysis of cross-correlations 
confirmed a very high level of interdependence between data 
series (average monthly temperature measured for the same 
hydrological half-year periods—cold or warm), which are 
additionally strictly periodic in nature (Fig. 3a, b).

In order to more precisely investigate the phenomenon 
of decaying cross-correlations, a determination was made 
of the decay function of the square of cross-correlation for 
measurements carried out on the same day in different years. 
Using third-degree polynomial regression for the natural log-
arithm of the square of correlation, solutions were obtained 
that were very well matched to the data (R2)—Table 1. The 
coefficients of determination obtained were similar, falling 
within the range of 0.993–0.998 for the measurement series 
for the River Noteć, and totalling 0.997 for its tributaries. 
Clearly, therefore, the variance of variables registered in the 
water temperature measurement series is explained mainly 
by the variable temperature of air for measurements taken 
on the same day but in different years.

The decay function of the square of cross-correlation 
for measurements of river water and air temperature at 

individual measurement points located on the River Noteć 
and its tributaries is presented in Fig. 4. In the case of the 
River Gwda in Piła, due to the occurrence of problems with 
an unequivocal determination of the peaks of annual cross-
correlations, the model was constructed taking into consider-
ation only distances of not less than 14 years (among others, 
a distance of 5 years was omitted). Despite this inconven-
ience, we can observe that the dependence is very similar to 
that occurring at other measurement points (Fig. 4).

Granger’s causality

When using Granger’s causality to analyse dependences 
between daily water temperature of the River Noteć and its 
tributaries and air temperature (station in Piła), it was deter-
mined a cause-and-effect relationship (Table 2).

Furthermore, the test was a first-order test, which means 
that the cause-and-effect relationship occurs already between 
measurements t and t − 1, where t stands for the distance 
between measurements, which is counted in years. Granger’s 
causality was determined taking into consideration a one-
day lag.

Fig. 3  Function of cross-correlations between monthly water and air temperatures a Noteć—Ujście (1987–2013) and b Drawa—Drawsko 
Pomorskie (1987–1991)

Table 1  Model of third-degree 
polynomial regression applied 
to the logarithm of a square 
of correlation between daily 
temperature of river water and 
air (Noteć River)

t—distance between measurements in years, R2
adj

 adjusted parameter value
a Drawa—Drawsko Pomorskie: Lag order = 12 (1987–1991), for other measurement stations: Lag order = 27 
(1987–2013), α = 0.01

River—profile Model of third-degree polynomial regression R
2
adj

Noteć—Pakość ln R2 = − 0.13 − 0.20t + 0.015t2 − 0.001t3 0.993
Noteć—Ujście ln R2 = − 0.18 − 0.16t + 0.011t2 − 0.001t3 0.998
Noteć—Nowe Drezdenko ln R2 = − 0.11 − 0.21t + 0.016t2 − 0.001t3 0.994
Gwda—Piła ln R2 = − 0.2009 − 0.1380t + 0.0082t2 − 0.0005t3 0.997
Drawa—Drawiny ln R2 = − 0.157 − 0.189t + 0.014t2 − 0.001t3 0.997
Drawa—Drawsko  Pomorskiea ln R2 = 0.62 − 1.90t + 0.62t2 − 0.09t3 0.997
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Forecasting the course of water temperature fluctuations 
for the Noteć and its tributaries on the basis of changes 
in air temperature may therefore ensure better results if 
use is made of information from the preceding day. The 
hypothesis as to the dependence between water and air 
temperature series is confirmed by a variance analy-
sis (test) which made use of the test statistic F. Table 2 
presents the standard notation of the test result, with the 

numbers in parentheses representing degrees of freedom 
of distribution F, while the value on the right side of the 
“=” sign is that of the test statistic F. The results of the 
variance analysis indicate a considerable Granger depend-
ence of water temperature on air temperature at p < 0.001. 
The greatest impact was determined for the River Gwda at 
the station in Piła, which functions as a synoptic station.

Fig. 4  Decay function of cross-correlation square for daily water temperature series (1987–2013)
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Linear and natural cubic splines models

An analysis of the strength of the relationship between meas-
urements of the water temperature of the Noteć and its tribu-
taries and air temperature, performed on the same days, was 
also carried out using the linear model and the natural cubic 
spline model—Fig. 5.

Results confirmed the existence a nonlinear relation-
ship between them. In all instances, the linear model 
recreated water temperature variance to a lesser degree 
(78.65–88.02%) than the natural cubic spline model 
(84.05–89.83%). The differences between the models ranged 
from 3.96 to 4.73% and were statistically significant. The 
greatest difference (5.67%) was determined in the models 
elaborated for the River Drawa in Drawsko Pomorskie, 
which was connected with the fact that a shorter water 
temperature observation series (12 years) was adopted for 
modelling. A high degree of conformity was obtained in the 
model elaborated for the Noteć water temperature series at 
Nowe Drezdenko (Table 3).

Prediction models

The levels of significance of standard statistical tests are 
a decreasing function of the number of observations, and 
therefore, an attempt was made at carrying out an additional 
assessment of the strength of the connections found. To this 
end, it was determined for the present instance by how much 
the determination coefficient (R2) of both models increases 
after the past values of the second time series are taken into 
account. The model predicting the water temperature of the 
Noteć and its tributaries on the basis of water and air tem-
perature from the preceding day (station in Piła) explains 
0.01–0.27% more of the unique variance than the model 
which utilises solely water temperature from the preceding 
day (Fig. 6). In the present context, “unique variance” refers 

to the variance percentage that is explained by a given factor 
in addition to that which is explained by historical values of 
a given variable, i.e. in the case of water temperature—by 
previous temperature values. The greatest increase in the 
percentage of unique variance that is explained by the addi-
tional factor has been determined for the water tempera-
ture series of the River Gwda (0.27%) and the River Noteć 
at Nowe Drezdenko (0.19%), and the lowest for the River 
Noteć in Ujście (0.07%, following the exclusion of data for 
the River Drawa in Drawsko Pomorskie)—Fig. 6. By way 
of comparison, the model predicting the average monthly 
water temperature of the River Noteć and its tributaries on 
the basis of water and air temperature from the preceding 
month explained 0.87–2.75% more of the unique variance 
than the model utilising solely water temperature.

The next stage of the analysis was concerned with deter-
mining the degree of correlation of random fluctuations 
(chance fluctuations) for the same days of both tempera-
ture measurement series. Random fluctuations were taken 
to be those changes in temperature that do not result from a 
long-term trend, historical values, or periodicity (Table 4). 
This provided valuable insight into the characteristics of 
short-term connections between water and air temperature. 
The occurrence of a statistically significant correlation was 
determined. Random fluctuations of air temperature explain 
from 1.8% (River Drawa at Drawiny) to 8.0% (River Noteć at 
Ujście) of random water temperature fluctuation variances.

Random events and values in the measurement series that 
are atypical for the thermal regime of river waters appear in 
consequence of various disorders of its course. An analysis 
of the degree of correlation between random fluctuations of 
water temperature series for the River Noteć and its tributar-
ies and air temperature for the same days has confirmed the 
short-term nature of this connection.

The strength of cause-and-effect connections was studied 
on the basis of an analysis of changes in the coefficients of 
determination (R2) of models taking into consideration the 
past values of the second time series (Table 5). As regards 
fluctuations of water temperature, the greatest R2 difference 
amounted to 9.98% (Drawa—Drawiny) in relation to R2 equal 
to zero. This means that in the present instance fluctuations of 
air temperature have a significant and by no means small (for 
it explains nearly 10% of variability) impact on random fluc-
tuations of water temperature on the next day. Furthermore, 
the regression coefficient—which determines the impact of air 
temperature fluctuations on water temperature fluctuations—
indicates that this is a positive relationship: on average, posi-
tive deviations of air temperature are associated with positive 
deviations of water temperature on the next day, while negative 
deviations are associated with negative deviations on the next 
day. In the remaining models for predicting the water tempera-
ture of the Noteć and its tributaries, obtaining of a low R2 value 
(0.56–0.94%) taking into consideration the past values of the 

Table 2  Cause-and-effect relation between series of river water and 
air temperature in terms of Granger’s causality 

t—distance between measurements in years
F—test statistic, numbers in parentheses—degrees of freedom of dis-
tribution F, values on the right side of the “=” sign are those of the 
test statistic F
a Drawa—Drawsko Pomorskie: Lag order = 12 (1987–1991), for other 
measurement stations: Lag order = 27 (1987–2013), α = 0.01

River—profile Water–air

Noteć—Pakość F(1, 9859) = 2901
Noteć—Ujście F(1, 9859) = 2476
Noteć—Nowe Drezdenko F(1, 9859) = 3685
Gwda—Piła F(1, 9859) = 5169
Drawa—Drawiny F(1, 9859) = 1823
Drawa—Drawsko  Pomorskiea F(1, 2005) = 53.91
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second time series, confirms that in this case water tempera-
ture fluctuations are relatively independent of each other and 
are not significantly impacted by air temperature fluctuations.

Discussion

Cause‑and‑effect relations

The existence of a relationship between fluctuations in river 
water temperature and air temperature has been confirmed 

under differing climatic and regional conditions (Bogan 
et al. 2003; Webb et al. 2003; Arismendi et al. 2014; DeWe-
ber and Wagner 2014). In the case of the River Noteć and its 
tributaries, a high cross-correlation was established between 
daily water and air temperature, as well as Granger’s cau-
sality. The results of analyses of cross-correlation between 
both variables, which are strictly periodic in nature, indicate 
clearly that process memory undergoes gradual decay, and 
this means that measurements from successive years are less 
and less correlated (Figs. 2, 3). This is confirmed by analy-
ses of the decay function of the square of cross-correlation 

Fig. 5  Relationship between daily river water and air temperature (1987–2013) according to the natural cubic splines model
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for measurements carried out on the same day in different 
years (Fig. 4). The results of cross-correlation obtained for 
the River Noteć and its tributaries are of significance for 
the short- and medium-term assessment, concordant with 
seasonality or cycles (Liu et al. 2005; Toffolon and Pic-
colroaz 2015). In the short-term perspective, however, we 

should turn attention to the forecast and the deviation of the 
actual reading from the forecast. In the present instance, the 
cross-correlation was examined for the entire available time 
series of water and air temperature and did not take into con-
sideration the specificity of individual thermal cycles. Nei-
ther to correlation connections explain the cause-and-effect 

Table 3  Degree of recreating water temperature variances for the Noteć River and its tributaries using the linear and natural cubic splines mod-
els

F—test statistic, numbers in parentheses—degrees of freedom of distribution F, value on the right side of the “=” sign are the values of test sta-
tistics F
a Drawa—Drawsko Pomorskie: Lag order = 12 (1987–1991), for other measurement stations: Lag order = 27 (1987–2013)

River—profile Linear model (%) Natural cubic splines 
model (%)

Difference in variance recreation 
between models (%)

Level of statistical 
significance p <  
0.001

Noteć—Pakość 82.44 87.17 4.73 F(4, 9859) = 907.5
Noteć—Ujście 81.06 85.65 4.60 F(4, 9859) = 789.3
Noteć—Nowe Drezdenko 88.02 84.05 3.96 F(4, 9859) = 814.7
Gwda—Piła 85.68 89.83 4.15 F(4, 9859) = 1006
Drawa—Drawiny 81.10 85.30 4.20 F(4, 9859) = 686.3
aDrawa—Drawsko Pomorskie 78.65 84.32 5.67 F(4, 2005) = 181.1

Fig. 6  Prediction models for 
the water temperature of the 
Noteć River and its tributar-
ies (daily and monthly series) 
taking account of past values of 
the second time series (tw − 1) 
and increase in unique variance 
percentage explained by an 
additional factor (%) (tw − 1)—
water temperature from the 
previous day/month (m)

Table 4  Degree of linear 
correlation of fluctuations 
occurring in random series of 
river water and air temperature 
changes for the same days

t—number of days
a Drawa—Drawsko Pomorskie Lag order = 12 (1987–1991), other stations Lag order = 27 (1987–2013)

River—profile Linear correlation of random fluctuations 
for the same days (Pearson’s r) (p < 0.001)

Degree of explaining 
random fluctuation varia-
tions (%)

Noteć—Pakość r = 0.24; t (9860) = 24.22 5.61
Noteć—Ujście r = 0.28; t (9860) = 29.20 8.00
Noteć—Nowe Drezdenko r = 0.22; t (9860) = 22.15 4.74
Gwda—Piła r = 0.22; t (9860) = 22.12 4.73
Drawa—Drawiny r = 0.13, t (9860) = 13.23 1.80
Drawa—Drawsko  Pomorskiea r = 0.121; t (2006) = 5.48 1.47
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relationships between temperature, which can be achieved 
using the Granger’s test. The determination of Granger’s 
causality dependence (first order) between daily tempera-
ture series provides confirmation of the impact of one data 
series on the evolution of a second data series. In the ana-
lysed instance, data concerning the past of a time series of 
air temperature provide information that is of significance 
for predicting the values of the time series of river water 
temperature, which is not included in the information con-
cerning its past values (Detto et al. 2012). In the context 
of Granger’s causality, it is important to state that water 
temperature is determined causally by air temperature from 
the preceding day (Morrill et al. 2005; Letcher et al. 2016). 
These relationships occur mainly during water freezing and 
evaporation processes, which involve enormous quantities of 
energy. The latent heat of water phase transitions is collected 
from and given up to the environment (Hannah et al. 2004; 
Caissie 2006). In the local scale, these processes cause the 
significant heating or cooling of air above water courses and 
their immediate surroundings.

Local factors affecting the stream temperature

River thermal regimes are impacted first and foremost by 
the surface exchange of heat with the atmosphere in pro-
cesses of radiation, evaporation, and convection (Caissie 
2006), and also by the turbulent mixing of water of varying 
temperature, e.g. inflows, wastewater, thermal pollutants. It 
is assumed that molecular diffusion, the exchange of heat 
with the subsoil, and conductivity in the water mass play a 
less important role in shaping the thermal regime character-
istics (Sinokrot and Stefan 1994). Local factors that modify 
the thermal characteristics of river waters usually include 
anthropogenic change (Olden and Naiman 2010), which may 
disturb the continuity of processes and the gradient nature 
of zones in rivers (the so-called river continuum) (Caissie 
et al. 2005). In the case of the catchment area of the River 
Noteć, local factors that impact its thermal regime include 

the specific morphological nature of the river valley—the 
flat, broad Toruń-Eberswalde Glacial Valley, springs flowing 
from the edges and terraces of river valleys, and the proxim-
ity of peat bogs. Vast wetlands are present in the lower and 
middle courses of the River Noteć (Fig. 7). These wetlands 
contribute to the lowering of river water temperature in the 
summer period due to the supply to the river of groundwater 
of a considerably reduced temperature.

As regards the Noteć, one of the more significant causes 
of undesirable changes in flowing water temperature (Poole 
and Berman 2001; Lisi et al. 2015) may be the degraded 
morphology of the channelled sections of its course. This 
factor usually makes it difficult to recreate the historical ther-
mal regime of a water course.

Numerous studies concerning the dependence between 
times series of water and air temperature have shown that the 
relationship between variables is not ideally linear (Langan 
et al. 2001; Wiejaczka 2007; Letcher et al. 2016). This is 
supported among others by the results of the natural cubic 
spline model, which was used in research—Fig. 5. First and 
foremost, this is connected with the fact that water tempera-
ture, as opposed to air temperature, has a lower limit and 
cannot attain a value of less than 0 °C, even during periods 
of long-term frost. The impact of local factors modifying 
the thermal characteristics of river waters is also visible in 
the diversity of features of the winter ice regime (Graf and 
Tomczyk 2018; Graf et al. 2018). During the summer sea-
son, when air temperature is high, the temperature of water 
in the river does not increase linearly (Fig. 5), this because 
of the intense loss of thermal energy in processes of evapora-
tion and emission of long-wave radiation. Changes in tem-
perature in the aquatic environment occur at a considerably 
slower rate than changes in air temperature due to the lower 
conductivity of water in comparison with air.

Usually, a strong, nonlinear statistical dependence 
between the temperature of water and air is shown by 
the logistic (nonlinear) and linear regression models. 
Despite the nonlinear character of the dependence, the 

Table 5  Increase in the 
coefficient of determination 
(R2) in models predicting 
random fluctuations of water 
temperature taking account of 
past values of the second time 
series (tw − 1) (%)

t—number of days, (tw − 1)—water temperature from the previous day
Drawa—Drawsko Pomorskie Lag order = 12 (1987–1991), other stations Lag order = 27 (1987–2013)
a The brackets contain R2 values for the model taking account of only the random fluctuation of water tem-
perature from the previous day

River—profile Prediction model for random fluctuations of 
water temperature taking account of past values 
tw − 1

Noteć—Pakość 0.69 (0.03)a

Noteć—Ujście 0.56 (0.03)
Noteć—Nowe Drezdenko 0.76 (0.03)
Gwda—Piła 0.82 (0.03)
Drawa—Drawiny 9.98 (0.00)
Drawa—Drawsko Pomorskie 0.94 (0.01)
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appropriate selection of measurement data makes it pos-
sible to effectively apply the linear model (Łaszewski 
2014), which accurately reflects the connection between 
average monthly water and air temperature. In turn, this 
association is weakened by the following: daily averages, 
weekly averages, and maximum daily or weekly values of 
air temperature lower than 0.0 °C (Mohseni and Stefan 
1999). The nonlinear form of dependence in the logistic 
model is described by the S-shaped function (sigmoidal) 
with input values from the range (0,1), which properly 
reflects the behaviour of water temperature in the pres-
ence of negative and high (above 25 °C) air temperature 
(Mohseni et al. 1998; Neumann et al. 2003; Caissie et al. 
2001; Łaszewski 2014), and this fact has indeed ensured 
the universality of application of the method. Among 
dependences approximated by logistic models, the strong-
est association was determined for the average weekly and 
average maximum weekly water and air temperature (Wie-
jaczka 2011), while the connection between the average 
daily and maximum daily water and air temperature (Webb 
et al. 2003; Morrill et al. 2005) turned out to be weakest. 
In turn, Zhu et al. (2018) while analysing three standard 
models—linear regression, nonlinear regression, and the 
stochastic—confirmed that the stochastic model clearly 

exceeds the other two. In stochastic models, water tem-
perature is modelled as a function of time comprising two 
completely different components—a short-term residual 
component and a long-term component that is periodic in 
time (Caissie et al. 1998; Hadzima-Nyarko et al. 2014). 
Furthermore, in stochastic models water temperature is 
generally modelled as a function of time consisting of two 
entirely different components: a short-term residual com-
ponent and a long-term component which is periodic in 
time (Zhu et al. 2018).

The natural cubic spline model used in research also 
confirmed the nonlinear dependence between river water 
and air temperature. The spline-based method resulted in 
an acceptable water time series temperature pattern that 
properly reflects its actual association with air temperature. 
Due to seasonal changes in water and air temperature, the 
model determining the dependence between them should 
ensure continuous seasonal patterns for each day throughout 
the year, and also the smooth periodicity of changes under 
specific boundary conditions. The spline technique addition-
ally makes it possible to intercept the data trend irrespective 
of the character of the base relation, with the simultaneous 
reduction of the tendency to oscillate and of susceptibility 
to changes in data. Thus, we can use this method to, for 

Fig. 7  Land coverage in the Noteć catchment area taking account of the extent of wetlands in the Toruń-Eberswalde Urstromtal system—ortho-
photomap of the Noteć catchment area [based on http://web4y ou.com.pl/geofi nder.php]

http://web4you.com.pl/geofinder.php
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example, supplement missing data, which frequently consti-
tutes a significant problem in statistical research into water 
temperature measurement series.

Data generating process (DGP)

As regards water and air temperature time series, the iden-
tification of causal patterns for the variance and the mean 
using Granger’s causality analysis may serve first and fore-
most to improve the quality of predictions of these values 
through the construction of models that take them into con-
sideration. A narrowing of the interpretation concerns linear 
causality (for water-air temperature), whereas in the broader 
context we are concerned with the dependence of data gen-
erating processes (DGPs) (Cameron and Trivedi 2005). The 
concept of Granger’s causality is not limited to the search 
for a variable whose presence in the model may improve 
the accuracy of forecasts. In line with the concept of causal-
ity, the cause in time series precedes the effect, while the 
causal series contains information about the variable being 
the effect, which was not included in other series (Granger 
1988).

Conclusions

Research into the relationship between daily river water 
temperature registered at selected measurement profiles 
(the River Noteć and its tributaries) and air temperature has 
confirmed their considerable dependence during the ana-
lysed period. The application of multidimensional statistical 
modelling, taking into consideration varied methodological 
criteria, has made it possible to determine the nature of rela-
tionships occurring between data series. It was particularly 
interesting to determine cause-and-effect relationships not 
only along the water–air axis, but also along the air–water 
axis, which occur mainly during water freezing and evap-
oration processes. The application of Granger’s causality 
demonstrated the existence of complex multi-level depend-
ences that are conditioned by the number of variables used 
in research. When taking into consideration a one-day lag 
between measurements, Granger’s causality was confirmed 
in two directions, which fact is of considerable importance 
for forecasting. Namely, this means that forecasting the fluc-
tuations of the temperature of river waters on the basis of 
changes in air temperature may be more effective when use 
is made of information from the preceding day.

The results of the analysis have also confirmed the pres-
ence of a nonlinear relation between daily river water and 
air temperature. In all instances, the linear model recreated 
water temperature variance to a lesser degree than the nat-
ural cubic spline model. Differences between these models 
amounted to approximately 4–5% and were statistically 

significant. Also established was a weak, albeit statistically 
significant correlation of random fluctuations for the same 
days for both series, i.e. changes in temperature which do 
not follow from a long-term trend, historical values, or 
periodicity. This made it possible to confirm the occur-
rence of short-term connections between water and air 
temperature. The thermal regime of the researched rivers 
is impacted first and foremost by the surface exchange of 
heat with the atmosphere. Locally, the thermal character-
istics of river waters may be modified by anthropogenic 
factors identified in the catchment area and the river val-
ley, which may disturb the continuity of processes and the 
gradient nature of zones in rivers. In the case of the River 
Noteć, these factors include the morphological nature 
of the river valley and the risk of inflow of pollutants, 
which are the single most important factor contributing to 
increases in the temperature of flowing waters.

The results obtained constitute a database for reference 
indications of thermal parameters that are of significance 
for predicting climate change and for conducting research 
into the thermal regime of the river. On a regional scale, 
they may be used to assess the impact of climatic change, 
while on the local—to analyse anthropogenic influences 
on the development and nature of the relationship between 
river water and air temperature. Furthermore, the relations 
determined between thermal water and air parameters 
determine the degree of risk for the functioning of aquatic 
ecosystems represented by habitats and species susceptible 
to changes in river water temperature. This problem is 
particularly important in the case of rivers with significant 
ecological functions (e.g. migration corridors for various 
species of fishes), among which the Noteć is classified.

The results can be used to determine the qualities of 
thermal regimes and to predict the temperature of river 
waters under conditions of climate change. In light of the 
constant demand for information concerning the thermal 
regime features of waters in lowland river ecosystems 
(which are subjected to varying degrees of anthropogenic 
transformation), the results obtained constitute an impor-
tant supplementation of databases used to ensure their 
rational management.
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Abstract
The Revised Universal Soil Loss Equation (RUSLE) has enormous potential for integrating remote sensing and Geographical 
Information System (GIS) technologies for producing accurate and inexpensive assessments of soil erosion. In this study, the 
RUSLE method was applied to the Esil (Ishim) River basin (ERB), which is situated in Northern and Central Kazakhstan. 
The northern part of the ERB extends through the Tyumen and Omsk regions of the Russian Federation to the confluence 
of the Irtysh River. This article may be of interest to experts and specialists in the field of agriculture, as the findings can 
assist agricultural producers and government entities in making decisions that prevent soil degradation and promote optimal 
cropping systems for land and crop cultivation. The objective of this research is to detect, estimate and map areas of land 
plots most vulnerable to potential soil erosion within the ERB, using the RUSLE model under Arc GIS 10.2. The results 
reveal that average annual soil loss during the study period ranges from 0 to 32 (t y−1) and that 108,007.5 km2 (48%) of the 
ERB has no erosion. The remainder of the basin is prone to soil erosion ranging from 1 to 32 t ha−1 y−1, which comprises 
117,216.9 km2 (52%), and total soil erosion is 565,368.7 (t y−1). Soil erosion in the ERB is relatively moderate due to low 
hill steepness and low annual precipitation (198–397 mm). Exceptions occur in plots which feature high slope length steep-
ness, which are scattered throughout the region.

Keywords Agriculture producers · Cropping system · RUSLE · Soil erosion

Introduction

Soil degradation is a serious problem throughout the world, 
which ultimately affects the reduction in soil fertility—
reducing productivity in the agricultural sector, creating 
negative impact on the environment and consequently the 
quality of drinking water with further effects on the quality 
of life (Ganasri and Ramesh 2016; Issaka and Ashraf 2017; 
Vaezi and Sadeghi 2011).

Topsoil is most valuable for agricultural production and 
most vulnerable due to natural changes in ecosystems and 
inappropriate land management systems (Blanco and Lal 
2010).

For proper operation and use of land resources, many fac-
tors need to be taken into account, one of which is the spatial 
assessment of soil loss (Prasuhn et al. 2013).

To understand the degree of soil erosion over a large 
area, it is necessary to collect soil samples, conduct field 
experiments and perform required analysis for planning 
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and decision making (Alkharabsheh et al. 2013), bear-
ing in mind that human influences play a key role in soil 
degradation.

Anthropogenic factor, especially agriculture, has a strong 
influence on the condition of soil. Intensive development of 
pasture lands under the Agricultural Program of the Virgin 
and Fallow Lands for the period 1954–1963 in Northern 
Kazakhstan (including ERB) led to large-scale soil degra-
dation (Kraemer 2015). Such a transformation of land into 
arable land during the first year of operation has led to a loss 
of 50% of organic matter in the soil. Periodic use of fallows 
in crop rotation also leads to the depletion of organic matter 
in the soil (Yanai 2005).

One of the most popular modern models for estimat-
ing soil loss is the Revised Universal Soil Loss Equation 
(RUSLE) (Renard 1997), which has been widely used for the 
past several decades. The RUSLE model is a convenient and 
practical approach to assessing soil loss and can be applied 
wherever soil erosion or the scale of erosion processes might 
be of concern, including in river basin watersheds or on 
individual properties (Chen et al. 2011; Farhan et al. 2013). 
This model calculates approximate annual soil losses, taking 
into account factors such as precipitation, soil erodibility, 
relief parameters (slopes), vegetation and land use schemes 
(Renard 1997; Wischmeier and Smith 1965, 1978). The ero-
sion of the soil characterizes the susceptibility of the soil to 
biological, chemical, physical, mineralogical, hydrological 
and other properties (Shabani et al. 2014).

Unfortunately, however, spatial and quantitative assess-
ment of the extent of soil loss through observation alone 
does not always provide objective information because of 
limitations in data reliability (Chen et al. 2011; Prasannaku-
mar et al. 2011). Spatial and quantitative assessment of the 
extent of soil loss in sites with observations, unfortunately, 
does not always provide objective information, primarily 
because of the data limitation and cost. Despite these issues, 
many scientists still use the RUSLE model (Abu Hammad 
2011), even though it is not capable of providing an accurate 
spatial representation of the scale of the erosion processes 
due to the lack or absence of data and the complexity of the 
study area (Prasannakumar et al. 2011).

Geographical Information Systems (GIS) and remote 
sensing technologies, by allowing for spatial analysis of soil 
erosion assessment over a large area (Adediji et al. 2010; 
Farhan et al. 2013), can be used to augment the RUSLE 
model. The inclusion of satellite images can provide a more 
comprehensive idea of the state of the vegetation cover 
(C-factor) for the area under observation (Adediji et al. 
2010; Alkharabsheh et al. 2013; Chen et al. 2011). Com-
bining DEM (Digital Elevation Model) with ArcGIS gives 
ample opportunities to use various methods for calculating 
the topographic features (LS-factor) of a specific terrain 
(Panagos et al. 2015).

Also, land degradation by means of vegetation removal is 
one of the phenomena affecting the soil the earth’s surface. 
Soil can be detected by electromagnetic spectrum through 
the brightness of the soil surface, reflecting the degree of 
vegetation cover or the intensity of the development of veg-
etation. Thus, vegetation indices (e.g., NDVI, SAVI, OSAVI 
and MSAVI) can be useful for assessing the spatial definition 
of land degradation (Wu et al. 2008). Escadafal et al. (1994) 
and Hill et al. (1995) applied the concept of soil science 
and geomorphology to obtain qualitative indicators on the 
processes of soil degradation and erosion based on spectral 
vegetation indices of soil condition indicators.

Spatial and quantitative information on the extent of soil 
erosion in a basin, sub-basin, watershed, sub-watershed can 
make a significant contribution in developing measures to 
protect soil from erosion and manage the catchment environ-
ment (Van De et al. 2008).

The present study focuses on the following three aspects 
in relation to soil erosion:

 (i) The application of RS and GIS technologies in com-
bination with the RUSLE model for exploring the 
intensity of soil water erosion in the ERB (Esil River 
basin),

 (ii) the delineation of the plots most vulnerable and 
prone to soil erosion processes, and its environmental 
impacts; and

 (iii) recommendations and possible solutions for prevent-
ing and mitigating the effect of soil erosion.

Future researchers could use this work as an information 
source for similar or related research. The results of this 
study will be an asset to policy-makers, land use planners 
and nature resource managers in planning and implementing 
effective soil conservation strategies to prevent or reduce 
soil erosion.

Materials and methods

Study area

The Esil River basin (ERB) is situated in the northern 
and central portions of Kazakhstan between 48°39′07″ 
and 56°54′82″ north, and 65°45′62″ and 75°04′29″ east. 
The ERB covers approximately 225,224 km2. Land use 
in this region is primarily agricultural (38.01%), fol-
lowed by barren areas (36.26%), urban areas (17.39%), 
shrub (3.12%), water bodies (2.21%), wetlands (1.71%), 
grasslands (0.81%) and forest (0.45%). The climate con-
ditions of the study area are generally dry (annual pre-
cipitation 198–397 mm) and windy. The climate steppe 
and forest steppe zones of Northern Kazakhstan, due to 
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their remoteness from the moderating effects of seas and 
oceans, quickly become very hot in summer while rapidly 
losing heat in winter. The region’s cultivated land mostly 
occupies low-lying plains with elevations up to 200 m 
as well as slightly undulating plains (250–300 m). Some 
agriculture also occurs in the relatively flat upland plains 
situated at 350–400 m above sea level. Overall, the region 
is characterized as steppe and forest steppe (Fig. 1).

Northern Kazakhstan, with annual precipitation of 
300–400 mm, is the wettest region in the ERB. It is mostly 
covered by steppes. Closer to Central Kazakhstan, annual 
precipitation decreases to around 150 mm. The main eco-
system types, which are represented by cropland, grassland 
and shrubland, sequentially change from north to south 
(Koshim et al. 2018; Liang et al. 2017).

Data

In our study, we used the DEM 25.43 m resolution, obtained 
from the United States Geological Survey (USGS), to cal-
culate the topographic parameters of the terrain slopes. To 
define the soil structure and physical soil properties, a digital 
soil map obtained from the Food Agriculture Organization 
Geonetwork at a scale of 1:5,000,000 was used. As well, the 
Normalized Difference Vegetation Index (NDVI) and satel-
lite images from the USGS Landsat 8 (30 m resolution) for 
period July 2016 were used to analyze land cover. The land 
use/land cover map (300 m resolution) was obtained from 
Climate Change Initiative (CCI) on an annual basis for the 
period 1992–2015. Project CCI-LC provides maps of land 
use schemes at a resolution of 300 m (Table 1). Climate data 
are presented according to annual precipitation (Table 2) for 
a 36-year period (1981–2016) and come from Regional State 

Fig. 1  Study area map of Esil River basin includes: a location and geographical; b DEM (digital elevation model); c spatial allocation of annual 
precipitation (mm)
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Enterprise Kazhydromet, which includes observations from 39 
meteorological stations (Fig. 2) covering the ERB. 

Method

The Universal Soil Loss Equation (USLE) is the result of an 
enormous amount of labor and extensive analyses by scien-
tists of a large amount of data published in the Agriculture 
Handbook 282 (Wischmeier 1976) and Agriculture Handbook 
537 (Wischmeier and Smith 1978). The USLE is presented in 
Eq. (1) below (Fig. 3):

where: the unit of average soil loss (A) is (t ha−1 y−1); the 
unit of factor R is (MJ mm ha−1 h−1 y−1); the unit of factor 
K is (t ha h ha−1 MJ−1 mm−1); and the units of LS, C and P 
factors are dimensionless.

R‑factor (rainfall erosivity factor)

To analyze the R-factor in this study, annual mean rainfall 
(mm) was used. The R-factor was calculated for each of the 
39 meteorological stations, after which the R-factor values 
were interpolated by the spline interpolation method by apply-
ing Analyst Tools in ArcGIS 10.2 for the period 1981–2016. 
Equation (2), as proposed by Renard and Freimund (1994), 
was employed for calculating regressions between the R-factor 
and precipitation in order to calculate the effect of the kinetic 
energy of rain, as follows:

(1)A = R ∗ K ∗ LS ∗ C ∗ P

(2)R = 0.04830 ∗ P1.610 (P < 850mm)

where R - factor  is  ra infal l  aggressiveness  in 
(MJ mm ha−1 h−1 y−1) and P is annual precipitation in mm.

K‑factor (soil erodibility factor)

The equation for estimating K-factor values, as given by Wil-
liams and Singh (1995), is presented in Eq. (3):

where fc/sand is a factor that lowers the K indicator for soils 
with high or low coarse-sand content; fcl/si gives high soil 
erodibility factors for soils with low clay-to-silt ratios; forgc 
implies if the carbon content is high, it reduces K values in 
soils; and fhisand increases K values for soils with extremely 
low sand content.

(3)Kusle = Kw = fc∕sand ∗ fcl∕si ∗ forgc ∗ fhisand ∗ 0.1317

(4)

fcsand =
(
0.2 + 0.3 ∗ exp

[
−0.256 ∗ ms ∗

(
1 −

msilt

100

)])

(5)fcl∕si =

(
msilt

mc + msilt

)0.3

(6)forgc =

(
1 −

0.25 ∗ Corg

Corg + exp
[
3.72 − 2.95 ∗ Corg

]
)

(7)

fhisand =

⎛⎜⎜⎜⎝
1 −

0.7 ∗
�
1 −

ms

100

�
�
1 −

ms

100

�
∗ exp

�
−5.51 + 22.9 ∗

�
1 −

ms

100

��
⎞⎟⎟⎟⎠

Table 1  Datasets list used in research

Category Source Reference Spatial resolution Temporal period 
(years)

Variables

DEM USGS https ://earth explo rer.
usgs.gov/

25.43 m – Elevation

Climate Kazhydromet – – 1981–2016 36 y averaged annual 
precipitation

Soil FAO Geonetwork http://www.fao.
org/geone twork /
srv/en/metad ata.
show?id=14116 

5 arcmin 2007,02,28 Sand, silt and clay frac-
tions, organic matter 
(%).

Land cover USGS Landsat 8 https ://earth explo rer.
usgs.gov/

30 m July 2016 Normalized Difference 
Vegetation Index 
(NDVI)

Land use ESACCI-LC http://maps.elie.ucl.
ac.be/CCI/viewe r/

300 m 2015 Land use fraction

Vegetation indices USGS Landsat 8 https ://earth explo rer.
usgs.gov/

30 m July 2013–2018 NDVI, SAVI, OSAVI 
and MSAVI

Gross Regional 
Product

Ministry of National 
Economy of the 
Republic of Kazakh-
stan, Committee on 
Statistics

http://stat.gov.kz/beta/
offic ial/indus try/11/
stati stic/8

– 2017 Gross Regional Product 
(USD) and population

https://earthexplorer.usgs.gov/
https://earthexplorer.usgs.gov/
http://www.fao.org/geonetwork/srv/en/metadata.show?id=14116
http://www.fao.org/geonetwork/srv/en/metadata.show?id=14116
http://www.fao.org/geonetwork/srv/en/metadata.show?id=14116
http://www.fao.org/geonetwork/srv/en/metadata.show?id=14116
https://earthexplorer.usgs.gov/
https://earthexplorer.usgs.gov/
http://maps.elie.ucl.ac.be/CCI/viewer/
http://maps.elie.ucl.ac.be/CCI/viewer/
https://earthexplorer.usgs.gov/
https://earthexplorer.usgs.gov/
http://stat.gov.kz/beta/official/industry/11/statistic/8
http://stat.gov.kz/beta/official/industry/11/statistic/8
http://stat.gov.kz/beta/official/industry/11/statistic/8
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where ms indicates the content of sand fraction 
(0.05–2.00 mm diameter) [%]; msilt is the content of silt 
fraction (0.002–0.05 mm diameter) (%); mc expresses the 
content of clay fraction (< 0.002 mm diameter) (%); and 
Corg gives the carbon content of organic matter (SOC) (%).

LS‑factor (slope length and steepness factor)

The LS-factor in the RUSLE model considers the topo-
graphic features of slopes, which ultimately determines the 
total sediment yields from the site. Equation (8) is applied 

Table 2  The list of 
meteorological stations

MS Latitude Longitude Elevation (m) Years Annual 
precipitation 
(mm)

R-factor Zone

Petropavlovsk 54.82 69.12 107 36 377.0 679.0 Moderately wet
Yavlenka 54.35 68.45 111 36 376.5 677.5 Moderately wet
Sergeevka 53.88 67.40 152 36 377.9 681.6 Slightly wet
Ruzaevka 52.82 66.96 226 36 363.3 639.7 Slightly wet
Saumalkol 53.31 68.11 327 36 431.3 843.1 Moderately wet
Blagoveshenka 54.36 66.98 151 36 352.5 609.3 Slightly wet
Timiryazevo 53.76 66.49 168 36 347.0 594.1 Slightly wet
Yegindykol 51.05 69.50 338 36 299.0 467.5 Slightly arid
Esil 51.96 66.39 219 36 281.4 424.1 Slightly arid
Zhaksy 51.91 67.34 392 36 329.0 545.4 Slightly arid
Balkashino 52.53 68.74 396 36 404.8 761.2 Moderately wet
Atbasar 51.84 68.36 299 36 314.6 507.4 Slightly wet
Zhaltyr 51.63 69.82 303 36 333.0 555.9 Slightly wet
Akkol 51.99 70.94 381 36 374.5 671.7 Slightly wet
Astana 51.17 71.39 346 36 327.2 540.6 Slightly wet
Shucinsk 52.93 70.20 390 36 337.8 569.0 Moderately wet
Arshaly 50.86 72.15 426 36 318.0 516.2 Slightly wet
Derzhavinka 51.60 66.19 274 36 264.0 382.6 Slightly arid
Korgalgyn 50.59 70.00 329 36 290.0 445.0 Slightly arid
Karasu 52.65 65.48 206 36 306.4 486.1 Slightly arid
Zheleznodorozhny 52.09 65.66 246 36 285.4 433.6 Slightly arid
Amangeldy 50.20 65.21 142 36 208.0 260.6 Moderately arid
Aralkol 50.08 65.69 172 36 296.6 461.4 Moderately arid
Ekidyn 49.52 66.15 206 36 208.0 260.6 Moderately arid
Zhana-Arka 48.41 71.40 476 36 259.9 373.0 Slightly arid
Zharyk 48.51 72.50 594 36 355.0 616.4 Slightly wet
Karaganda 49.49 73.09 684 36 363.0 638.8 Slightly wet
Kertindy 49.96 71.59 421 36 292.3 450.8 Slightly arid
Korneevka 50.21 74.27 615 36 352.7 610.0 Slightly wet
Besoba 49.20 74.28 807 36 229.4 305.1 Slightly arid
Aksu-Ayuly 48.46 73.40 765 36 318.0 516.3 Slightly wet
Karkaraly 49.42 75.50 863 36 387.8 710.6 Slightly wet
Karaganda AFS 50.10 72.44 538 36 308.0 490.4 Slightly wet
Shubarkol 49.00 68.70 506 36 174.4 196.3 Slightly arid
Barshino 49.67 69.54 355 36 245.4 340.1 Slightly arid
Koskol 49.30 67.04 496 36 243.5 335.9 Slightly arid
Birlik 49.82 69.55 345 36 257.5 367.5 Slightly arid
Ishim 56.06 69.26 87 36 395 731.9 Moderately wet
Tasty-Taldy 50.44 66.37 305 32 321.2 524.6 Moderately arid
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to find the combined LS-factor by means of spatial analyst 
extension in ArcGIS using DEM, as proposed by Morgan 
(2009). Factors such as slope steepness and flow accumula-
tion are also taken into consideration to calculate the LS-
factor using the ArcGIS spatial analyst tool and the arc hydro 
extension using DEM:

where l is slope length (m), S is slope percentage, and the 
size of the grid cell = cell size (in this research, 25.43 m).

C‑factor (cover management factor)

The C-factor considers soil-disturbing activities, the 
sequence of crops in crop rotation, the state of the soil cover 
and plant biomass, and the effect of all these factors on soil 
erosion. Remote sensing technologies are highly informative 
for spatial analysis of the vegetation cover state, primarily 

(8)LS =

√
l

22

(
0.065 + 0.045 ∗ S + 0.0065 ∗ S2

)

due to the difference in land cover patterns, which is taken 
into account in calculating the C-factor (Prasannakumar 
et al. 2011). In addition, the Normalized Vegetation Dif-
ference Index (NDVI) is a simplistic indicator that enables 
potential assessment of health status, vegetation energy, and 
green biomass of plants (Jiang et al. 2014).

The C-factor value was applied in Eq. (9):

where α = 2 and β = 1 are unitless indicators which define 
the curve’s shape to NDVI and the C-factor. This scaling 
approach was proposed by Van der Knijff et al. (2000) and 
gives better results versus a linear relationship.

P‑factor (conservation practice factor)

The coefficient of support practice (P-factor) is the ratio of soil 
loss to the type of soil cultivation, taking into account the ratio 

(9)C = exp

[
−�

NDVI

(� − NDVI)

]

Fig. 2  Location of meteorological stations
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of soil loss to topographic features (Renard et al. 1997). The 
P-factor shows the effects of cultivation plant technology (i.e., 
type of land management model, such as plowing mode and 
crop direction) and soil conservation practice (slope restora-
tion), which promotes the decrease in the volume and speed 
of streaming water and facilitates infiltration by changing the 
soil structure. This helps to reduce the impact of erosion pro-
cesses. In our research, the P-factor is defined in accordance 
with studies conducted by Wischmeier and Smith (1965) and 
Wischmeier and Smith (1981), where the values of the P-fac-
tor depend on the combination of slope classes and current 
agricultural practices. The types of agricultural practices in the 
ERB were identified from the land management map.

Vegetation indices

For revealing the plots of land which are prone to soil degra-
dation, Normalized Vegetation Index (NDVI), Soil Adjusted 
Vegetation Index (SAVI), Optimized Soil Adjusted Vegetation 
Index (OSAVI) and Modified Soil Adjusted Vegetation Index 
(MSAVI) were used.

The calculation of NDVI (Eq. 10) look to Rouse et al. 
(1974) for the description of NDVI. For calculation of NDVI, 
we used satellite images of Landsat 8 (band 4 and 5) for 
period: July 2013–2018.

(10)NDVI =
NIR − R

NIR + R

where NIR is reflectance in the near infrared and R is reflec-
tance in the visible red band.

Huete (1988) proposed the use of soil adjustment factor 
L, to reduce the influence of background soil conditions, 
which he called Soil Adjusted Vegetation Index (SAVI) (11) 
and then later modified—Modified Soil Adjusted Vegetation 
Index by Qi et al. (1994) (MSAVI) (12) and Optimized Soil 
Adjusted Vegetation Index (OSAVI) proposed by Rondeaux 
and Baret (1996) (13).

where L = 0.5

Results and discussion

Rainfall erosivity factor

The results revealed rainfall erosivity ranging from 61 to 861 
(MJ mm ha−1 h−1 y−1) (Table 3). Overall, annual precipitation 

(11)SAVI =
NIR − R

NIR + R + L
(1 + L)

(12)MSAVI =
2NIR + 1 −

√
(2NIR + 1)2 − 8(NIR − R)

2

(13)OSAVI =
1.5 ∗ (NIR − R)

NIR + R + 0.16
.

Fig. 3  Flowcharts of RUSLE methodology
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is not very high in the ERB, giving a mid-level annual rain-
fall aggressiveness of 522.7 (MJ mm ha−1 h−1 y−1) for our 
study area.

The mean annual precipitation for 1981–2016 is 
324.6 mm. On average, July saw the highest amount of pre-
cipitation (up to 51.2 mm), while February saw the lowest 
amount (about 15.6 mm) (Fig. 4). The spatial allocation of 
rainfall is also uneven. The northern part of the study area, 
at altitudes of 64–626 m above sea level, is more humid 
(431.3 mm), whereas the southern part of the study area, 
at altitudes of 600–1189 m above sea level, is more arid 
(175.6 mm) (Kalb and Mavlyanova 2005; Yapiyev et al. 
2017).

Soil erodibility factor

K-factor values in accordance with soil type were assigned 
on the soil map (Fig. 5c) toward the generation of a soil 
erodibility map. Inland water (WR) bodies were assigned 
a value of 0. In the study area, the K-factor ranges between 
0.016264 and 0.021376 (t ha−1 h−1 ha MJ mm). A low 
value implies features such as low permeability, low 
antecedent moisture content and so on. In total, the sand 

content in the topsoil of our study area ranges from 26.4 
to 70.8%; silt ranges from 12.8 to 46.4%; clay ranges from 
14.3 to 47.7%; and OC (organic carbon) ranges from 0.39 
to 41.46% (Table 4).

According to the physical properties of soils (Table 4), 
the values for erodibility factors range from 0.016 to 0.021 
when the soil has a clay content of 14.3–47.7%. K-factor 
values less than 0.05–0.15 are considered low. Fine-textured 
soils with high clay content are resistant to the detachment of 
soil particles (Foster et al. 2003; Ganasri and Ramesh 2016). 
Although there are some steep slopes in the ERB, the mod-
erate-to-low amount of precipitation (less than 250 mm y−1) 
diminishes the influence of rain on the soil. The soil with 
the lowest K-factor value (0.0163 [t ha−1 h−1 ha MJ mm]) 
is located along a narrow strip stretching from the northern 
portion of the ERB to its middle part. Conversely, the soil 
plots with the highest values of K-factor [in the range of 
0.0202–0.0214 (t ha−1 h−1 ha MJ mm)] are located in the 
northern part of the ERB, extending to the middle part of 
the basin. The soil of the remaining area has K-factor values 
ranging from 0.0171 to 0.0198 (t ha−1 h−1 ha MJ mm). High 
K-factor values indicate a higher vulnerability of the soil 
plot to erosion caused by rainfall and/or runoff (Ganasri and 
Ramesh 2016), while low K-factor values mean that the soil 
is less vulnerable to detachment by rainfall and/or runoff.

In Akmola and the North-Kazakh regions of the ERB, 
water erosion processes are developing intensively. The 
Akmola region’s highly eroded soils are characterized 
by the absence of an arable horizon. This is because, on 
medium-carbon soils, 50% of the arable horizon has been 
washed away, while on slightly eroded soils, the humus 
horizon has been reduced by 30% (Mueller et al. 2013). 
The soil texture across the ERB region is characterized as 
sandy loam, sandy clay loam, clay loam, loam and clay, 
with local soil classification for the river basin indicat-
ing the presence of three different types of soil: Dark 
Chestnut, Ordinary Chernozem and Southern Chernozem 
(Takata et al. 2007).

Furthermore, it is estimated that in Northern Kazakhstan, 
the formation of 1 cm of the upper part of the soil profile 
occurred over a period of 100–230 years, which corresponds 
to an annual accumulation of soil of 0.6–1.3 t ha−1. Cur-
rently, normal plowing across the slope has resulted in soil 
erosion of up to about 4–7 t ha−1 to 8–18 t ha−1. This means 
that the fertile soil mass which took hundreds of years to 
form is lost in a single year (Shepelev 2014). Of the above-
mentioned types of soil, the ones most stable in their physi-
cal properties in the face of erosion are the chernozems type, 
while the chestnuts, which are found in forest land as well as 
desert and semi-desert zones, are less stable. Soil erosion is 
affected by soil condition, season, land use type and humus 
content, but the largest cause of erosion currently is agricul-
tural treatments, primarily land plowing (Zaslavsky 1983).

Table 3  The range of rainfall erosivity values

R-factor value 
(MJ mm ha−1 h−1 y−1)

Area (sq km) Area (%)

61–200 1596.2 0.7
201–300 8685.7 3.9
301–400 29,240.0 13.0
401–500 66,669.1 29.6
501–600 48,561.2 21.6
601–700 49,414.4 21.9
701–861 21,057.8 9.3
Total 225,224.36 100
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Fig. 5  Maps of the RUSLE factors included: a rainfall erosivity, b land cover management, c soil erodibility, d conservation support practice, e 
slope length and slope steepness, f soil erosion potential map
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Topographic factor

Slope length and steepness are topographic factors which 
significantly affect the dynamics of the erosion process. 
Analysis shows that the values of topographic factors 
increase with flow accumulation as well as slope length 
and steepness. The values of the LS-factor in the study area 
range from 0.069 to 3.69513. Most parts of the ERB have 
an LS value of 0; this value covers 47% (106,555.52 km2) 
of the total area of the ERB. Otherwise, areas with a value 
of 1 occupy 22.4% (50,536.19 km2) of the study area, those 
with a value of 2 make up 23.99% (54,043.42 km2), and 
other small plots throughout the ERB show a value of 3 
(Fig. 5e). The values of the slope length are divided into 
seven classes ranging from 0° to 70.29° (Table 5). The slope 
length and steepness increase evenly from the northern por-
tion of the region to the southeastern part. As the length and 
slope steepness gradient increases, so does the probability 
of erosion processes contributing to soil degradation. The 
northern part of the ERB is less vulnerable to soil erosion 
compared to the southern part, where slope degree in some 
places varies from 40° to 70.29°.

The main type of land in the Akmola region is undulating 
plains with isolated hills or groups of hills scattered over 
its surface. The altitude ranges from 300 to 400 m above 
sea level on the plains, with some low mountain formations 
rising to a height of 700–800 m. The flattest portion of the 
study area is the central and northern parts of the ERB (Kle-
banovich et al. 2016; Pashkov and Tayzhanova 2016).

According to a report from the Ministry of Agriculture 
of the Republic of Kazakhstan regarding the state and use 
of lands, the volume of eroded soil in 2017 in the Akmola, 
Karaganda and North-Kazakh regions of the ERB measured 
818,400 ha (Karentaev et al. 2018).

Crop management factor

To assess the C-factor, satellite images (Landsat 8) for the 
vegetation period July 2016 were used. C-factor values rang-
ing from 0.01746 to 0.890809 were recorded. The lowest 

C-factor values (up to 0.01746) indicate the presence of veg-
etation cover, which mostly covered the northern, eastern 
and southeastern parts of the ERB. The higher C-factor val-
ues on the remaining portions of the ERB reached 0.890809, 
which signified either sparse vegetation cover or the absence 
of vegetation cover. The presence of vegetation cover on 
the ground means that the plot is less prone to soil erosion, 
while its absence designates the soil as being more prone 
to soil degradation. The value of C-factor for surface water 
was equal to 0.0.

Bao Le et al. (2014) found that between 1980 and the 
mid-2000s, the conditions of the land significantly deterio-
rated. Soil degradation in Turkmenistan and Uzbekistan dur-
ing that time frame amounted to 8%, while in Kazakhstan it 
reached 60% of the total area. The intensive cultivation of 
rain-fed wheat, combined with intensive tillage without the 
use of soil protection technologies, quickly led to the deple-
tion of the fertile soil layer, especially in hilly areas. The use 
of fallowing during the summer period with intensive tillage 
to control weeds only served to exacerbate the soil erosion 
processes (Kienzler et al. 2012). Insufficient fertilization also 
led to the depletion of soil fertility.

All of the above-mentioned problems are usually the 
result of a lack of information on soil protection technolo-
gies and practices. However, soil erosion caused by inap-
propriate farming methods can also be caused by insufficient 
funding or lack of access to credit (Gupta et al. 2009). The 
degradation of pastures is aggravated by unsystematic and 
excessive grazing of animals, lack of conditions (infrastruc-
ture) for pasture grazing, abandoned pastures and cutting 
of shrubby plants (Pender et al. 2009). Tillage and plowing 
further decimate the SOC pool through the increase in the 
mineralization rate and acceleration of soil erosion.

Conservation practice factor

The P-factor was obtained from the land use/land cover map. 
The range of the P-factor, as indicated in Table 6, varied 
from 0.5 to 1, with the minimal value of 0.5 correspond-
ing to cropland and the maximum value of 1 assigned to 

Table 5  Slope steepness in the Esil River basin

Slope degree Area (sq km) Area (%)

0–10 82,538.06 36.65
10–20 27,421.74 12.18
20–30 27,400.82 12.17
30–40 27,096.88 12.03
40–50 30,213.25 13.41
50–60 22,545.87 10.01
60–70.3 8,007.75 3.56
Total 225,224.36 100.00

Table 6  Land use classification accordingly to the P-factor

No. Class name Area (sq km) Area (%) P-factor

1 Agriculture 85,607.79 38.01 0.5
2 Urban 39,166.52 17.39 1.0
3 Water bodies 4977.46 2.21 1.0
4 Grassland 1824.32 0.81 1.0
5 Bare area 81,666.37 36.26 1.0
6 Shrub 7027.00 3.12 1.0
7 Forest 1013.51 0.45 1.0
8 Wetland 3851.34 1.71 1.0
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urban areas, water bodies, grassland, bare areas, shrub, forest 
and wetlands (Fig. 5d). The value of the P-factor depends 
on the cultivation method and slope length and steepness 
(Bouguerra et al. 2017); the averaged value of this fac-
tor is 0.75. This is relatively high for the ERB and can be 
explained by the lack of support practices in 62% of the total 
area where the P-factor value is 1.0. In the remaining ter-
ritory, which is situated mainly in the northern and middle 
sections of the ERB (32%), the P-factor value is 0.5. This 
valuation covers lands that are under different cultivation 
cropping systems, implying that the application of a soil 
protection system in agriculture leads to a decrease in soil 
erosion processes.

The insufficient supply of organic matter, together with 
soil tillage practices which cause soil compaction, led to 
an increase in soil erosion, the breakdown of topsoil depth, 
and an increase in salinity, consequently inducing not only 
the loss of fertility but also a decrease in land value. The 
compaction of soil decreases the soil’s capability to conduct 
and store water, making it less permeable to plants roots 
and increasing the probability of soil loss by water erosion 
(Jones et al. 2012). Only Kazakhstan addressed this prob-
lem, introducing Conservation Agriculture (CA) practices 
and supportive policies, increasing the area (including ERB) 
under CA-based practices from none in 2001 to 2.1 M ha in 
2013 (Kienzler et al. 2012).

Assessment of potential annual soil erosion

To assess soil erosion risk, we have selected a zoning 
scheme used to gauge the risk of erosion soil degradation 

in Russia (Table 7). The potential soil loss has been catego-
rized into five classes: not dangerous, slightly dangerous, 
moderately dangerous, dangerous and highly dangerous 
(Litvin 2002). As shown in Table 8, total soil erosion in the 
ERB is 565,368.7 (t y−1). Since the data for recent years 
are unavailable, data observations of river sediment yields 
for 1957–1967 were used for the research results valida-
tion (Skladchikova 1977). According to the observations, 
the total annual river sediment yield was 570,000 (t y−1) 
and the research result was 565,368.7 (t y−1). Hence, the 
analysis accuracy assessment is 99.1%. The mean value of 
soil erosion loss throughout the ERB is 2.511 (t y−1). Given 
the obtained results, we can conclude that 108,007.51 sq km 
(48%) is not prone to soil erosion processes or soil erosion 
intensity lower than nature soil recovery. Slightly dangerous 
soil erosion intensity covers 49,317.1 sq km (21.9%), mod-
erately dangerous covers 32,686.64 sq km (14.5%), danger-
ous covers 35,204.43 sq km (15.6%) and highly dangerous 
covers 8.71 sq km (0.004%).

Results of NDVI, SAVI, OSAVI, MSAVI

The range of NDVI, SAVI, OSAVI and MSAVI results is 
ranging from − 1 to + 1. The positive values of vegeta-
tion indices reflect the presence of land cover, but nega-
tive values mean the reduction in biologic productivity 
in the ecosystem which is caused by soil and vegetation 
degradation (Eckert et al. 2015). The spatial allocation of 
soil degradation shown in Fig. 6a–d displays raster cells 
with values below 0 mostly in southeastern part, around 
water bodies throughout ERB and along the river. The 

Table 7  The zoning scheme 
on the risk of soil erosion 
degradation in Russian 
Federation

Degree of environmental hazard Flush intensity (t y−1) Potential soil degradation, the 
proportion of erosive dangerous 
lands (%)

No dangerous 0–1.0 < 5
Slightly dangerous 1.1–3 5–20
Moderate dangerous 3.1–5 21–40
Dangerous 5.1–20 41–70
Highly dangerous > 20 > 70

Table 8  Soil loss in Esil River 
basin

Intensity of soil erosion Range of soil loss 
(t y−1)

Total soil erosion 
(t y−1)

Area (sq km) Area (%)

No dangerous 0–1.0 33,181.1 108,007.51 48.0
Slightly dangerous 1.1–3 120,802.9 49,317.10 21.9
Moderate dangerous 3.1–5 144,119.7 32,686.64 14.5
Dangerous 5.1–20 267,065.7 35,204.43 15.6
Highly dangerous > 20 199.3 8.71 0.004
Total 565,368.7 225,224.3965 100.000
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overall square of land with negative values accounts for 
1135.6 km2, 1230.1 km2 and 1230.1 km2 for NDVI, SAVI, 
OSAVI and MSAVI, respectively, which are prone to soil 
gradation and soil erosion processes.

Ecological consequences

Destroying pastures and farmland

The amount of biomass carbon in the soil decreased from 
0.48 PgC in 2000 to 0.47 PgC in 2010 (Zomer et al. 2016). 
The natural ravines observed in the valleys of the ERB 
usually have a length of 100–300 m, but sometimes their 
length can be up to 3000 m. Their width typically reaches 
10–20 m and their depth 5–10 m. From 1929 to 2015, 
the annual increment of the ravine system at the Rabochi 
settlement on the outskirts of Petropavlovsk City in the 
northern part of the ERB was up to 132 m. Its length meas-
ured 3440 m, its width 15–20 m, and its depth 5–15 m. In 
the ERB valley, there are numerous river ravines at vari-
ous stages of development, including gullies and beams. 
The gullies usually have insignificant sizes (e.g., length 
10–20 m, depth 0.1–0.3 m and width 0.1–0.5 m) (Pashkov 
2016). The main consequences of soil degradation are fer-
tility depletion and soil organic matter loss of up to 40% 
on rain-fed cropland. The annual cost of soil degradation 
per capita in Kazakhstan is around 1800 USD (Nkonya 
et al. 2016).

Risk of flooding

At a water flow velocity of 0.4–0.9 m/s, a surface washout of 
the soil will take place on light loam; on denser soils (e.g., 
clay), surface flushing can occur at a velocity of 0.7–1.2 m/s. 
Even on small slopes with a decline of 1.0°–1.5°, heavy 
rains or spring snowmelt could cause critical speeds at the 
surface runoff. In cases where the soil covers a thin layer 
of water in the rain, soil may form 20% of the suspension, 
which can move even at low water velocities (0.2 m/s). The 
blockage of the capillary soil by dust particles disrupts fil-
tration, promotes soil compaction, causes the formation 
of a soil crust, favors an increase in surface water runoff, 
and may later provoke other types of soil erosion (Apaz-
hev et al. 2016). During the spring snowmelt in the ERB, 
the water level generally rises by 3–5 m; however, during a 
flood event, river levels might increase up 5–10 m or more 
(Plekhanov 2017). The frequency of floods exceeding the 
10 m mark increased from 4 times during 1936–1965 up to 
9 times during 1985–1994. In 1994, the level of the water 
rise exceeded 11 m, which constituted the maximum height 
over the entire period of observation (Lezin 1999).

GDP and poverty

The gross domestic product (GDP) per capita in Northern 
Kazakhstan in 2012 was 101,263 Tenge or 679 USD (Smailov 
2013). Soil degradation can obstruct efforts toward poverty 
reduction and stable economic development, especially 
since the agricultural sector is a major employment provider 
in Northern Kazakhstan (Mirzabaev 2013; Nkonya et al. 
2016). Soil erosion affects physical, chemical and biological 
processes in soil that later causes reductions in crop yields 
(FAO 2015). A recent report by the Global Assessment of 
Land Degradation concluded that the main reason for losses in 
agricultural productivity is land degradation (Mirzabaev et al. 
2018). Soil degradation issues are not confined to the ERB 
region, however. To counteract land degradation in Africa, 
for instance, soil conservation measures were applied. At the 
initial stage, these measures led to a decrease in the farmers’ 
profitability; however, within a decade, the farmers who used 
soil conservation methods saw greater income growth than 
farmers who used conventional land cultivation (Kruseman 
and Bade 1998; Pagiola 1996). About 27% losses in the agri-
cultural sector were caused by land degradation during the 
2009–2010 growing season. This had a negative impact on 
poverty reduction in Central Asia. In response, 25% of the 
poorest households applied more suitable land management 
than did the middle-class and wealthier households, the latter 
two which subsequently, due to escalating land degradation, 
lost profits of 30% and 34%, respectively (Mirzabaev 2018).

For a spatial assessment of incomes of the population 
in Agriculture sector within the ERB, the data on Gross 
Regional Product (GRP) for North-Kazakh, Kostanay, 
Akmola and Karaganda regions for 2017 were used from 
the Web site of the Ministry of National Economy of the 
Republic of Kazakhstan, Committee on Statistics. Since 
GDP data are available only for the republic as a whole, we 
used the GRP for mentioned regions to estimate the incomes 
of the population by region. The data about a population by 
regions are available from Web site of Committee on Statis-
tics (Table 1). The total GRP for the region was divided by 
the population of the region in order to calculate the GRP 
per capita. The spatial level of GRP is reflected in Fig. 6e. 
According to the Statistics Committee of 2017, the GRP 
per capita in the North Kazakhstan region was—893.6 
USD, in the Kostanay region—444.5 USD, in the Akmola 
region—560.8 USD and in the Karaganda region—204.1 
USD (Fig. 6e).

Strategy and planning of soil conservation

Application of soil‑saving technologies in Agriculture

Kazakhstan now applies a “no-till” policy in over 1.85 
Mln. ha of its agricultural sector. In just five years alone, 
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the application of no-till cultivation grew 100%, from 
600,000 ha in 2007 to 1,300,000 ha in 2012. Currently, 
Kazakhstan applies no-till technology to 7% of its cultivated 
lands, putting the country in ninth place in the world among 
countries applying soil-saving technologies in agriculture. 
This kind of cultivation technology helps to save land cover 
(stubble) and can decrease the dynamics of the soil erosion 
process (Derpsch and Friedrich 2009). Such soil-saving 
technologies should consider regional ecological reha-
bilitation as the main measurement. This usually includes 
conservation agriculture, raising livestock in sheep pens, 
forestation, establishing forbidden areas through monitored 
fencing, transformation of croplands to forest and pastures, 
and mounting of tanks or reservoirs to contribute to the self-
restoration of the environment (Zhang et al. 2015). Field 
experiments conducted across various areas demonstrate that 
no-till cultivation practices can have a positive effect on the 
reduction in soil erosion, decreasing rill generation, soil ero-
sion and stream sedimentation up to five-fold (Didoné et al. 
2017).

Application of rotational grazing

Pastureland requires rotational grazing of animals in order 
to avoid excessive grazing while ensuring the restoration of 
degraded land to viable agricultural land (Mirzabaev et al. 
2016). A field experiment was conducted at the Birlik obser-
vation site in the Zhambyl region of Almaty by the Interna-
tional Center for Agricultural Research which demonstrated 
the possibility of using farming to apply seasonal rotational 
grazing and the ability to restore pastureland. The pooling 
of small flocks into a large mobile flock allowed the animals 
to travel to remote unused pastures to avoid overgrazing of 
the rangeland around villages. Because of the concentration 
of livestock near populated areas, the availability of feed is 
1.5 times less in those places than at a distance of 5–10 km 
from the villages and also 2–2.5 times more inferior than the 
feed on remote land (Mirzabaev et al. 2016).

Soil erosion protection measures

One of the most effective measures for the restoration of 
land vulnerable to soil erosion is the grass planting, in which 
cereal–legumes grass mixtures are usually used. The grasses 
help to strengthen the topsoil cover, owing to the powerful 
root system located close to the soil surface and prevent its 
washing out. Legumes are an excellent source of nitrogen. 

Leguminous grass mixtures are also recommended for use 
in soil-protective crop rotations (Paramonov and Simonenko 
2007; Petelko 2016).

Green space such as shrubs and forest belts, due to 
their ability to withstand soil degradation, are therefore 
highly environmentally stable (Paramonov and Simonenko 
2007). Shrubs can prevent the growth and development 
of ravine because they have the ability to trap sediment 
and organic matter and reduce the effects of precipitation 
on the soil (De Baets 2009). Usually, with the right farm-
ing system, there is no need for agrotechnical methods to 
protect against soil erosion, with local soil erosion, it is 
enough to use plowing across the slope or grass planting. 
Also, to restore and improve soil fertility, the use of ferti-
lizers is necessary. With further aggravation of soil erosion 
processes, agrotechnical and forest reclamation measures 
are being developed (water drainage channels, loosening, 
contouring, shelter belts, etc.) (Klebanovich 2016). To pre-
vent an increase and the formation of ravines, a hydraulic 
network of structures is used, direct water flow followed 
by infiltration into the soil and ensure collection of water 
in the catchment area. In addition, to prevent soil leaching 
in ravines, it is necessary to strengthen the ravine’s bottom 
and slopes. Such activities are very expensive and usu-
ally apply if the above measures are not effective (Lareshin 
2008).

Conclusion and recommendations

A qualitative study on annual soil loss in the Esil River basin 
(ERB) was carried out using the RUSLE model and GIS and 
considering the factors of rainfall, soil, land use/land cover 
and topographic features. The study findings indicate that 
different land use patterns throughout the ERB significantly 
affect soil loss. For instance, natural forest cover had mini-
mal soil losses, while areas featuring intense levels of human 
intervention had high rates of soil erosion [> 5 (t ha−1)]. The 
findings also indicate that landscape with high slope steep-
ness and precipitation can provoke soil erosion processes 
that increase the soil’s susceptibility to degradation. Areas 
with a high ratio of soil loss were the most important in 
terms of taking control measures to combat soil erosion. In 
the ERB study area, soil erosion potential ranged from 0 to 
32 (t y−1) and total soil erosion losses were 565,368.7 (t y−1). 
The extent of soil erosion in the ERB as a whole is not very 
high due to the extreme continental climate, which is simi-
lar to other republics such as Uzbekistan and Turkmenistan 
(Panagos et al. 2017). This study provides a scaled vision of 
soil degradation in the ERB, but for future research, it would 
be useful to take into account prevailing climate change 
trends, including their effect on future precipitation and soil 
erosion processes in the study area.

Fig. 6  Maps of the vegetation indices and RGP: a Normalized Dif-
ference Vegetation Index, b Soil Adjusted Vegetation Index, c Opti-
mized Soil Adjusted Vegetation Index, d Modernized Soil Adjusted 
Vegetation Index, e Allocation of Regional Gross Product per capita 
within ERB and regions

◂
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Recommendations:

• The potential soil erosion map will help to define plots 
that are most vulnerable to soil erosion.

• The scaled vision of soil erosion will allow for the for-
mation of science-based recommendations for soil con-
servation and will help to develop measures based on 
advanced international experience (multiple-cropping, 
strip cropping, mulching, terracing, contour plowing and 
other ways of soil conservation).

• Local executive bodies and authorities should implement 
soil conservation recommendations in situ and according 
to legislation.

• To prevent soil erosion processes on slopes, conservation 
measures such as increased forestation and shrub plant-
ing should be considered.

• The application of GIS and RS technologies allows 
for soil erosion assessments to be conducted. In future 
research, it would be helpful to focus on particular plots 
which are more prone to soil erosion by applying data in 
higher resolution.
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The most innovative hydraulic research flows from the needs 
of applications in diverse, very often complex settings. The 
aim of this preface is to provide a brief overview on mass 
transport in complex natural flows, highlighting relevant 
but often neglected considerations, advances presented in 
the articles of this Special Issue, and ways forward. Under-
standing and prediction of how dissolved nutrients and other 
solutes, suspended sediment and other particulate matter, 
and thermal pollution are propagated and mixed in natural 
channels are important for designing effective management 
and mitigation strategies concerning these scalars.

Complexity stressed in the title of this Special Issue is in 
fact a philosophical notion, typically not sufficiently well 
defined. Complex or complexity is a keyword very often 
used in environmental hydraulics, in most cases intuitively, 
sometimes as synonyms of the adjective complicated. At 
the same time, complexity has strong scientific connotation 
and is treated almost as a separate research domain. In con-
trast to many other scientific disciplines, in environmental 
hydraulics, it is not well established when the subject of our 
investigation can be described as complex.

In principle scientists face the double, incredibly intri-
cate problem of unraveling the cause and effect relationships 
between various phenomena and processes on one hand, and 
developing mathematical descriptions of the extraordinar-
ily complicated reality on the other (Rowiński and Dębski 
2011). Quoting (Heylighen et al. 2007), complexity science 
emerged in the 1980s, having the following roots:

• “nonlinear dynamics and statistical mechanics—two off-
shoots from Newtonian mechanics—which noted that the 
modeling of more complex systems required new math-
ematical tools that can deal with randomness and chaos;

• computer science, which allowed the simulation of sys-
tems too large or too complex to be modeled mathemati-
cally;

• biological evolution, which explains the appearances of 
complex forms through the intrinsically unpredictable 
mechanism of blind variation and natural selection;

• the application of these methods to describe social sys-
tems in the broad sense, such as stock markets, the Inter-
net or insect societies, where there is no predefined order, 
although there are emergent structures.”

According to Standish (2008), the term complexity has 
two distinct usages, which may be categorized as either a 
quality or a quantity. It is often stated that complex systems 
are a particular class of systems that are difficult to study 
using traditional analytical techniques. Standish (2008) men-
tions that biological organisms and ecosystems are complex, 
yet systems like a pendulum or a lever are simple. Complex-
ity as a quality is therefore what makes the systems com-
plex. Complexity maybe also treated as a quantity—with 
“statements like a human being being more complex than a 
nematode worm, for example.”

Let us pay the attention of the Reader to a popular book of 
Johnson (2001) that explains complexity through the notion 
of emergence. From his fascinating story, one may read that 
complexity is generally used to characterize something with 
many parts that interact with each other in multiple ways, 
culminating in a higher order of emergence than the sum 
of its parts. In this context, emergence refers to the abil-
ity of low-level components of a system or community to 
self-organize into a higher-level system of sophistication. In 
other words, emergence occurs when an entity is observed 
to have properties, its parts do not have on their own. Quot-
ing the description of the series of Understanding Complex 
Systems (Springer): “Such systems are complex in both their 
composition—typically many different kinds of components 

 * Monika B. Kalinowska 
 Monika.Kalinowska@igf.edu.pl

 Kaisa Västilä 
 kaisa.vastila@aalto.fi

 Paweł M. Rowiński 
 p.rowinski@igf.edu.pl

1 Institute of Geophysics Polish Academy of Sciences, 
Warsaw, Poland

2 Department of Built Environment, Aalto University School 
of Engineering, Espoo, Finland

http://orcid.org/0000-0002-6376-2235
http://orcid.org/0000-0002-6034-760X
https://orcid.org/0000-0001-7774-8592
http://crossmark.crossref.org/dialog/?doi=10.1007/s11600-019-00308-z&domain=pdf


940 Acta Geophysica (2019) 67:939–942

1 3

interacting simultaneously and nonlinearly with each other 
and their environments on multiple levels—and in the rich 
diversity of behavior of which they are capable.”

Whichever definition we consider, the papers presented 
in this Special Issue fall under the category of describing 
complex systems, i.e., complex open channel transport pro-
cesses in the present context. The transport of constituents 
by advection, dispersion, and other processes in streams, 
rivers, and other channels is dependent on hydrological and 
hydrodynamic characteristics of the channel which in turn 
depend on the geometry and morphometry of the reach. 
Complexity in the physical settings may be related, e.g., 
to cross-sectional geometries and associated flow distribu-
tions that cannot be easily reduced into single characteristic 
scales, composite roughness, and multiple physical scales 
that interact with each other. One of the most important fac-
tors causing complexity in these categories is vegetation 
(e.g., Rowiński et al. 2018). The contributions in this issue 
address different aspects of solute transport in complex natu-
ral flows, bridging fundamental research to practical chal-
lenges in watercourses. The articles are based on selected 
talks presented during Special Session FM.2 entitled “Heat 
and mass transport under complex natural conditions” at the 
5th IAHR Europe Congress that took place on 13–15 June, 
2018, in Trento, Italy.

Mass transport processes of solutes can be experimentally 
investigated based on tests performed with soluble tracers. 
The most common mathematical descriptions of the pro-
cesses are the one-dimensional advection–dispersion model, 
and the transient storage model that allows for the recon-
struction of the abrupt leading edges and the long upper 
tails in the distributions of solute concentrations in flows 
including vegetation or other transient storage zones (e.g., 
Rowiński et al. 2008). The associated equations are typi-
cally solved using various numerical methods, which forms 
a distinct source of uncertainty for the parameter estima-
tion, e.g., through numerical diffusion and dispersion (e.g., 
Kalinowska & Rowiński 2007). In this issue, Silavwe et al. 
(2019) address the reliable estimation of the parameters of 
the advection–dispersion model by comparing the perfor-
mance of selected numerical schemes under different trans-
port regimes. Wallis & Manson (2019) describe the sensitiv-
ity of the transient storage model parameters on the spatial 
and temporal resolution of the numerical solution.

In cases when tracer tests are not available, the reliable 
estimation of the parameters becomes extremely difficult and 
can be a source of large uncertainty. Dispersion coefficients 
are usually related to known hydraulic parameters, such as 
average depth, width and velocity, shear velocity, and chan-
nel sinuosity. The derived formulae are of rather limited 
universality, and thus, more attention should be placed on 
documenting their ranges of applicability and the methods 
used in identifying the parameters. Determining some of 

the basic hydraulic variables in complex natural situations 
constitutes a problem per se (e.g., Mrokowska and Rowiński 
2017).

The complexity increases when moving from 1D to 2D 
or 3D approaches. For the case of depth-averaged 2D mass 
transport associated with incomplete lateral mixing, the dis-
persion tensor represents an additional significant transport 
mechanism, which is not a physical process, but a conse-
quence of depth-averaging of the equation (Kalinowska & 
Rowiński 2012). It deserves to be stressed that the longi-
tudinal dispersion coefficient of the 2D equation is not the 
same as that of the 1D equation. Despite this, 1D dispersion 
coefficients are often adopted to 2D models, unconsciously 
of the difference or since values for the 2D approach are not 
available. In the context of complex open channel flows, 
further work on parameterizing 2D transport processes is 
warranted.

Mass transport is particularly complicated to describe in 
vegetated flows since vegetation is known to control the flow 
and mixing at multiple scales ranging from the leaf to plant, 
plant stand, patch, patch mosaic, and reach scales (e.g., Mar-
ion et al. 2014). Vegetation causes strong mixing between 
the vegetated and non-vegetated regions, affects turbulence 
intensity and diffusion and often significantly alters the 
channel geometry (e.g., Curran & Hession 2013). Despite 
the fact that the rate of mass transport may notably deviate 
from the rate of momentum transport in vegetated settings 
(Ghisalberti & Nepf 2005), experiments on the influence 
of vegetation on dispersion coefficients and parameters of 
the transient storage model are limited. In this issue, Son-
nenwald (2019) proposes a model to predict the longitudinal 
dispersion coefficient in vegetated regions based on stem 
spacing. Such models based on easily measurable, physically 
based variables are useful tools for the practitioners.

A reliable estimation of the mean and turbulent flow dis-
tribution is a prerequisite for mass transport predictions, but 
significant uncertainty is still present in modeling vegeta-
tion hydrodynamics. Herein, the suitable parameterization of 
the vegetative drag and flow resistance is a key factor (e.g., 
Västilä & Järvelä 2018). In their contribution, D’Ippolito 
et al. (2019) present an extensive dataset to investigate how 
the vegetative drag coefficient of rigid cylinders depends on 
their solid volume fraction and on flow forcing. The stud-
ies with simple plant morphology form the basis for devis-
ing investigations on flexible natural plants having multiple 
length scales and more complicated structures.

Because of its distinct hydrodynamic behavior, natural 
vegetation commonly exhibits higher complexity than sim-
plified rigid surrogates. This is foremost associated with the 
strong dependency of the flow-vegetation interactions on the 
hydrodynamic forcing mainly through the flexibility-induced 
reconfiguration (e.g., Vogel 1994). Mechanisms such as 
bending of the stems, changes in the posture and orientation 
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of the leaves and branches, and dynamic motions at differ-
ent scales are typically observed for natural vegetation. For 
instance, the periodical waving of flexible plant stands sig-
nificantly alters the turbulent momentum transfer between 
submerged aquatic vegetation and the overflow (e.g., Ghisal-
berti & Nepf 2006) and has been recently reported to occur 
at the lateral interfaces between unvegetated regions and 
foliated shrub-like vegetation (Caroppi et al. 2019). In this 
issue, Termini (2019) investigates turbulent mixing and dis-
persion mechanisms in flows with submerged natural herba-
ceous vegetation. In a highly complex setting, Przyborowski 
et al. (2019) explore how highly flexible plant patches of 
naturally occurring structure influence the turbulent flow 
structure in a river with movable bed. Verification of results 
from controlled laboratory environments in the yet more 
complex natural settings is required to enable up-scaling the 
findings for solving real-life engineering challenges.

The six papers of this issue advance our understanding, 
but reaching a wide-ranging impact calls for researchers 
to increasingly engage in science-based advising of the 
engineering and management of our streams and rivers. A 
vast challenge lies in developing robust, straightforward-
to-use tools with reasonable accuracy and acceptable level 
of uncertainty to allow application to practical engineer-
ing. This requires new experimental data from carefully 
designed, executed and reported experiments, including a 
description of how they represent the complex physical real-
ity. Based on the data, modeling can be further developed for 
different scales and purposes. Finally, coupling understand-
ing of mass transport to the physical, chemical, and biologi-
cal processes of the investigated scalar may aid in tackling 
water quality issues ranging from the management of riv-
erine nutrient loads through specific nature-based channel 
designs (e.g., Västilä et al. 2016; Rowiński et al. 2018) to 
the prediction of the spreading of industrial pollutants, such 
as heat (e.g., Kalinowska 2019).
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Abstract
Predicting how pollutants disperse in vegetation is necessary to protect natural watercourses. This can be done using the 
one-dimensional advection dispersion equation, which requires estimates of longitudinal dispersion coefficients in vegetation. 
Dye tracing was used to obtain longitudinal dispersion coefficients in emergent artificial vegetation of different densities 
and stem diameters. Based on these results, a simple non-dimensional model, depending on velocity and stem spacing, was 
developed to predict the longitudinal dispersion coefficient in uniform emergent vegetation at low densities (solid volume 
fractions < 0.1). Predictions of the longitudinal dispersion coefficient from this simple model were compared with predic-
tions from a more complex expression for a range of experimental data, including real vegetation. The simple model was 
found to predict correct order of magnitude dispersion coefficients and to perform as well as the more complex expression. 
The simple model requires fewer parameters and provides a robust engineering approximation.

Keywords Stem spacing · Longitudinal dispersion · Solute transport · 1D modelling · Vegetated flows · Cylinder arrays

Introduction

The fate of pollutants in stormwater is of interest to protect 
natural watercourses. To predict how pollutants will disperse 
in these systems, one-dimensional (1D) modelling based on 
the advection–dispersion equation (ADE) is commonly used 
(DHI 2009). The 1D ADE is typically given as:

where C is cross-sectional mean concentration, t is time, U 
is mean longitudinal velocity, x is the longitudinal coordi-
nate, and Dx is the longitudinal dispersion coefficient (Fis-
cher et al. 1979). U and Dx are required to use the equation 
predictively.

Natural watercourses often contain vegetation (O’Hare 
2015). Furthermore, prior to entering natural watercourses, 
stormwater is often treated within vegetated sustainable 
drainage systems (SuDS) to reduce the quantity of pollutants 

in surface runoff (Woods-Ballard et al. 2015). Applying the 
1D ADE to predict pollutant transport therefore requires 
estimates of longitudinal dispersion coefficient (Dx) within 
vegetation. While velocities can be estimated from simple 
hydraulics or numerical models, reliable estimation of the 
longitudinal dispersion coefficient based on vegetation char-
acteristics is often problematic (Sonnenwald et al. 2017). 
This paper investigates the prediction of the longitudinal 
dispersion coefficient in uniform emergent vegetation at low 
densities. It presents results from new laboratory measure-
ments of longitudinal dispersion and compares new and 
existing predictors of longitudinal dispersion coefficient to 
measured values.

Predicting Dx in vegetation

Vegetation can be characterised by stem diameter d, solid 
volume fraction ϕ, frontal facing area a (the vegetation area 
perpendicular to the direction of flow per unit volume), 
and mean stem edge-to-edge spacing s. Assuming vegeta-
tion may be represented as an array of vertical cylinders, 
these parameters are related by ϕ = adπ4−1. Tanino and Nepf 
(2008) provided:

(1)
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to estimate s based on stem diameter and solid volume frac-
tion for a random array of cylinders. As there are multiple 
stem spacing values for a given vegetation configuration, 
stem spacing may also be characterised by s50, the median 
stem spacing. While s ≈ s50 when vegetation stem spacing is 
uniformly or normally distributed, this is not the case when 
the distribution of stem spacing is asymmetric (e.g. many 
small stems but few large ones).

Tanino (2012), in a review of mixing in vegetation, sug-
gested that there are primarily three mixing mechanisms 
contributing to longitudinal dispersion within emergent 
vegetation: turbulent diffusion; secondary wake dispersion; 
and vortex trapping. Turbulent diffusion within vegetation 
is the result of instantaneous velocity fluctuations caused 
by eddies generated by stems. Secondary wake dispersion 
is caused by velocity-field heterogeneity resulting in differ-
ent travel times for particles (differential advection). Vortex 
trapping is caused by the temporary entrainment of particles 
in vortices behind stems.

Of these three processes, only secondary wake disper-
sion contributes significantly to longitudinal dispersion at 
low densities (ϕ < 0.1). Turbulent diffusion is the primary 
transverse mixing mechanism at low densities (Tanino and 
Nepf 2008). However, as total transverse dispersion is typi-
cally an order of magnitude lower than total longitudinal 
dispersion (Sonnenwald et al. 2017), it does not make a sig-
nificant contribution to longitudinal dispersion. Similarly, 
dispersion due to vortex trapping is typically much lower 
than secondary wake dispersion at low densities (White and 
Nepf 2003). Therefore, secondary wake dispersion should 
provide a reasonable approximation of total longitudinal dis-
persion within vegetation at low densities.

White and Nepf (2003) explained that secondary wake 
dispersion is the sum of two processes: a wake contribution 
and a gap contribution. The former is caused by reductions 
in velocity behind stems and the latter caused by increases in 
velocity between stems. For low densities, the gap contribu-
tion is much lower than the wake contribution, and hence, 
White and Nepf (2003) suggested that longitudinal disper-
sion in vegetation may be estimated utilising:

where σu*2 is the variance of the longitudinal velocity 
field normalised by mean longitudinal velocity squared, 
s* = (s + d)d−1, and Sct is the turbulent Schmidt number. The 
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variance term represents the level of velocity perturbation 
caused by stems throughout the velocity field. These param-
eters can be non-trivial to estimate for a specific vegetation, 
and so Lightbody and Nepf (2006) combined several param-
eter estimates and presented:

where CD is the drag coefficient.
Calculating CD in vegetation depends either on having 

very precise measurements of the energy gradient or on hav-
ing a direct force sensor (Tinoco and Cowen 2013). Both 
methods are difficult to apply in practice, and as such, it is 
often preferable to use an estimate of CD, e.g. CD = 1. CD 
may also be estimated based on the Ergun (1952) expression 
for pressure drop in a packed column as:

where Red = Udν−1 is stem Reynolds number and ν is kin-
ematic viscosity (Sonnenwald et al. 2018b).

Comparison of Eq. (4) to experimental data suggested 
that it provides correct order of magnitude predictions of 
the longitudinal dispersion coefficient in vegetation when 
using values of CD estimated with Eq. (5) (Sonnenwald et al. 
2018a). However, Eq. (4) depends on several simplifying 
assumptions for values of σu*2 and Sct and is insensitive to 
CD. A simplified model has previously been developed by 
Nepf (2012) for predicting the transverse dispersion coef-
ficient in emergent vegetation based on velocity and stem 
diameter. This paper aims to explore whether a similar 
approach could be adopted for predicting the longitudinal 
dispersion coefficient in emergent vegetation.

Previous studies

Several previous experimental studies have investigated the 
longitudinal dispersion coefficient in emergent vegetation at 
low density; these studies are summarised in Table 1. The 
majority of these studies investigated dispersion in real veg-
etation. As the natural variability of real vegetation does not 
lend itself to generalisation, additional experiments inves-
tigating longitudinal dispersion in artificial emergent veg-
etation have been carried out by the authors, as described 
below.

Methodology

A 15-m long, 300-mm-wide recirculating Armfield flume 
was fitted with uniform artificial emergent vegetation, and 
dye tracing was conducted. Uniform flow was established 
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at velocities of 7–122 mm s−1 by adjusting flume slope and 
tailgate, and confirmed using point gauges along the length 
of the flume. Flow depth was set at 150 mm. A diffuser plate 
was placed directly after the inlet to straighten the flow.

Three cylinder array configurations representing vegeta-
tion were examined. These were a regular periodic con-
figuration, a pseudo-random configuration, and a random 
configuration. The artificial vegetation was constructed by 
inserting 4-mm-diameter drinking straws or 8-mm-diameter 
plastic dowels into plastic base plates laid into the bottom 
of the flume. Two types of base plates were constructed: 
one with a regular periodic pattern and one with a random 
pattern. The regular pattern base plate was drilled such that 
if every hole were filled with drinking straws, the solid vol-
ume fraction would be 0.02. However, stems were placed 
in only 1 out of every 4 holes in a regular pattern, giving 
ϕ = 0.005. This allowed for the same number of stems to be 
repositioned on the regular plates in a new pattern with the 
stem positions chosen at random, giving the pseudo-random 
vegetation pattern. The random pattern for the second base 
plate was chosen so that stems would not touch, but allowed 
for stems to have a machined face (producing a cylinder seg-
ment) that could be placed against the flume walls. These 
three configurations allow the effects of stem diameter, 
arrangement, and density to be compared. The vegetation 
configurations are illustrated in Fig. 1.

The characteristics of the artificial vegetation are given 
in Table 2. Three different stem spacing measurements are 
provided: a mean value estimated using Eq. (2), the known 
mean value, and the median stem spacing. This illustrates 
how stem spacing measurements can vary depending on con-
figuration. The regular periodic vegetation is an expanded 
data set from the previous Sonnenwald et al. (2016) study, 
and hence, comparisons are not made to that previous study.

Rhodamine WT dye tracing was carried out using four 
mid-channel mid-depth Turner Designs Cyclops 7 fluorome-
ters to record temporal concentration profiles. The four fluo-
rometers formed three 2.5-m test reaches for the 4-mm stems 
and three 3-m test reaches for the 8-mm stems, giving total 
experimental lengths of 7.5 m and 9 m, respectively. The 

Table 1  Previous studies 
investigating longitudinal 
dispersion in uniform emergent 
vegetation

a Estimated using Eq. (2)
b Known, not estimated, value

Description d (mm) ϕ s (mm)a U (mm s−1) References

Mixed real species 1–10 0.002–0.022 7–26 14–38 Huang et al. (2008)
Artificial random 6 0.010–0.055 8–25 29–74 Nepf et al. (1997)
Carex 10–55 0.002–0.059 70–104 99–232 Shucksmith et al. (2010)
Phragmites australis 3 0.002 28–30 171–242 Shucksmith et al. (2010)
Regular periodic 4 0.005 51.9b 7–50 Sonnenwald et al. (2016)
Typha latifolia 10–19 0.013–0.047 29–36 9–29 Sonnenwald et al. (2017)
Artificial random 6 0.010–0.064 7–25 12–97 White and Nepf (2003)

(a)

(b)

(c)

Fig. 1  Vegetation configuration illustrations a regular periodic veg-
etation reach layout with 4-mm stems, the vegetation pattern repeats 
every 0.05 m, b pseudo-random vegetation reach layout with 4-mm 
stems, the vegetation pattern repeats every 2.5 m, and c random veg-
etation reach layout with 8-mm stems, the vegetation pattern repeats 
every 1 m

Table 2  Artificial emergent vegetation characterisation

a Estimated mean stem spacing using Eq. (2)
b Known mean stem spacing
c These data include additional measurements to those presented in 
Sonnenwald et al. (2016)

Description d (mm) ϕ Estimated 
s (mm)a

s (mm)b s50 (mm)

Regular  periodicc 4 0.005 24.9 51.9 51.9
Pseudo-random 4 0.005 24.9 29.4 23.9
Random 8 0.027 18.0 22.7 22.3
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first fluorometer was located 4 m downstream of the inlet 
diffuser plate. The different reach lengths were to accom-
modate the difference in vegetation pattern repetition. The 
4-mm stems covered the full length of the flume. The 8-mm 
stems covered between 3 m and 14 m from the inlet diffuser 
plate, with 1 m before and after the first and last fluorometer.

Three injections were carried out at each velocity, giving 
nine sets of upstream and downstream temporal concentra-
tion profiles recorded at 1 Hz. Manual pulse injections were 
made directly into the inlet pipe of the flume to ensure that 
the flow was well mixed. Regular periodic vegetation was 
investigated at target velocities of 7, 10, 13, 17, 20, 30, 40, 
and 50 mm s−1, pseudo-random vegetation at 7, 10, 13, 17, 
20, 30, 40, 50, 60, 90, and 110 mm s−1, and random vegeta-
tion at 10, 30, 55, 80, 100, and 120 mm s−1. Photographs of 
the experimental setup are shown in Fig. 2.

Determining Dx from experimental results

Values of Dx were found using the following routing solution 
to the 1D ADE,

where C(x1, t) and C(x2, t) are upstream and downstream 
concentration profiles, respectively, t̄ is travel time, and τ is 
an integration variable (Fischer et al. 1979). The MATLAB 
(The MathWorks Inc. 2018) lsqcurvefit function was used to 
minimise the sum of errors squared between the measured 
and a predicted downstream temporal concentration profile 
to produce optimised values of Dx and U.
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Results and discussion

Figure 3 presents mean longitudinal dispersion coefficient as 
a function of velocity, showing the expected linear trend of 
increasing Dx with U for all configurations. The near iden-
tical slope for the pseudo-random and random vegetation 
was not expected as the vegetation arrays are visually quite 
different and have different characteristics, notably different 
stem diameters.

Figure 4 presents non-dimensional longitudinal disper-
sion coefficient (with respect to stem diameter) as a func-
tion of velocity. For velocities greater than approximately 
20 mm s−1, the results confirm the linear dependency on 
U shown in Fig. 3. However, at velocities < 20 mm s−1, the 
dependency is not linear. The lower velocities correspond 
roughly to Red < 100. Nepf (1999) suggested that turbulent 
diffusion could be significantly reduced at low velocities, 
which by definition corresponds with a greatly increased 
longitudinal dispersion, as observed here. Notably in Fig. 4, 

Fig. 2  Photographs of experimental setup, dye is from manual injec-
tion to water surface for illustration purpose a regular periodic, 
showing Armfield flume, b pseudo-random, snapshot of continuous 

injection at U = 7 mm s−1 and c random vegetation, snapshot of pulse 
injection at U = 11 mm s−1

Fig. 3  Optimised longitudinal dispersion coefficient plotted against 
optimised velocity, dashed lines are best-fit linear trend lines with 
RMSE = 5.073 × 10−5, 3.583 × 10−5, and 1.069 × 10−4 for the regular 
periodic, pseudo-random, and random vegetation, respectively, verti-
cal and horizontal error bars indicate 95% CIs
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measurements of Dx from all three vegetation configurations 
do not collapse to a single line, contrary to the relation-
ships suggested by Eqs. (3) and (4), both of which normalise 
by d. This suggests an alternative scale should be used for 
normalisation.

Figure 5 shows Dx(Us50)−1, the non-dimensional longi-
tudinal dispersion coefficient normalised by median stem 
spacing, plotted with respect to the stem Reynolds number. 
Stem spacing is used here given that it changes between the 
regular periodic and pseudo-random vegetation. The ran-
dom vegetation has slightly higher values of Dx(Us50)−1 than 
the regular and pseudo-random vegetation, which behave 
very similarly. Although there is a significant variation in 
Dx(Us50)−1 at Red < 100, all three types of vegetation have 
similarly consistent values of Dx(Us50)−1 at Red ≳ 100. This 
demonstrates, for the first time, the practicality of normalis-
ing longitudinal dispersion coefficient in vegetation by stem 
spacing. The regular and pseudo-random vegetation have 

similar non-dimensional dispersion coefficient values at all 
Red, including Red < 100, as would be expected for two types 
of vegetation with the same d and ϕ.

From the results in Fig. 5, a non-dimensional model for 
longitudinal dispersion based on stem spacing is proposed:

where 0.60 is the mean value of Dx(Us50)−1 at Red > 100. 
Equation (7) is shown as the dashed line in Fig. 5. While 
Eq. (7) is empirical, it is similar to Eq. (4) by analogy, con-
taining s50 instead of s*, and reflecting velocity-field hetero-
geneity through U and s50 combined.

(7)D
x
= 0.60Us50

Fig. 4  Non-dimensional longitudinal dispersion coefficient with 
respect to stem diameter, Dx(Ud)−1, plotted against velocity, vertical 
and horizontal error bars indicate 95% CIs

Fig. 5  Non-dimensional longitudinal dispersion coefficient with 
respect to stem spacing, Dx(Us50)−1 plotted against stem Reynolds 
number, the dashed line is Eq. (7), vertical and horizontal error bars 
indicate 95% CIs

(a)

(b)

Fig. 6  Predicted Dx for Red > 100 using a Eq. (7) and b Eqs. (4) and 
(5) compared to measured Dx, line is line of equality
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Figure 6a shows predictions of Dx made using Eq. (7) 
compared to measured values of Dx from the present study as 
well as from other the experimental studies listed in Table 1. 
Mean s, estimated from d and ϕ, was used instead of s50 for 
the other studies as s50 was not available. As expected from 
Fig. 5, Dx is accurately predicted for the regular periodic, 
pseudo-random, and random vegetation configurations. The 
data from White and Nepf (2003) and Nepf et al. (1997), 
collected from cylinder arrays, are reasonably predicted. 
Notably, the Shucksmith et  al.  (2010) and Sonnenwald 
et al. (2017) real vegetation are also predicted well.

Figure 6b shows predictions of Dx made using Eqs. (4) 
and (5) compared to measured values of Dx. Equations (4) 
and (5) offer a better prediction of Dx for data from Nepf 
et al. (1997), White and Nepf (2003), and Sonnenwald et al. 
(2017) than Eq. (7). The vegetation from this study and the 
vegetation of Shucksmith et al. (2010) are less well pre-
dicted. Neither Eq. (7) nor Eqs. (4) and (5) predict the Huang 
et al. (2008) real vegetation well. Predictions with Eqs. (4) 
and (5) are biased towards underestimates of Dx. The scat-
ter of predictions from Eq. (7) may be due to the use of an 
estimated value of s rather than a measured value.

Figure 7 compares RMSE goodness of fit between meas-
ured and predicted Dx made using Eq. (7) and measured 
and predicted Dx made using Eqs. (4) and (5). It shows the 
overall quality of predictions to be very similar. Equation (7) 
predicts the correct order of magnitude dispersion coefficient 
and is a suitable engineering approximation at ϕ < 0.1. It 
predicts dispersion coefficient in real vegetation as well or 
better than Eqs. (4) and (5) in three out of four cases, despite 
the inherent variability of real vegetation.

Normalisation by median stem spacing, rather than stem 
diameter, appears to be a useful method of incorporating 
spatial heterogeneity into non-dimensional longitudinal 
dispersion coefficient, as it is successful in distinguishing 
between vegetation arrangements. However, it is worth not-
ing that s50, like d, is still a single length-scale characterisa-
tion. Most current theory is based on one such characterisa-
tion, while in reality multiple length scales are common, as 
described in Sonnenwald et al. (2017).

Future work should investigate the suitability of Eq. (7) at 
higher solid volume fractions and for more types of vegeta-
tion. Additional work is also needed to investigate how veg-
etation is described when calculating dispersion coefficient 
in complex vegetation arrangements, e.g. with varying stem 
diameter or stem spacing distributions.

Conclusions

Longitudinal dispersion coefficient (Dx) values obtained 
from dye tracing in artificial emergent vegetation fitted 
the expected trend of a linear increase with velocity, but 
could not be normalised using stem diameter. Stem spac-
ing is suggested here for the first time as the appropriate 
length-scale normalisation for Dx in vegetation. From this, 
Dx in vegetation can be modelled by a new simple expres-
sion dependent on median stem edge-to-edge spacing. This 
new model showed reasonable performance when applied to 
other experimental data, including real vegetation. Although 
a more complex expression from the literature predicts Dx 
in vegetation equally well, it has multiple implicit assump-
tions. The new expression presented here gives robust cor-
rect order of magnitude estimates of longitudinal dispersion 
coefficient in vegetation suitable for engineering purposes.
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Abstract
The transient storage model is a popular tool for modelling solute transport along rivers. Its use requires values for the 
velocity and shear flow dispersion coefficient in the main channel of the river together with two exchange rates between 
the main channel and transient storage zones, which surround the main channel. Currently, there is insufficient knowledge 
to enable these parameters to be predicted from the type of hydraulic variables that may typically be available. Hence, 
recourse is made to tracer experiments, which provide temporal solute concentration profiles that can be used to estimate 
the parameters by optimizing model output to observations. The paper explores the sensitivity of such parameters to the 
spatial and temporal resolutions used in the optimization of the model. Data from 25 tracer experiments covering a river flow 
rate range of 300–2250 L/s in a single reach of the river Brock in north-west England were used. The shear flow dispersion 
coefficient was found to be the most sensitive parameter; the velocity was found to be the least sensitive parameter. When 
averaged over all the experiments, mean percentage differences in parameter values between a coarse resolution case and a 
fine resolution case were of the order of 2% for the velocity, 70% for the shear flow dispersion coefficient and 30% and 20% 
for the two exchange rates. Since the shear flow dispersion coefficient was found to be small, both in numerical terms and in 
comparison with an estimate of the total dispersion in the reach, it is suggested that it may be viable to omit the shear flow 
dispersion term from the model.

Keywords Solute transport · Rivers · Transient storage model · Model resolution · Parameter optimization

Introduction

Probably the most reliable method of quantifying transport 
and mixing mechanisms in rivers is to undertake an in situ 
tracer experiment. Most often this entails the instantaneous 
release of a tracer followed by the measurement of tempo-
ral solute concentration profiles at one or more locations 
downstream of the release point. Assuming that the profiles 
are of good quality, i.e. the entire profile is captured at a suf-
ficiently high temporal resolution, several methods are avail-
able for analysing the data in order to estimate parameters 
such as the cross-sectional average longitudinal velocity and 

the longitudinal dispersion coefficient. These methods range 
from the very simple (e.g. analysing just the evolution of the 
peak of the profile) to the more complex (e.g. optimizing the 
output of a mathematical model of the physical transport 
processes to all or part of the completely observed profile). 
Generally, there is a trade-off between a quick, easy analysis 
of the data and a slower, more sophisticated analysis. It is 
generally believed that the extra time and effort devoted to 
the latter is worthwhile because a more encompassing use 
of the data is more likely to yield reliable information than a 
simple one. Hence, the majority of studies undertaken since 
the turn of the century (e.g. Gooseff et al. 2003b; Marion 
et al. 2008; Briggs et al. 2009; Liao and Cirpka 2011) have 
focused on estimating transport and mixing parameters by 
optimizing one or more variants of the transient storage 
model (TSM). However, except for a few studies concern-
ing parameter identifiability and uncertainty (e.g. Wagner 
and Harvey 1997; Wagener et al. 2002; Worman and Wach-
niew 2007; Kelleher et al. 2013; Zaramella et al. 2016), the 
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reliability of the information so obtained is rarely assessed, 
yet alone considered.

In this paper, we consider one issue that has the poten-
tial to introduce significant errors into the results obtained 
when optimizing the TSM. The model consists of a pair of 
differential equations describing the transport of a conserva-
tive solute and contains four parameters that quantify the 
physical processes of: advection and shear flow dispersion 
in the main channel of the river; and two-way exchange of 
solute between the main channel and storage zones, which 
are located at the banks of, and in the bed of, the main chan-
nel. Application of the model entails two components: the 
numerical solution of the differential equations and the opti-
mization of the model output to tracer data, thus obtaining 
estimates of the four parameters. This pair of operations 
is repeated many times until the parameter optimization 
converges.

There are several sources of error in this procedure among 
which three are particularly notable: those stemming from 
the numerical solution of the model equations; those stem-
ming from convergence issues in the optimization; and those 
stemming from imperfections in the tracer data. This paper 
considers the first of these and focuses on the impact of 
spatial and temporal resolution issues in the numerical solu-
tion of the model equations. The paper extends some earlier 
work on this issue (Wallis et al. 2013; Wallis and Manson 
2018). The aims of the work are to demonstrate that opti-
mized parameter values are dependent on model resolution 
and to quantify the potential magnitude of resultant errors 
in the parameter estimates.

Methodology

Modelling

The TSM consists of the following two equations which 
describe the transport of a conservative solute along a river 
that consists of a main channel that is surrounded by stor-
age zones:

Here, c is the cross-sectional average solute concentra-
tion, s is the solute concentration in the storage zones, UTS 
is the cross-sectional average flow velocity in the main chan-
nel, DTS is the shear flow dispersion coefficient in the main 
channel, k1 and k2 are exchange rates between the main chan-
nel and the storage zones (k2 = (A/As)k1 where A and As are 

(1)

�c(x, t)

�t
+ UTS

�c(x, t)

�x
= DTS

�
2c(x, t)

�x2
+ k1(s(x, t) − c(x, t))

(2)
�s(x, t)

�t
= − k2(s(x, t) − c(x, t))

the cross-sectional areas of the main channel and storage 
zones, respectively), x is the longitudinal co-ordinate direc-
tion, and t is time. Equation (1) represents solute transport 
in the main river channel, including advection, shear flow 
dispersion and the effect of transient storage, whilst Eq. (2) 
represents a dynamic mass balance of solute in the storage 
zones. In these equations, a first-order exchange mechanism 
is used to describe the transport of solute between the main 
channel and the storage zones (and back again). The origins 
of the model can be traced back to the 1960s (e.g. Thackston 
and Krenkel 1967), but the model didn’t became popular 
until the 1980s and 1990s (e.g. Bencala and Walters 1983; 
Runkel and Chapra 1993; Wagner and Harvey 1997; Runkel 
1998). More recently, it has become the standard approach, 
either in its original form or in later modified forms, for 
many studies of solute transport in rivers (e.g. Wagener 
et al. 2002; Gooseff et al. 2003a, b; Worman and Wachniew 
2007; Marion et al. 2008; Briggs et al. 2009; Liao and Cir-
pka 2011; Kelleher et al. 2013; Zaramella et al. 2016).

When applied to a river reach, the model simulates the 
temporal solute concentration profile at the downstream 
boundary of the reach using specified values of the four 
(spatially and temporally constant) parameters UTS, DTS, k1 
and k2 and using an upstream boundary condition provided 
by an observed upstream temporal solute concentration pro-
file. A zero dispersive flux downstream boundary condition 
is usually used together with an initial condition of zero 
solute concentration throughout the reach. In this study, the 
numerical solution of the differential equations was achieved 
using a semi-Lagrangian, finite volume scheme. In Eq. 1, 
advection was simulated using the method of character-
istics, which locates the appropriate spatial location from 
which information is used to calculate an unknown solute 
concentration, together with spatial interpolation of a cumu-
lative solute mass function. Dispersion was computed using 
backward implicit finite differences in time and central dif-
ferences in space, whilst transient storage was computed 
using a backward implicit temporal update. Equation 2 was 
also computed using a backward implicit temporal update. 
Further details are provided in Manson et al. (2001) and in 
earlier work cited therein.

Tracer data

The data used in this study were collected in the mid-1980s 
as part of a NERC-funded project undertaken by Lancaster 
University, UK. Data from 25 experiments undertaken in a 
short reach of the river Brock in north-west England were 
used. Each experiment consisted of the release of a known 
mass of Rhodamine WT followed by the measurement of 
temporal tracer concentration profiles at two longitudinal 
sites using microcomputer controlled data acquisition sys-
tems. The tracer was released using a pump-fed, laterally 
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distributed injection system that delivered tracer evenly over 
the width of the river. This was located about 40 channel 
widths upstream of the experimental reach. Consideration of 
likely transverse mixing rates and the analysis in Rutherford 
(1994) suggests that the tracer would have been well mixed 
in the experimental reach for most of the river flow rates 
encountered. The worst cases are the low river flow rates for 
which an initial mixing distance of about 60 channel widths 
would have been required for a centre-line injection. For 
these experiments, this would have been reduced by the lat-
erally distributed injection. Wallis et al. (1987) give further 
details of the data collection system, and Wallis and Manson 
(2018) give details on the recent extraction of the data from 
the original logged files that were archived in the 1980s.

The study reach (length 128 m; mean width 8.5 m; slope 
0.006) consisted of a straight channel containing one major 
pool-riffle structure and with bed material of medium cob-
bles (Wallis et al. 1989). River flow rates, which were in the 
range of 300–2200 L/s, were evaluated from the tracer data 
using dilution gauging. They agreed closely with observa-
tions from a nearby water authority operated flow gauging 
weir (Wallis et al. 1987). Data were recorded at a fixed sam-
pling interval of 15 s. Consequently, the tracer profiles were 
described by between 50 and 150 data points with the lowest 
resolution occurring at the upstream site at the highest flow 
rate and the highest resolution occurring at the downstream 
site at the lowest flow rate.

Prior to use the upstream data of each experiment was 
scaled (by the ratio of upstream to downstream concentra-
tion profile areas) to remove any effect from lateral inflow, 
non-conservative behaviour of tracer or calibration errors. 
Generally, this was not a major issue with the mean down-
stream to upstream concentration profile area ratio being 
0.985 (± 0.052). This also suggests that, in general, the tracer 
was well mixed in all the experiments.

Optimization

For each experiment, the four model parameters (UTS, DTS, 
k1 and k2) were estimated by optimizing the fit of the tempo-
ral solute concentration profile simulated by the TSM to that 
observed at the downstream end of the reach. The observed 
upstream temporal solute concentration from the same 
experiment provided the upstream boundary condition. Opti-
mization was achieved by minimizing the sum of squared 
residuals using a modified Levenberg–Marquardt algorithm 
(Press et al. 1992) as summarized in Manson et al. (2016). 
This follows common practice, but the possibility that other 
objective function formulations may have an impact on opti-
mized parameter values is worthy of consideration.

The influence of model resolution was investigated by 
undertaking the optimization for the following cases: space 
steps of 0.64, 1.28, 2.56 and 5.12 m all with a time step of 

15 s; time steps of 7.5, 15 and 30 s all with a space step of 
1.28 m. The choice of space steps was based on an arbitrary 
decision to initially divide the reach into 100 space steps, 
followed by obvious lower and higher resolutions. As noted 
below, the spatial resolution of the reach is rather less impor-
tant than the spatial resolution of the solute cloud being 
modelled. Fewer time step cases then space step cases were 
considered because whilst it is easy to change the space step, 
changes to the time step require changes to the upstream 
boundary condition. An increase in time step is relatively 
easy to accommodate because data can be omitted from the 
observed solute concentration profile (assuming this leaves 
sufficient data to adequately represent the shape of the origi-
nal profile), but a reduction in time step requires data to be 
interpolated between observed values. This is difficult to 
do reliably, particularly in regions of high curvature such 
as around the peak and around the initial rise of the profile 
above the background signal. Hence, only two cases, one 
either side of the original time step of 15 s, were used: every 
other data point was removed to achieve a time step of 30 s; 
linear interpolation was employed to generate the data at a 
time step of 7.5 s.

It is important to emphasize that the magnitudes of the 
space and time steps control the magnitude of the numeri-
cal errors introduced into the solution of the model equa-
tions. Also, they control the resolution at which the event is 
modelled, but not in terms of the physical size of the river 
or the period of time over which solute concentrations are 
observed. Instead, the extent and duration of the solute cloud 
being modelled are the key scales against which the space 
and time steps need to be compared in order to quantify the 
spatial and temporal resolutions at which the event is mod-
elled. Hence, as described in Wallis and Manson (2018), 
the spatial and temporal resolutions of a solute cloud, 
respectively, were evaluated by dividing its spatial extent 
by the space step, and by dividing its temporal duration at 
the upstream end of the reach by the time step. The spatial 
extent of a solute cloud was evaluated as the product of its 
temporal duration and its centroid velocity, with the former 
being evaluated as the time difference between the start and 
end of the cloud’s upstream temporal concentration profile. 
The start and end of a profile were defined as the times at 
which the concentration was 10% of the peak concentration. 
The centroid velocity was evaluated from the first and zeroth 
temporal moments of the profiles.

Results and discussion

A total of 150 optimizations were undertaken of which only 
about 10 failed to produce physically realistic parameter val-
ues. There was no obvious cause of, or pattern to the distri-
bution of, the failures. It is, however, possible that in these 
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cases the initial values used in the optimization were not 
compatible with the search for the global minimum. They 
were treated as outliers and were not included in the analysis 
of the results. Optimized values of all four model parameters 
were found to be sensitive to the space step and time step 
used. Importantly, for each tracer experiment they converged 
towards what might be termed their “true” values as the 

spatial and temporal discretization became more refined. 
The convergence was smooth and showed no evidence of 
interaction between the parameters. The effect of increasing 
the spatial resolution is illustrated in Fig. 1 which shows 
the percentage absolute differences in UTS, DTS, k1, k2 and 
As/A between successive pairs of space steps for all experi-
ments. As/A, evaluated as the ratio of k1 to k2, is an important 

(a) Effect of space step on UTS (b) Effect of space step on DTS

(c) Effect of space step on k1 (d) Effect of space step on k2

(e) Effect of space step on As/A
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Fig. 1  Variation of change in optimized parameter values, caused by halving the space step, with spatial resolution: time step 15 s (each symbol 
represents one tracer experiment; spatial resolution is the ratio of tracer cloud length to space step)
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parameter in transient storage studies because it quantifies 
the physical size of the transient storage zones in relation to 
the physical size of the main channel.

In each panel, the triangles show the percentage abso-
lute difference between the parameter values obtained using 
space steps of 5.12 and 2.56 m, and these are plotted against 
the spatial resolutions corresponding to the 2.56 m space 
step. The circles and open squares show the results presented 
in the same way for successive pairs of reducing space step. 
All these results were generated from optimizations that 
used a time step of 15 s.

It is evident that not only is there a reduction in the per-
centage difference for all the parameters with successive 
pairs of reducing space steps but also there is considerable 
variation in spatial resolution between all the experiments 
even when the space step is fixed. This occurs for several rea-
sons. Most importantly, the fact that the tracer was pumped 
into the river over a period of about a minute meant that the 
tracer cloud was initially (i.e. before it reached the upstream 
observation location) longer in experiments undertaken at 
high river flow rates than in experiments undertaken at lower 
river flow rates. This occurred because of the higher velocity 
of the water in the former cases compared to the latter cases. 
In addition, reach travel time and overall longitudinal disper-
sion (main channel shear flow plus transient storage) rates 
varied with river flow rate, the former decreased, whilst the 
latter increased. In general, however, the spatial resolution 
increased approximately linearly with river flow rate (from 
about 100 to about 200 for the 1.28 m space step case), sug-
gesting that the pumped tracer release system was the domi-
nant issue. Results for all five parameters are summarized in 
Table 1 which shows percentage differences averaged over 
all experiments. Clearly, all five parameters converge with 
reducing space step. DTS and UTS are the most and the least 
sensitive parameters, respectively: k2 is less sensitive than k1.

The effect of increasing the temporal resolution is shown 
in Fig. 2, which is presented in the same way as Fig. 1. The 
space step was 1.28 m in all these cases. Clearly, the trends 
are similar to before: there is a reduction in the percentage 
difference in all parameter values with successive pairs of 
reducing time step. Table 2 shows percentage differences 
averaged over all experiments. Clearly, all five parameters 
converge with reducing time step. As was found with the 
space step, DTS and UTS are the most and the least sensitive 

parameters to the time step, respectively: k2 is less sensitive 
than k1. Again, as before, there were variations in temporal 
resolution between experiments, this time with a reduction 
from about 40 to about 20 for the 15 s time step case. The 
reduction reflects the fact that a solute cloud passes a fixed 
observation location more quickly at higher river flow rates 
than at lower river flow rates. Thus, when using a fixed sam-
pling interval, higher river flow rate events will be observed 
at a poorer temporal resolution than lower river flow rate 
events.

It is noticeable in the figures that the temporal resolutions 
covered by the results are lower than the spatial resolutions 
covered. This is quantified in the last column of Tables 1 and 
2 which show the average resolution for each case. The only 
approximately comparable spatial and temporal resolutions 
are the first row in Table 1 and the second row in Table 2.

Interestingly, the mean percentage differences in four of 
the parameters are also similar, but DTS appears to be more 
sensitive to the space step than to the time step.

The optimized TSM fitted all the observed downstream 
concentration profiles well, with fits improving as model 
resolution increased. For example using a time step of 15 s, 
root mean square errors between observed and modelled 
concentrations were as follows for space steps of 5.12, 2.56, 
1.28 and 0.64 m, respectively: 0.0173, 0.0129, 0.0120 and 
0.0118 μg/L for an experiment with a river flow rate of 469 
L/s; 0.0061, 0.0057, 0.0057 and 0.0057 μg/L for an experi-
ment with a river flow rate of 1460 L/s. Similarly, using 
a space step of 1.28 m, root mean square errors between 
observed and modelled concentrations were as follows for 
time steps of 30, 15 and 7.5 s, respectively: 0.0248, 0.0120 
and 0.0086 μg/L for an experiment with a river flow rate of 
469 L/s; 0.0086, 0.0057 and 0.0044 μg/L for an experiment 
with a river flow rate of 1460 L/s.

A more meaningful assessment of model fit across all 
the experiments was achieved by calculating the normal-
ized root mean square errors between observed and modelled 
concentrations. The normalized root mean square error for 
any particular case was evaluated by dividing the root mean 
square error between observed and modelled concentrations 
by the maximum observed solute concentration. Averaged 
over all experiments (all for a time step of 15 s, as earlier) 
normalized root mean square errors were 0.0113, 0.0095, 
0.0092 and 0.0091 for space steps of 5.12, 2.56, 1.28 and 

Table 1  Mean percentage 
differences in optimized 
parameters between pairs of 
space steps

Space step change 
(m)

UTS DTS k1 k2 As/A Average 
spatial reso-
lution

5.12–2.56 1.96 48.33 8.95 5.14 3.62 75
2.56–1.28 1.20 15.17 2.37 1.38 1.00 150
1.28–0.64 0.64 5.74 0.71 0.40 0.30 300
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(a) Effect of time step on UTS (b) Effect of time step on DTS

(c) Effect of time step on k1 (d) Effect of time step on k2

(e) Effect of time step on As/A 
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Table 2  Mean percentage 
differences in optimized 
parameters between pairs of 
time steps

Time step change 
(s)

UTS DTS k1 k2 As/A Average 
temporal 
resolution

30–15 3.52 27.90 23.05 14.59 7.26 31
15–7.5 1.21 20.84 8.04 5.15 2.74 62
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0.64 m, respectively. Similarly, normalized root mean square 
errors between observed and modelled concentrations aver-
aged over all experiments (all for a space step of 1.28 m, as 
earlier) were 0.0150, 0.0092 and 0.0074 for time steps of 30, 
15 and 7.5 s, respectively.

An indication of the significance of the dependence of 
optimized parameter values on model resolution was gained 
by evaluating the percentage difference between results 
obtained using a space step of 5.12 m with a time step of 
30 s (coarse resolution) and those obtained using a space 
step of 1.28 m with a time step of 7.5 s (fine resolution). 
Means and standard deviations of these differences evaluated 
over all experiments are shown in Table 3.

Although differences in UTS are very small, differences 
in DTS, k1 and k2 are substantial. Figure 3 shows how these 
differences vary between tracer experiments, where they are 
plotted against river flow rate (determined from the tracer 
data using dilution gauging). It appears that differences in 
UTS increase with increasing river flow rate whilst differ-
ences in k1 and k2 decrease with increasing river flow rate. 
There is no clear pattern for DTS and As/A.

Further detail is shown in Fig. 4 where the individual 
optimized parameter values from the coarse and fine opti-
mizations are plotted together, again against river flow rate. 
The two sets of velocities are very close to each other and, in 
comparison to the fine resolution values, there are about the 
same number of overestimates as there are underestimates 
in the coarse resolution values. About 75% of the dispersion 
coefficients are underestimated in the coarse resolution case. 
In contrast about 85% of both exchange rates and the area 
ratio are overestimated in the coarse resolution case. Other 
features of the dispersion coefficient results, in particular, 
worth highlighting are the scatter and the very small values. 
These may reflect that the optimum model fit to the data is 
insensitive to this parameter, however, we have not investi-
gated this.

The real significance of such potential errors lies in the 
use of the parameter values when formulating predictive 
equations for the model parameters for use in river reaches 
where no tracer experiments have been undertaken (e.g. 
Cheong et al. 2007; O’Connor et al. 2010). Clearly, param-
eter values obtained using numerical solutions of the TSM 
which employ poor spatial and temporal resolutions should 
not be used in such exercises. Unfortunately there is little or 

no evidence that such matters have been considered in pre-
vious work because the model resolutions at which param-
eter estimates have been obtained by optimizing the TSM 
to observed temporal concentration profiles are rarely, if at 
all, quoted alongside the published parameter values. For 
example, in a sample of seven published articles concern-
ing the application of the TSM to tracer data (Hart et al. 
1999; Gooseff et al. 2003a; Jin and Ward 2005; Cheong et al. 
2007; Camacho and Gonzalez 2008; O’Connor et al. 2010; 
Kelleher et al. 2013) only one of them clearly stated what 
space step or time step had been used in the modelling, and 
there was no mention of spatial or temporal resolution in any 
of them. Only in 4 of them was the experimental sampling 
interval in the concentration profiles stated. These ranged 
from 10–300 s, with the majority being greater than the 
15 s in the river Brock data. Hence, in view of the results 
presented above, it is likely that some unreliable parameter 
values have been reported in the literature, and therefore 
it is possible that some unreliable values have been used 
in the development of predictive equations for the TSM 
parameters.

The findings described above should provide food for 
thought for workers designing tracer experiments for use 
with parameter optimization of the TSM. In particular, we 
would emphasize the merits of collecting observed solute 
concentrations at the smallest time step possible and recog-
nizing that high river flow rate events are particularly vulner-
able to being observed too coarsely.

Finally, Fig.  4 provides evidence for how the TSM 
parameters vary with river flow rate, which is an issue 
that has not been addressed by other workers except in a 
very few studies (Hart et al. 1999; Gooseff et al. 2003a; 
Jin and Ward 2005; Camacho and Gonzalez 2008). Clearly, 
UTS and k1 and k2 increase with river flow rate, as previ-
ously discussed in Wallis and Manson (2018), yet As/A is 
approximately constant at a value of about 0.3. DTS shows 
no particular pattern although the fine resolution results 
are more closely grouped, and in this case, it could be 
argued that a constant value of about 0.25 m2/s adequately 
describes the data. Similar values of DTS were reported in 
the four studies referred to above, which were single reach 
studies undertaken on similar sized or smaller rivers and 
at similar river flow rates to the river Brock tracer experi-
ments. Interestingly, 50 of the 51 DTS values provided in 
those sources are < 0.6 m2/s. Similarly, in about 60 opti-
mizations of the TSM to mountain stream data reported in 
Manson et al. (2016), all the DTS values were < 0.4 m2/s. 
Furthermore, optimization of the advection–dispersion 
model (ADM) to the river Brock data yielded dispersion 
coefficients that increased from about 1–5 m2/s over the 
river flow rate range of 300–2200 L/s. The ADM is a sim-
plified version of the TSM in which the transient storage 
terms are ignored, i.e. it is simply Eq. (1) with the final 

Table 3  Percentage differences in optimized parameters between 
coarse and fine resolutions

UTS DTS k1 k2 As/A

Mean 2.19 68.75 33.69 20.28 10.87
Standard 

deviation
1.50 20.06 16.88 11.06 5.24
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term on the right-hand side omitted. Optimizations were 
obtained in the same way as for the TSM model and used a 
space step of 1.28 m and a time step of 15 s. These disper-
sion coefficients are estimates of the overall longitudinal 
dispersion taking place in the reach, caused by shear flow 

in the main channel and transient storage, as measured by 
the increase in variance of the temporal concentration pro-
file between upstream and downstream observation loca-
tions. Clearly, these results imply that not only are the esti-
mates of DTS in the river Brock small in numerical terms, 
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but also that transient storage is the dominant dispersive 
process in the reach. In view of this, and the similarly 
small DTS values in the other sources referred to above, we 
postulate that omitting the dispersion term from the TSM, 
thus creating a three-parameter model, whose parameters 
might be more robustly identified than those of the four-
parameter model, is worthy of examination.

Conclusions

By optimizing the TSM to observed temporal solute con-
centration profiles using different numerical resolutions in 
space and time, it has been demonstrated that the result-
ant estimates of the model parameters are dependent on 
the resolutions used. Although this will not be a surprise to 
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numerical modellers who are well aware of the concept of 
grid-independent solutions, there is little evidence that the 
significance of numerical resolution has been recognized by 
workers using the TSM. In tests using 25 observed solute 
transport events from the river Brock in the north-west of 
England, mean percentage differences in parameter values 
between a coarse resolution model and a fine resolution 
model were of the order of 2% for the velocity, 70% for the 
shear flow dispersion coefficient and 30% and 20% for the 
two exchange rates. It would seem prudent that in applica-
tions of the TSM, minimum spatial and temporal resolutions 
of the order of 100 are used, followed by a repeat optimiza-
tion at a finer resolution(s), to ensure that estimates of trans-
port and mixing parameters are not significantly contami-
nated by model discretization errors. Also, we recommend 
that model resolutions should be published alongside the 
optimized parameter values. Evidence of small shear flow 
dispersion coefficients in the river Brock and a few other 
rivers of similar size suggests that a three-parameter version 
of the TSM is worthy of examination.
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Abstract
The present study investigates flow turbulence and dispersion processes in the presence of flexible and dense vegetation on 
the bed. The turbulent dispersion coefficients and the terms of the turbulent kinetic energy equation are determined by using 
data collected in a straight laboratory channel with living vegetation on the bed. Results show that the turbulent integral 
lengths assume an order of magnitude comparable to the stems’ characteristic dimension independently by the direction 
and the turbulence assumes an isotropic behavior. The coefficients of dispersion have a trend similar to that of the turbulent 
lengths and assume low values in the longitudinal, transversal and vertical directions. Results also show that, in the mixing 
layer, the shear and wake turbulence production terms balance the dissipation; the turbulent diffusion term also assumes low 
values and its sign varies along the vertical indicating a transport of turbulent energy both from the vegetation to the free 
surface and from the free surface to vegetation.

Keywords Vegetated channels · Flexible vegetation · Turbulence · Dispersion

Introduction

Aquatic vegetation in rivers strongly affects flow structure 
and exchange mechanisms of substances, nutrients, dissolved 
oxygen and sediments. For this reason, aquatic vegetation 
plays a fundamental role in ecosystem services (Corenblit 
et al. 2007). The analysis of flow turbulence structure and 
exchange processes between vegetated and non-vegetated 
areas is important for examining river’s habitat and ecologi-
cal equilibrium. In the areas where submerged vegetation is 
present, this analysis has to be especially performed in the 
intermediate region (mixing layer zone) between the region 
inside the vegetation and that above it.

The influence of vegetation on turbulent flow structure 
and dispersion processes has been experimentally analyzed 
both in submerged and in emergent conditions (among oth-
ers Nepf et al. 1997; Nepf 1999; Carollo et al. 2002; Ghis-
alberti and Nepf 2006; Nepf and Ghisalberti 2008; Righetti 
2008; Okamoto and Nezu; 2009; Shucksmith et al. 2011; 
Termini 2015; Kubrak et al. 2015; Sivpure et al. 2015; 

Cornacchia et al. 2018). Nepf et al. (1997) verified that 
the presence of vegetation determines a reduced value of 
the longitudinal dispersion coefficient. Nepf (1999), focus-
ing on the emergent rigid vegetation condition, developed 
a model to describe flow turbulence and diffusion mecha-
nism. Ghisalberti and Nepf (2006), analyzing how the pres-
ence of submerged vegetation could affect the longitudinal 
dispersion coefficient, identified two zones: the zone above 
the vegetation, where large-scale shear dispersion occurs, 
and the zone within the vegetation, where stem-scale dis-
persion occurs. In a successive work, Nepf and Ghisalberti 
(2008) focused on flow transport processes in the presence 
of submerged vegetation providing an overview on exist-
ing models proposed to interpreter mean flow above and 
within the vegetated layer. Carollo et al. (2002, 2006, 2007, 
2008) examined the turbulence intensity distribution and the 
adaptation of the mixing layer scheme to approximate the 
velocity profile in the case of submerged vegetation. Righetti 
(2008) investigated the main features of the turbulent flow 
field in the presence of flexible fully submerged bushes by 
applying the double-averaging method. Okamoto and Nezu 
(2009) focused their attention on the interaction processes 
between the flow and the waving motion of the flexible veg-
etation (called as “monami” by Ackerman and Okumbo 
1993). Termini (2015) analyzed also the case of submerged 
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vegetation condition and verified that the shape of the lon-
gitudinal velocity profile and the mixing layer thickness are 
mainly affected by the stems concentration and the flow 
submergence. Shucksmith et al. (2011), investigating the 
longitudinal dispersion over submerged vegetation, verified 
that it depends on the thickness of the mixing layer and, thus, 
on the difference in the flow velocity value occurring below 
and above it. Sivpure et al. (2015) also analyzed the flow 
and turbulence characteristics in the mixing layer zone over 
submerged and flexible vegetation but only in the case of 
sparse configuration. Kubrak et al. (2015), by using experi-
mental data collected over submerged vegetation (simulated 
either by wooden or by plastic stems) focused on the values 
of the Coriolis coefficient αc and the momentum coefficient 
β which have to be introduced in the energy and momen-
tum equations to adequately simulate the velocity profile. 
More recently, Cornacchia et al. (2018) examined the flow 
effects related to the non-homogeneous vegetation distribu-
tion investigating how vegetated patches of different species 
could interact each other influencing flow hydrodynamics. 
De Serio et al. (2018) investigated the dispersion mecha-
nisms focusing on the effect determined by different stream-
wise patterns of rigid vegetation and of flexible vegetation. 
Contributions in the knowledge of turbulent and dispersive 
stresses have been also obtained through numerical models 
and case-study simulations (Poggi et al. 2004; Defina and 
Bixio 2005; Coceal et al. 2007; Poggi et al. 2009; Stoesser 
et al. 2010).

The point is that although the studies conducted in this 
field have allowed to describe the characteristics of turbulent 
flow structure and exchange mechanisms within and away 
the vegetated layer (see also Schultz et al. 1995; Oldham and 
Sturman 2001; Nepf 2012), important aspects related to the 
dispersion processes and energy balance in the mixing layer 
zone have not systematically explored, especially in the case 
of flexible, submerged and dense vegetation. This is also due 
to the technical difficulties to collect refined experimental 
data. On the other side, literature (among others Ghisalberti 
and Nepf 2006; Termini 2015, 2016) shows that in the case 
of flexible and dense vegetation the flow structure in the 
mixing layer zone is complicated and perturbed by the stems 
motion. Furthermore, most of the existing experimental 
and numerical works consider idealized/artificial vegeta-
tion rather than living vegetation overlooking some of the 
key elements (such as the plant flexibility and morphology) 
which could affect dispersion processes (Shucksmith et al. 
2011).

In such a context, the objective of the present study is to 
analyze the turbulent mixing and the dispersion processes 
restricting the attention to the case of flexible, submerged 
and dense vegetation. In fact, most aquatic plants in natural 
rivers are submerged and characterized by great flexibility 
(see as an example in Carpenter and Lodge 1986; Nikora 

et al. 2008) and the stems motion could affect the diffu-
sion and advection mechanisms (Schnauder and Sukhodolov 
2012). The paper presents estimates of the integral turbulent 
lengths, of the turbulent dispersion coefficients and of terms 
of the turbulent kinetic balance by using experimental data 
collected in a straight channel with living vegetation on the 
bed. In the next section “Methods and materials,” the theo-
retical background and the data set used for the analysis are 
described; results are presented in “Results” section and 
are discussed in “Discussion” section; finally “Concluding 
remarks” section reports concluding remarks.

Methods and materials

Theoretical approach

As literature indicates (among others Nikora et al. 2001; 
Finnigan and Shaw 2008), because of the heterogeneity 
due to the presence of the vegetation, the double-averaging 
method should be applied to write the solving equations.

After having applied the time and space-averaging 
method, the transport equation of a tracer c can be written 
as follows (see as an example Tanino and Nepf 2008; Nepf 
and Ghisalberti 2008; Nepf 2012):

In Eq. (1), t indicates the time, the overbar represents 
the time average, the symbol 〈 〉 represents the spatial aver-
age, the single superscript indicates the deviation from 
the time average and the double superscript indicates the 
deviation of the spatial average, xj indicates the jth direc-
tion (with x1 = x=longitudinal direction; x2 = y=transversal 
direction; x3 = z=vertical direction), M represents the 
molecular diffusion coefficient, vj defines the instantaneous 
velocity component (with v1 = u(t) = longitudinal compo-
nent, v2 = v(t) = transversal component, v3 = w(t) = vertical 
component).

Focusing on the right-hand side of Eq.  (1), the term I 
defines the mass flux related to the turbulent fluctuations v′

j
 

(with v′
1
 = u′ = longitudinal component, v′

2
 = v′ = transversal 

component, v′
3
 = w′ = vertical component), the term II repre-

sents the dispersive flux due to the spatial heterogeneity of 
time-averaged velocity components, and the term III defines 
the flux related to the molecular diffusion. This last term (term 
III) is negligible compared with the turbulent diffusion (term 
I) and the dispersive flux (term II). By considering time-scales 
larger than the turbulent scales and space-scales larger than the 
stem’s characteristic dimension or stems spacing (Rutherford 
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1994), the terms I and II determine Fickian transport and 
Eq. (1) can be rewritten as follows:

In Eq. (2), Kjj parameterizes the turbulent diffusion and rep-
resents the dispersion coefficient along the jth direction. As 
the literature indicates (see as an example Tanino and Nepf 
2008), Kjj can be determined by the product of the integral 
turbulent length scale, lj, and the velocity scale, which is given 
by 

√
k (where k = vjvj/2 = the turbulent kinetic energy—see in 

Rutherford 1994; Pope 2000):

α is a scale factor whose value varies in the range [0–1], as 
suggested by Nepf (1999).

From Eq. (3), it is clear that the evaluation of k is especially 
important in analyzing the dispersion processes.

After having applied the space-averaging method, the tur-
bulent kinetic energy equation for 2-D vegetated flow can be 
written as (among others Brunet et al. 1994; Nezu and Sanjou 
2008; Righetti 2008):

(2)
�
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= Kjj

�
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(3)Kjj = �

√
klj

(4)

Equation (6) indicates that the sum of shear and wakes 
turbulence productions, of the turbulent energy diffusion and 
of pressure transport balances the space-averaged turbulence 
dissipation.

Nepf and Vivoni (2000) examined the terms of Eq. (6) for 
rigid canopies and for values of the relative water depth H/
kv (H = water depth, kv = vegetation height) ranging from 1 
to 2.75, i.e., in the transition from emergent to submergence 
regimes. They verified that, for values of the stems Reyn-
olds number Res > 200, in the emergent regime Ps can be 
neglected and the wake production Pw balances the dissipa-
tion � but, in the submerged regime, Ps could become signifi-
cant because of the shear production at the top of vegetation.

Experimental data

Laboratory experiments were carried out in a straight rectan-
gular laboratory channel 11.2 m long and 0.4 m wide, with 
transparent Plexiglass side-walls, constructed at the Depart-
ment of Engineering (University of Palermo—Italy). The 
channel’s bed, having a longitudinal slope of 0.4%, was par-
tially covered by real flexible vegetation, as shown in Fig. 1. 
The first section (section X0 of Fig. 1) of the vegetated-bed 

where ρ is the water density, ν is the kinematic viscosity, 
and p′ represents the deviation of the pressure p. In Eq. (4), 
Ps and Pw are, respectively, the shear production of turbu-
lence and the vegetation wakes production of turbulence, 
Td and Tdis are, respectively, the turbulent diffusion term 
and the dispersive transport term, Tp represents the pressure 
transport term, Vd indicates the viscous term, and � is the 
dissipation. According to Raupach and Shaw (1982) (see 
also Raupach et al. 1986 and Brunet et al. 1994), the term 
Pw can be estimated as:

Thus, assuming steady flow and considering negligible the 
dispersive transport term and the viscous term, the turbulent 
kinetic energy equation can be written as (Nepf 1999; Nezu 
and Sanjou 2008):

(5)Pw ≅ ⟨u⟩
�

�
−u�v�

�

�z

(6)
�

�
k
�

�t
= 0 = Ps + Pw + Td + Tp − ⟨�⟩

reach (1.60 m long) was 2.0 m distant from the initial sec-
tion of the flume. The data used in the present work were 
collected during an experimental run conducted with water 
discharge Q = 35 l/s and relative water depth H/kv = 3.6 (with 
kv = bent vegetation height). The water discharge was pro-
vided at the upstream tank of the flume through a recirculat-
ing pipe connected to the pump collocated at the downstream 
tank. During the experimental run, the DOP 2000 Profiler 
(by Signal Processing s.a.), with three probes of emitting 
frequency of 8 MHz, was used to measure the instantane-
ous velocity components in a refined measurement mesh 
of 9 cross sections equally spaced along the vegetated-bed 
reach. Because the DOP 2000 measured the velocity profile 
along each probe’s direction, the vectorial composition of 
measured velocities was operated to obtain the instantaneous 
velocity components along x, y, z directions, as indicated in 
details in Termini (2013).

Vegetation characteristics

The vegetation used for the considered experimental runs 
consisted of Festuca arundinacea plants. The vegetated 
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stems were characterized by a blade geometry of width 
d = 0.003 m. In the present work, in agreement with pre-
vious works (Nepf and Koch 1999; Nepf and Ghisalberti 
2008; Nezu and Sanjou 2008), such a blade width d has 
been assumed as the characteristic dimension of the veg-
etated element. The stems concentration was equal to 190 
stems/dm2 at which corresponds a value of the fractional 
plant area equal to ϕ = 13.5% and frontal plant area per unit 
length a = 57 m−1, so that this canopy can be considered 
dense (Nepf 2012).

The aforementioned plant species was chosen both 
because its straplike morphology is typical of submerged 
seagrasses (see as an example Chandler et al. 1996; Nepf 
2012) and because it can be easily found in flooded areas 
(Khaleghi and Ramin 2005; Leuven et al. 2006; Ellenberg 
2009) and along the Sicilian rivers. In fact, such a species 
presents a strong adaptability to environmental stresses and 
to the dry/wet changing conditions. Recently Loboda et al. 
(2019), by analyzing two species of a commonly growing 
aquatic plant (Potamogeton) in Poland, highlighted that the 
biomechanical behavior of the vegetated stems could be 
affected by the seasonal changes. Thus, it should be noted 
that, despite the great adaptability of the plant species used 
in the present work, according to Loboda et al. (2019) the 
results obtained in the present work could be restricted to 
the hydraulic behavior of the vegetation for the experimental 
conditions considered.

Results

Mean flow velocity and turbulence intensity

Figure 2 shows the vertical profiles of the mean longitudinal 
velocity u obtained in the vegetated-bed reach. In particular, 
the dots in Fig. 2 indicate the u-values at three locations 
(identified along the channel axis by the distance x from the 
section X0 and normalized by the stem’s dimension d) and 
the line in Fig. 2 indicates the corresponding spatial average. 

This figure shows that the velocity profile has a typical 
S-shape highlighting that, in agreement with other works 
(among others Carollo et al. 2002, 2005; Folkard 2011; 
Nepf 2012; Termini 2015), the presence of dense vegetation 
determines an evident region of shear so that an inflection 
point occurs close to the vegetation top. As the literature 
indicates (among others Ghisalberti and Nepf 2006; Carollo 
et al. 2006, 2007; Folkard 2011), in this case the mixing 
layer scheme could be applied to approximate the veloc-
ity profile. Thus, the velocity profile can be schematized 
as the combination of two regions (inside and outside the 
vegetation) characterized by a constant velocity and an inter-
mediate region (mixing layer) which includes the inflection 
point. The momentum thickness and the associated transfer 
mechanism between the vegetation and the layer above it is 
related to the thickness of the mixing layer. From Fig. 2, it 
can be observed that in the examined case the intermediate 
layer (mixing layer) has an evident thickness and the flow 
velocity assumes very low values below the mixing layer and 
high values above it. This behavior could be related both to 
the dense vegetation and to the fact that the relative water 
depth (H/kv = 3.6) is > 2. In fact, following Termini’s (2015) 

X0

(a)

1.60y

(b)

x

Fig. 1  a Frontal photograph of the channel; b plane view of the vegetated reach
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Fig. 2  Vertical profiles of the mean longitudinal velocity u (m/s) at 
different relative distances x/d and the corresponding spatial average
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findings, for high values of stems concentration the velocity 
profile tends to flatten around the top of vegetation and, for 
relative water depths H/kv > 2, the thickness of the mixing 
layer tends to increase as the flow submergence increases.

By using the time series of the velocity components (u(t), 
v(t), w(t)) and the corresponding time-averaged values (u, v, 
w), the longitudinal, transversal and vertical turbulent inten-
sity components (urms, vrms, wrms) have been also estimated as:

where N is the number of measured data.
Figure 3 shows the profiles of urms, vrms, wrms. (The dots 

indicate the estimates for different locations x/d, and the 
lines indicate the corresponding spatial average.) From 
Fig. 3, it appears clear that the turbulent intensity compo-
nents have the peak value close to the vegetation top; inside 
the vegetation, the turbulent intensity components decay. 
Thus, the intermediate region (around the vegetation top) 
is that of higher turbulence intensity. In particular, the lon-
gitudinal component urms and the vertical component wrms 
assume the peak value just below the top of the vegetated 
layer, while the transversal component vrms has the peak just 
above of the vegetation top. The existence of the highest 
values of the turbulent intensity components close to vegeta-
tion top is related to the strong shear occurring in this zone; 
according to previous literature works (see as an example 
Ghisalberti and Nepf 2006; Carollo et al. 2008; Termini 
2015), this behavior indicates the formation of vortices with 
the center at the top of the vegetation. The decrease in value 
of the turbulent intensity components inside the vegetation 
indicates the damping of these vortices close to the bed.

(7)

urms =
1

N

N∑

i=1

[u(t) − u]2; vrms =
1

N

N∑

i=1

[v(t) − v]2

wrms =
1

N

N∑

i=1

[w(t) − w]2

In summary, the observed behavior suggests that the 
redistribution of the turbulence intensities and of the tur-
bulent energy is affected by the presence of the vegetation.

Integral length scale and turbulent diffusion 
coefficients

According to Eq. (3), the knowledge of the integral length 
scale of turbulence is important to evaluate the turbulent 
dispersion and the energy transfer processes. In a cylinder 
array, Nepf (1999) verified that the integral length scale, l, 
depends on the disposition of the cylinders. In particular (see 
also in Tanino and Nepf 2008), l can be defined on the basis 
of both the cylinder’s diameter, dc, and the distance between 
the cylinders, s. When dc ≤ s, the turbulence is determined 
within stem wakes so that it can be assumed l = dc; when 
dc > s, the turbulence is generated in the interstices and it 
can be assumed l = s.

For the presented case, the integral length lj has been 
estimated by using the time series of the turbulent fluctua-
tions and by estimating the frequency-weighted power spec-
tral density (see also in Tanino and Nepf 2008). Figure 4 
reports the integral lengths, normalized by the characteristic 
dimension d, estimated for individual locations x/d and the 
corresponding spatial average. From this figure, it can be 
observed that the integral scale has the order of magnitude 
of the stem’s characteristic dimension, O(d). Furthermore, 
we can see that such an order of magnitude remains almost 
constant along the directions x, y, z; this confirms that, in 
the case of dense vegetation, the turbulent behavior can be 
considered isotropic.

The vertical profiles of the dispersion coefficients 
Kxx, Kyy and Kzz are plotted in Fig. 5. From this figure, it 
appears clear that the dispersion coefficients assume low 
and almost equal values in the directions x, y, z. Thus, in 
the mixing layer, the longitudinal, transverse and vertical 
dispersion coefficients assume the same order of magnitude: 
Kxx ≅ Kyy ≅ Kzz ≅ O(10−3). This behavior indicates that the 
dense vegetation introduces turbulence at the scale of the 
vegetation width and limits the lateral dispersion between 
the vegetated elements. This result is also consistent with 
previous findings obtained by Termini (2016; see also in 
Termini and Di Leonardo 2018) in a curved vegetated-bed 
channel, which highlight that the presence of vegetation 
modifies the evolution of the turbulent structures limit-
ing their development within and between the vegetated 
elements.

Terms of turbulent kinetic equation

In order to analyze the turbulence structure in the vegetated 
layer, the experimental data have been also used to explore 
the terms on right side of the turbulent kinetic energy 
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Eq. (6). In particular, the shear turbulence generation (Ps) 
and the turbulent transport term (Td) have been determined 
according to Eq. (4) and the wakes turbulence generation 
(Pw) has been estimated according to Eq. (5). The pressure 
transport (Tp) is difficult to estimate from the measures and, 
according with other authors (Nepf 1999; Nezu and Sanjou 
2008), it can be estimated as residual of the turbulent kinetic 
energy Eq. (6). The dissipation rate � has to be estimated 
from theoretical considerations and different approaches 
have been applied in literature. Some authors (Lumley 1965; 
Antonia et al. 1991) evaluate the dissipation rate from the 
gradient of the turbulent fluctuation components; others 
(Lawn 1971; Nezu and Nakagawa 1993; Nezu and Sanjou 
2008) consider the energy spectrum in the inertial sub-range 
or simplified forms of the Kolmogorov’s equation (Ricardo 
et al. 2014).

In the present work, according to Nepf (1999), the dis-
sipation � has been estimated by taking into account that it 
scales with the ratio between the cubic of the characteristic 
velocity and the turbulent length scale (see in Pope 2000). 
Thus, on the basis of the results presented in the previous 
section “Integral length scale and turbulent diffusion coeffi-
cients,” the turbulent length scale has been assumed equal to 
the stem’s width, d, and, considering that the velocity scales 
with 

√
k , the dissipation � has been estimated as � ≅ k3∕2d−1.

In Fig. 6, the estimated terms of the turbulent kinetic 
energy Eq. (6) are reported. It can be observed that, in the 
intermediate region, the shear production term, Ps, assumes 
values comparable to the wake production Pw. This is due 
to the fact that the shear generated in this region is a source 
of turbulence, in agreement to what observed by Nepf and 
Vivoni (2000) in the case of submerged rigid vegetation. 
Both the shear term and the wake production term, (Ps, Pw), 
assume the peak value close to the top of vegetation and then 
they decrease in value toward the bed; Pw assumes a second 
peak value slightly above the vegetation top. This could be 
due to the natural oscillation of the vegetation leaves. Thus, 
as Fig. 6 shows, in the region around the top of vegetation 
the sum between the terms Pw and Ps has the same order of 
magnitude as that of the dissipation but, inside the vegeta-
tion, and close to the bed, Pw assumes values larger than Ps. 
This is also in agreement with Nepf and Vivoni’ (2000) find-
ings for low submergence ratios where the wake production 
Pw was found larger than Ps inside vegetation so that Pw was 
assumed almost equal to the dissipation.

The turbulent diffusion Td assumes positive low values 
near the bed and increases as one moves from the bed to 
the vegetation top; then it changes the sign and becomes 
negative. Moving toward the free surface, it changes again 
the sign becoming positive. This behavior demonstrates that 
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the turbulent energy is diffused both from the bed toward the 
free surface and from the free surface toward the bed. This 
could be also related to the evolution of coherent flow struc-
tures which transport turbulent energy and momentum both 
from the free surface toward the vegetation (sweep motion) 
and from the vegetation toward the free surface (ejection 
motion).

The contribution of the production terms can be also 
analyzed from Fig. 7 where the profiles of the total tur-
bulence intensity (both for different locations x/d and the 

corresponding spatial average), given by the ratio 
√
k∕u , 

have been also reported. From this figure, it appears clear 
that 

√
k∕u peaks slightly below the vegetation top where 

the sum of the production terms assumes also a peak 
value (see Fig. 6). This is consistent with other literature 
works (see among others in Nepf 1999; Poggi et al. 2004) 
highlighting that the turbulence produced at the vegeta-
tion top enhances the turbulence intensity affecting the 
turbulent diffusivity in the vegetated layer.
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Discussion

The knowledge of exchange processes and energy balance 
in the intermediate region between vegetated and non-veg-
etated zones is important for examining river’s ecological 
equilibrium and dispersion of substances. But, because of 
the technical difficulties to collect experimental data, very 
few studies investigate the turbulent structure and disper-
sion mechanisms in the mixing layer zone in the presence 
of flexible submerged and dense vegetation. The presented 
results, based on refined velocity data collected over liv-
ing flexible submerged and dense vegetation, contribute to 
overcome this lack.

An interesting result has been obtained for the integral 
turbulent length scale which is important to identify the tur-
bulent transport processes. In particular, the analyses pre-
sented in this work have substantially shown that for sub-
merged, flexible and dense vegetation condition the integral 
turbulent lengths lx, ly and lz assume the order of magnitude 
of the vegetation width, d. This means that, in accordance 
with what previous researchers observed in the presence of 
dense rigid vegetation (Nepf 1999; Tanino and Nepf 2008; 
Nezu and Sanjou 2008), in the presence of dense flexible 
vegetation the turbulent length can be set by the stem geom-
etry. In particular, the present research allows confirming 
that the integral turbulent length remains almost invariant 
with respect to the three directions so that the turbulence 
is isotropic. The fact that the turbulence is isotropic means 
that the turbulent eddies are intercepted and blocked by the 
presence of dense vegetation which limits their dimension 
independently by the direction. As demonstrated by De Serio 
et al. (2018), this behavior is different from that of flow over 
sparse rigid vegetation characterized by the anisotropy of 
the turbulence.

Furthermore, the results have shown that the dispersion 
coefficients assume a trend similar to that of the turbulent 
length scales, assuming low values along the x, y, z direc-
tions (Kxx ≅ Kyy ≅ Kzz ≅ O(10−3)). This fatherly highlights 
that, the dense vegetation, introducing turbulence at the scale 

of the vegetation dimension, limits the lateral dispersion 
within the vegetated elements. This behavior is also consist-
ent with previous findings obtained by Termini (2016—see 
also in Termini and Di Leonardo 2018) analyzing the tur-
bulent flow structure in a curved channel with bed covered 
by flexible and dense vegetation. In particular, she verified 
that the vegetated elements control the size of the develop-
ing characteristic eddies which develop between them. This 
result suggests that, in contrast to what observed by Shuck-
smith et al. (2011), the trend and the value of the dispersion 
coefficient are not affected by the channel’s plane-form.

The analysis of the terms of the turbulent kinetic energy 
has demonstrated that, in the intermediate region (mix-
ing layer), the shear formed at the top of vegetation is an 
important source of turbulence so that the shear produc-
tion term, Ps, is comparable to the wake production Pw. 
Inside the vegetation Pw is even larger than Ps. Both the 
shear and wake production terms, (Ps, Pw), assume the peak 
value close to the vegetation top and decrease as one moves 
toward the bed. In contrast to previous results obtained by 
Nepf and Vivoni (2000), in the presented case inside the 
mixing layer the dissipation balances the sum of the shear 
production term and the wake production term, (Ps + Pw). 
Furthermore, due to the natural oscillation of the vegetation 
leaves, Pw assumes a second peak value slightly above the 
vegetation top. This result is novel as compared to previous 
studies conducted in the presence either of rigid stems or of 
artificial cylindrical rods (Nepf and Vivoni 2000; Sivpure 
et al. 2015, 2016; Ricardo et al. 2014). In particular, the 
presented results demonstrate that the flexibility of vegeta-
tion could affect the distribution of the energy balance in 
the mixing layer. But, in accordance with what observed by 
Nepf and Vivoni (2000) for low relative water depths, the 
present analysis also indicates that, below the mixing layer 
and close to the bed, Ps assumes very small values, the dis-
sipation decreases in value so that the dissipation balances 
Pw. Thus, the observed behavior indicates that, in the case 
of dense flexible vegetation, a wake layer characterized by 
low transport and low flow velocity occurs below the mixing 
layer and very close to the bed; inside the mixing layer, the 
dissipation balances the sum of the shear and wake produc-
tion terms; above the mixing layer, the order of magnitude 
of the shear production is comparable to that of the dissipa-
tion (Ps≅ � ), in accordance with Nezu and Nakagawa (1993).

The term Td, representing the turbulent diffusion, has the 
higher values close to the top of vegetation but it assumes 
peak positive values below the top of vegetation and nega-
tive peak values above it. This behavior demonstrates that 
the turbulent energy is diffused both from the bed toward 
the free surface and from the free surface toward the bed 
indicating the evolution of coherent flow structures which 
transport turbulent energy and momentum inside the vegeta-
tion (sweep motion) and toward the free surface (ejection 
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motion). This is consistent with previous literature findings 
(Nezu and Sanjou 2008; Sivpure et al. 2015, 2016) indicat-
ing that ejection and sweep events govern the turbulence 
structure and the coherent motion between the vegetated and 
the non-vegetated zones. On the other hand, in agreement 
with others literature findings (see as an example Ghisal-
berti and Nepf 2006; Carollo et al. 2008; Termini 2015), 
the presence of the highest values of the turbulent intensity 
components close to vegetation top also indicates the forma-
tion of vortices with the center at the top of the vegetation.

Concluding remarks

The present study investigates the turbulent mixing and the 
dispersion processes in the presence of a living flexible, sub-
merged and dense vegetation. The main results obtained in 
the present work can be summarized as follows:

• The turbulence intensities and energy distributions are 
strongly affected by the presence of the flexible vegeta-
tion;

• The integral turbulent length assumes the order of mag-
nitude of the vegetation width, d, along the directions x, 
y, z so that the turbulence is isotropic. Thus, the dense 
vegetation introduces turbulence at the scale of the veg-
etation width, independently by the direction.

• The dispersion coefficients assume low and almost equal 
values along the directions x, y, z. Thus, the dense vegeta-
tion limits the lateral dispersion between the vegetated 
elements.

• The analysis of the terms of the turbulent kinetic energy 
has demonstrated that three layers can be distinguished 
along the vertical: the layer (wake layer) occurring below 
the mixing layer where the dissipation balances the wake 
production term Pw, in accordance with what observed 
by Nepf and Vivoni (2000) for low relative water depths; 
the intermediate layer (mixing layer) where the dissipa-
tion balances the sum of the shear and wake production 
terms (Ps + Pw) and the natural oscillation of the vegeta-
tion leaves could affect the energy distribution; the layer 
above the mixing layer where the order of magnitude of 
the shear production is comparable to that of the dissi-
pation (Ps≅ � ), in accordance with Nezu and Nakagawa 
(1993);

• The vertical turbulent diffusion assumes in the mixing 
layer the higher values, but with variable sign, thus indi-
cating the evolution of coherent motions between the 
vegetated and the non-vegetated zones.

In conclusion, the obtained results have demonstrated 
that in the case of dense vegetation the dispersion of the 
substances is strongly inhibited along all directions. In the 

mixing layer, the total turbulence intensity peaks where the 
production terms assume the higher values. In this region, 
the vertical turbulent diffusion assumes also the higher val-
ues with alternating positive and negative sign suggesting 
the generation of coherent motions which govern the turbu-
lence structure and the transport of substances.

It should be noted that, despite the limitations related to 
the examined experimental conditions, the present work pro-
vides insights into complex turbulence structure and related 
exchange processes in the intermediate region between the 
region inside the vegetation and that above it.

Future research, performed by the combination of numer-
ical and experimental simulations, will be directed toward 
the investigation of the evolution of turbulent coherent 
motions in the mixing layer and their effects on the sub-
stances transported and dissolved also varying the hydraulic 
and physical parameters which could influence the mixing 
processes.
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Abstract
The issue of the resistance to flow in open channels with vegetation has been considered by several researchers mainly 
experimentally, but the case of rigid emergent vegetation with linear stem arrangement is scarcely investigated. In the present 
work, the results are presented of an experimental investigation related to the case of rigid emergent vegetation that has been 
modeled by placing small rods on the bottom of a laboratory flume in aligned configuration. Tests have been executed by 
varying the flow rate, the bottom slope and the number and the diameter of the rods, by directly measuring the drag force 
exerted by the flow on a given number of rods, and the water-level profiles. A new expression has been devised for the drag 
coefficient as a function of the vegetation density, weakly dependent on the stem Reynolds number that allows the use of the 
former also in large-scale cases. The experimentally measured forces exerted by the flow on the rods have been also com-
pared with the results obtained by applying the momentum equation in integral form to given control volumes, exhibiting a 
general agreement, but also showing that the use of this technique for the evaluation of the drag coefficients can give rise to 
not negligible errors. One of the experimental tests has been numerically simulated with the RANS technique (Reynolds-
Averaged Navier–Stokes equations), and it is found that the results, mainly in terms of water-level profiles, confirm the ability 
of such a numerical technique in investigating this complex category of flow cases.

Keywords Rigid emergent vegetation · Drag coefficient · OpenFOAM · RANS equations

Introduction

Vegetation is found in natural catchments and rivers in dif-
ferent forms and is of utmost importance for hydrologists 
and hydraulic engineers as related to flood-risk studies, sed-
iment-transport studies and the design of river restoration 
schemes (among others, Bennett and Simon 2004; Aberle 
and Jarvela 2013; D’Ippolito et al. 2013; Vargas-Luna et al. 
2016). The analysis of the interaction between fluid flow 
and vegetation is a fairly complex issue, due to both the 

different physical mechanisms that play a role in the phe-
nomenon, and the biomechanical properties that characterize 
the different types of vegetation. Under a strictly hydraulic 
viewpoint, the vegetation basically induces an increase in 
the flow resistance, and this—in a constant flowrate condi-
tion—results in decreasing velocities and increasing water 
levels, so increasing the risk of floods. Under a general 
viewpoint, and in virtue of their different behavior, in the 
literature one usually distinguishes between flow cases with 
rigid and flexible vegetation in different conditions (sub-
merged and/or emergent, with and without leaves, with or 
without sediment transport). A number of research works 
has been executed in the past on the interaction between 
flow and vegetation in the general case of rigid vegetation 
(Li and Shen 1973; Petryk and Bosmajian 1975; Pasche 
and Rouvé 1985; Nepf 1999; Ishikawa et al. 2000; Stone 
and Shen 2002; James et al. 2004; Tanino and Nepf 2008; 
Kothyari et al. 2009; Cheng and Nguyen 2011; Mulahasan 
and Stoesser 2017; D’Ippolito et. al. 2018), in the general 
case of flexible vegetation (Kouwen and Unny 1973; Temple 
1986; Fathi-Moghadam and Kouwen 1997; Wu et al. 1999; 
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Kouwen and Fathi-Moghadam 2000; Jarvela 2002; Carollo 
et al. 2002; Jarvela 2004; Armanini et al. 2005; Carollo et al. 
2005; Righetti 2008; Aberle and Jarvela 2013) and in that of 
both types of them (Freeman et al. 2000). Velocity distribu-
tions and turbulence properties in vegetated channels have 
also been observed by Liu et al. (2008), and, by means of 
experimental and numerical models, analyzed by Shimizu 
and Tsujimoto (1994), Nepf (1999), Nepf and Vivoni (2000), 
López and García (2001), Stephan and Gutknecht (2002), 
Neary (2003), Erduran and Kutija (2003), Stoesser et al. 
(2003), Defina and Bixio (2005), Choi and Kang (2004), 
Stoesser et al. (2010). It has to be noted that the majority of 
the aforementioned studies have been executed at low values 
of the Reynolds number, so that, inspite of the remarkable 
amount of work that has been accomplished, no expressions 
have been devised for the drag force as exerted by the flow 
when large stems or trunks are involved.

Formally, the drag force exerted by a water flow against 
a single vertical circular cylinder of diameter d can be 
expressed as F = CDρhdV2/2 where CD is the drag coefficient, 
ρ is the water density, V is the flow mean velocity and h is 
the depth of the immersed portion of the body. According to 
Schlichthing (1979), the drag coefficient varies between 1.0 
and 1.2 for the stem Reynolds numbers Red ranging between 
 103 and  105, being Red =  Vd/ν (ν is the water kinematic 
viscosity, see also at the data of James et al. 2004 for a sin-
gle rod of diameter 0.5 mm in Fig. 1). When a group of N 
cylinders is considered, the total drag force is:

where CD is now an average drag coefficient and V is the 
mean velocity in the reach populated by the N cylinders, 

(1)FD = NCD�hdV
2∕2

as given by the ratio between the discharge and the chan-
nel cross section. As can be shown by dimensional analy-
sis, for emergent rigid vegetation the drag coefficient (1) 
is a function of the stem roughness, the stem shape, the 
stem Reynolds number, array density and pattern and flow 
characteristics.

With reference now to the more specific field of rigid 
emergent vegetation, rigid stems have been often repre-
sented by cylinders of different materials. The drag coef-
ficient of a single cylinder is affected by the wake struc-
ture and depends on the Reynolds number at relatively 
low values of the latter, while in the case in which more 
than one cylinder is present, the phenomenon changes. For 
example, if two or more additional cylinders are present 
downstream from the first, the wake of the upstream cylin-
der reduces the drag on the subsequent ones, and this effect 
increases as the distance between the downstream cylin-
ders decreases (Nepf 1999). Thus, the bulk drag coefficient 
(based on the bulk velocity) can significantly differ from 
that relative to an isolated emergent cylinder (Aberle and 
Jarvela 2013). In this context, the areal density λ, defined 
as:

where d is the stem diameter and n the number of stems per 
unit area becomes a parameter of utmost importance. In the 
present work, we will focus on densities of the order of at 
most 10%, and on stem Reynolds numbers of the order of 
600 and larger, because, from this value on, the CD generally 
only weakly depends on Red.

(2)� =
n�d2

4

Fig. 1  Drag coefficient versus stem Reynolds number
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Among the firsts, Li and Shen (1973), employing the 
decay and spread characteristics of wakes that form behind 
cylinders, studied the flow resistance of non-submerged veg-
etation in parallel and staggered patterns. They observed that 
the various patterns of tall vegetation have a rather signifi-
cant effect on the retardation of flow rates, and the staggered 
grouping is the most effective in reducing the flowrates. The 
authors report the results of a series of numerical tests in 
which they used the drag coefficients for groups of parallel 
or staggered stems, considering the spread and decay rate of 
a wake, to obtain the water depths by a force balance equa-
tion. From their data, it is possible to calculate, for each stem 
configuration, an average value of the drag coefficient. Few 
and sparse results are obtained, and, even though one can-
not observe any clear dependence on Red, one can conclude 
that the drag coefficients in the case of the staggered pat-
tern are larger than those of the parallel pattern. Petryk and 
Bosmajian (1975) applied the momentum equation in inte-
gral form to a fluvial reach with vegetation and obtained an 
expression for the Manning coefficient in terms of boundary 
roughness, hydraulic radius and vegetation characteristics, 
as given by the drag coefficient times the vegetation area 
in the streamwise direction per unit length and unit area. 
According to their results, the drag coefficient is of the order 
of 1.0. As reported by Pasche and Rouvé (1985) and Jarvela 
(2004), Lindner (1982) extended the pioneering work of Li 
and Shen (1973) and derived an empirical relation where 
the drag coefficient is a function of that relative to a single 
cylinder in an ideal 2-D flow, and of two additional terms 
representing blockage and free-surface effects. Nepf (1999), 
in studying arrays of stems randomly arranged, noted that 
the CD varies only weakly with the stem Reynolds number 
(Red), whose values ranged from 4000 to 10,000. The CD 
was of the order of 1.0 when the areal density was of the 
order of a few percentages. The author considered areal den-
sities from 3 up to 30%, and for these values the average CD 
strongly decreased with an increasing vegetation density, 
due to the fact that the cylinders on the downstream portion 
of the channel reach are shielded by those upstream. This 
statement was contradicted later by Tanino and Nepf (2008), 
who found, for densities from 9 to 35%, CD values increas-
ing with λ. For this reason, we will not take into account 
the data of Nepf (1999). James et al. (2004) analyzed the 
variability of the drag coefficient with the stem Reynolds 
number in the case of single stems with and without leaves. 
For groups of cylinders arranged in staggered patterns, and 
using the momentum equation, they obtained a function 
that allowed the computation of the drag coefficients (one 
can refer to Fig. 1 in which, and among others, some of 
their results are reported, showing that as Red increases, CD 
tends to remain constant). Stone and Shen (2002) developed 
a method for predicting the velocity in the stem layer. The 
values of CD observed by the authors (and related to the 

apparent velocity = discharge/gross cross-sectional area) 
range between 1.10 and 1.93. Unfortunately, the authors give 
the CD values for the experimental densities, but do not give 
enough information to obtain the variation of CD with Red. 
Tanino and Nepf (2008) carried out an experimental study 
with randomly distributed circular cylinders with diameter 
of 0.64 cm, density (the cylinder area per unit bed area) 
varying from 0.091 to 0.35 and Reynolds stem numbers 
ranging from 25 to 685. They found that the drag coefficient 
(temporally and spatially averaged) increases with the den-
sity and, for each density, decreases as the Reynolds number 
increases. The range of densities considered in this research 
is far from the purposes of the present study, so that we will 
not take into account their data.

From the aforementioned literature, it emerges that CD 
can oscillate within a wide interval of values, depending 
on the density, the spatial distribution of the obstacles and 
the flow velocity. It has also to be noted that the majority of 
the above results have been obtained with indirect methods. 
Direct measurements have been performed, among others, 
by Ishikawa et al. (2000) and Kothyari et al. (2009). They 
measured experimentally the action of the water flow onto 
a rigid circular cylinder located among other cylinders with 
the same diameter, as distributed on a grid with staggering 
pattern, forming an angle in the flow direction of 60° and 
90°, respectively. In both cases, the force exerted by the flow 
in the streamwise direction on a “representative” cylinder 
at the center of the flume was measured by means of a load 
cell installed on its upper part. In Ishikawa et al. (2000), the 
vegetation was simulated by staggered cylindrical rods of 
diameter 4 mm with densities λ equal to 0.31% and 1.26%, 
or 6.4 mm, with densities equal to 0.8% and 3.2%. One can 
refer to Fig. 1 where the results of two tests presented by 
these authors are reported. The authors give three equations 
for the drag coefficient as a function of the areal density, 
depending on the flume slope. In the tests of Kothyari et al. 
(2009), the vegetation was made of staggered stainless steel 
rods with diameter of 1 cm and the density λ ranged between 
0.22% and 8.85%. The flow velocity was estimated as the 
flowrate divided by the flume cross section and (1 − λ), so 
obtaining the so-called pore velocity Vv, given by:

Eight values of λ in the aforementioned interval were tested, 
and the authors noted how the drag coefficient remarkably 
increased with λ, and varied only a little with the stem Reyn-
olds number. They proposed the equation:

where CDv and Redv are, respectively, the drag coefficient and 
the stem Reynolds number computed with Vv. Using Eq. (4) 

(3)Vv =
V

(1 − �)

(4)CDv = 1.53[1 + 0.45 ln (1 + 100�)]Re
−3∕50

dv
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of Kothyari et al. (2009), we computed the CDv, and the CD 
values with the apparent velocity V for two densities, being:

The results are shown in Fig. 1. One can observe that 
the drag coefficients vary a little with the stem Reynolds 
number, tending to become constant as the latter increases.

Cheng and Nguyen (2011) introduce the hydraulic radius 
rv that takes the vegetation into account, being:

When the wall and bottom effects are negligible, the hydrau-
lic radius is only a function of the density and the diameter 
of the vegetation. This vegetation-related hydraulic radius is 
used together with the pore velocity to define a new Reyn-
olds number, the vegetation Reynolds number:

Using experimental data from several authors (random, 
staggered, only one case linear), they showed that the drag 
coefficient, relative to the pore velocity (CDv), decreases 
monotonically with the increase in the vegetation Reynolds 
number and propose the following equation:

Based on Eq. (8), in the range of Rev from 1 × 102 to 6 × 105, 
and with λ in the range from 0.002 to 0.08, the drag coef-
ficient varies between 8.2 and 0.87, respectively. Being:

and based on expression (5), we computed the CD values for 
two densities (Fig. 1). Also with expression (8) of Cheng 
and Nguyen (2011), the CD tends to become constant with 
increasing Red. Wang et al. (2014) in a study of incipient bed 
shear-stress partition in mobile-bed channels investigate the 
vegetation drag coefficient. The tests were conducted in uni-
form flow, the diameter of one vegetation element was 6 mm 
and a regular vegetation parallel pattern was adopted with 
variable distances. By ignoring the bed surface shear stress, 
an empirical formula was developed by data fitting in which 
the drag coefficient resulted a function of the Reynolds 
number, as calculated with the vegetation-related hydrau-
lic radius of Cheng and Nguyen (2011), the ratio between 
vegetation diameter and flow depth, and the vegetation den-
sity. This equation gives values of CD decreasing with the 
stem density, in a difference with respect to other results 

(5)CD =
CDv

(1 − �)2

(6)rv =
�

4

(1 − �)

�
d

(7)Rev =
Vvrv

�

(8)CDv =
50

Re0.43
v

+ 0.7

[
1 − exp

(
−

Rev

15,000

)]

(9)Red =
4�Rev

�

presented in Fig. 1. Vargas-Luna et al. (2016) published a 
wide-ranging work about the effect of vegetation on river 
morphology. They carried out experimental tests about rigid 
vegetation represented by wooden rods with 2 mm diameter, 
finding that the flow resistance is decreasing with increas-
ing stem Reynolds numbers. Moreover, the friction factor 
Cf =  g/C2 (C is the Chézy coefficient resulting from both 
the bed and stem resistance to flow) is increasing with the 
vegetation density. Using a method developed by Baptist 
(2005) to predict the total flow resistance of a vegetated river 
with a CD value equal to 1, and with the stem Reynolds 
numbers ranging from 180 to 600, they obtain valid simula-
tions of the Chézy coefficients for the highest densities only, 
while, in general, these coefficients and the mean veloci-
ties were producing an underestimation of the water depths. 
Mulahasan and Stoesser (2017) present the results of tests 
concerning open-channel flow through a line of vertically 
oriented circular rods, representing the bank line vegetation. 
The tests were carried out in a uniform flow condition, and 
the authors compute the drag coefficient by means of the 
momentum equation based on the measured uniform flow 
depth, taking into account the bed resistance and correcting 
it for flow blockage. The drag coefficient exhibits a limited 
sensitivity to the stem Reynolds number. In this case, it is 
uncertain how to compute a vegetation density as defined in 
Eq. (2), so that, even though interesting, these results will 
not be considered as related to the present work.

Due to the scarcity of data in the case of parallel rod 
arrangement, we carried out the research mirrored in the 
present work. By further looking at the literature, in the 
numerical field, there are some studies on the resistance to 
flow in vegetated open channels, aiming at the understanding 
of the role that vegetation plays in influencing the hydrody-
namic behavior of water bodies. Among others, Shimizu and 
Tsujimoto (1994) and López and Garcia (1997) simulated 
steady uniform flows through vegetation by means of the k–ε 
turbulence model with wall functions. They also introduced 
a term representing the vegetative drag in the Reynolds-
averaged Navier–Stokes (RANS) equations. Neary (2003) 
presented a numerical solution of the RANS equations using 
a near-wall k–ω turbulence closure model for a one-dimen-
sional fully developed open-channel flow with vegetative 
resistance, as developed and validated with the experimen-
tal measurements of Shimizu and Tsujimoto (1994). Defina 
and Bixio (2005) performed a number of numerical simula-
tions using the k–ε and the two-layer model in order to test 
their ability to predict the flow field in the presence of rigid, 
complex-shaped vegetation with leaves. A good agreement 
was found between the results of the model and the meas-
urements in comparing velocity and turbulent shear stress. 
Fischer-Antze et al. (2001) computed the velocity distribu-
tions in a channel partially covered with vegetation using the 
k–ε turbulence model, where the vegetation was modeled 
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as vertical circular cylinders. All the tests showed a good 
agreement between computed and measured velocity pro-
files. Kim and Stoesser (2011) performed RANS and LES 
numerical simulations of flow through emergent vegetation, 
finding a good agreement with experimental measurements. 
Overall, it has to be noted again that, at least in the particu-
lar case of rigid emerging vegetation, from the results of 
neither the aforementioned experimental studies, nor those 
of the numerical, no expressions for the drag coefficient in 
vegetated channels have been developed that could be used 
in real-flow cases, i.e., characterized by high flow velocities 
and large rod diameters, similar to those of actual trees.

The aim of the present work is twofold: (1) presenting 
experimental results about the resistance to flow (in terms 
of drag force) due to rigid emergent vegetation in a paral-
lel arrangements that, in a difference from the above lit-
erature, result weakly dependent on the Reynolds number 
at high values of the latter, so that they can be extended to 
cases where flow velocities and stem diameters are large, (2) 
investigating the accuracy and the suitability of the k–ω SST 
turbulence closure model in solving the RANS equations to 
simulate an observed water-level profile in a specific flow 
case (among those tested experimentally), by also monitor-
ing the induced perturbations of the free surface.

Materials and methods

Experimental setup

The experiments have been executed in the “Laboratorio 
Grandi Modelli Idraulici” of the Department of Civil Engi-
neering of the University of Calabria. A variable-slope 
hydraulic flume (11.13 m long) was used, with bottom made 
of PVC, of width b = 0.382 m and plexiglass walls (0.21 m 
high). The flowrate could be regulated by means of a valve 
and measured with a Thomson weir downstream from the 
flume outlet. The vegetation has been modeled by means of 
two sets of small wooden circular cylindrical rods (d = 0.8 
and 1.0 cm) placed in central portions of the flume of lengths 
variable between 1.8 and 2.2 m (Fig. 2). The rods were verti-
cally placed on the bottom of the flume and were secured to 
two wooden box-structured plates. The group of cylinders 
on which the drag forces were measured was maintained 
at a distance of about 1 mm from the bottom and was con-
nected through another plate to a Vishay Tedea–Huntleigh 
load cell with sensitivity of around 0.01 N placed between 
the two box-structured plates mentioned above (Fig. 3), that 
has been calibrated against a reference laboratory load cell. 
In Table 1, the characteristic parameters of the 70 experi-
mental tests are reported.

Three different bedslopes (i) have been considered, 
i1 = 0.48%, i2 = 1.35%, i3 = 2.02%, and in all tests the rods 

were arranged on four square meshes (D3, D4, D5, D9) at 
different distances, multiples of Δx = Δy = 4.24 cm (Fig. 4).

Momentum equation

In order to compare the experimental results (see “Results”) 
with those obtained using the momentum equation in inte-
gral form (applied to given control volumes) in terms of drag 
forces exerted on the stems by the fluid flow, the following 
procedure has been followed. Consider a channel reach of 
width b in a steady free-surface flow (i is the slope of the 
bed, Q is the flowrate) and a control volume of length L 
containing a number N of stems (actually vertical cylinders, 
see also at Fig. 5). To the considered control volume, one 
can apply the momentum equation in integral form (bold is 
vector):

where G is the weight of the fluid in the control volume, T is 
the friction of the channel walls and bed, S is the hydrostatic 
forces, M is the momentum fluxes, F globally represents the 

(10)G + T + S1 + S2 +M1 −M2 + F = 0

Fig. 2  Hydraulic flume with rod-simulated vegetation

Fig. 3  Experimental setup for measurement of forces on rods
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resistance to flow (in terms of drag force) due to the stems 
and subscripts 1 and 2 refer to the upstream and downstream 
cross sections, respectively.

By projecting expression (10) along the flow direction, 
one obtains:

where P is the projection of the weight term along the flow 
direction. The drag force F in (11) can be seen as the sum 
of the drag forces on the single trunks by assuming for the 
velocity an average value between V1 and V2, respectively. 

(11)F = P − T + S1 − S2 + M1 − M2

By knowing the values of the flowrate Q, of h1 and h2, and 
by taking into account the continuity equation in the form 
Q = bV1h1 = bV2h2, after estimating the wall and bed resist-
ance, one ends with Eq. 11 with only F as an unknown term. 
The above equations are actually in some way simplified, 
and this gives rise to a number of uncertainties, as related 
to their practical application, as follows: (1) one cannot be 
absolutely sure that the resistance to flow of riverbed and 
banks can be evaluated independently from the resistance 
of the stems. Anyway, the resistance to flow associated to 
riverbed and banks is usually largely less than that of the 
stems, in particular when the density is high; (2) the shear 
stress on the wetted perimeter of a free-surface flow is not 
uniformly distributed; (3) the momentum coefficients in the 
momentum-flux terms in Eqs. (10) and (11) are taken equal 
to 1.

By knowing the drag force F exerted on the whole control 
volume, the drag force Fp exerted on the number of stems hold 
by the measuring plate can be expressed as:

(12)Fs = F
Np

N

Table 1  Characteristic parameters of experimental tests (see at Fig. 4 
for the meaning of symbols)

Test d (cm) Arrangement L (cm) λ (%) i (%)

1–3 1.0 D4 25.44 0.97 2.02
4–8 1.0 D9 21.20 4.36 2.02
9–13 1.0 D3 25.44 0.48 2.02
14–16 1.0 D9 21.20 4.36 0.48
17–19 1.0 D4 25.44 0.97 0.48
20–23 1.0 D5 25.44 1.21 1.35
24–27 1.0 D4 25.44 0.97 1.35
28–31 1.0 D3 25.44 0.48 1.35
32–37 1.0 D9 21.20 4.36 1.35
38–40 1.0 D5 25.44 1.21 2.02
41–44 0.8 D3 25.44 0.31 1.35
45–48 0.8 D5 25.44 0.78 1.35
49–52 0.8 D9 21.20 2.79 1.35
53–56 0.8 D9 21.20 2.79 0.48
57–60 0.8 D9 21.20 2.79 2.02
61–64 0.8 D5 25.44 0.78 0.48
65–67 0.8 D3 25.44 0.31 0.48
68–70 0.8 D3 25.44 0.31 2.02

Fig. 4  Rod arrangements of types D3, D4, D5 and D9 (inner continuous lines define the measuring plate)

Fig. 5  Forces on control volume in free-surface flow
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where Np is the number of rods on the measuring plate 
(Np = 2, 6, 9, 25 in the D3, D4, D5 and D9 arrangements, 
respectively) and N is the number of rods in the whole con-
trol volume (N = 6, 12, 15, 45 in the D3, D4, D5 and D9 
arrangements, respectively, see also at Fig. 4). It has to be 
also observed that, due to the relatively limited width of 
the flume, the force exerted by the flow on the stems along 
the spanwise direction may be influenced by the spanwise 
velocity distribution. Moreover, the mutual effect between 
stems depends on their distance along both the streamwise 
and the spanwise directions.

Numerical procedures

As mentioned before, one of the experimental tests, in par-
ticular the case in which the rod arrangement is D3, the 
stem diameter is 0.8 cm, the bottom slope is 0.48% and the 
flow rate 13.88 l/s (test 67 in Table 3) has been considered 
for a numerical simulation. The flow case has been simu-
lated by solving the three-dimensional Reynolds-averaged 
Navier–Stokes (RANS) equations (Calomino et al. 2018, 
among others) in conservative form, as written here in Car-
tesian coordinates (the fluid is incompressible and viscous, 
Einstein summation convention applies to repeated indices, 
i, j = 1, 2, 3):

where � is the fluid density, � is the water dynamic viscos-
ity, p̄ is the mean pressure, xi (i = 1, 2, 3) are the Cartesian 
coordinates, ūi denote the mean components of the velocity 
and s̄ij is the mean strain-rate tensor:

The quantity �ij = −�u
�

i
u

�

j
 is the Reynolds stress tensor (Wil-

cox 1998; Alfonsi 2009, among others). The Reynolds 
stresses are the components of a symmetric second-order 
tensor. The diagonal components are the normal stresses, 
while the off-diagonal elements are the shear stresses. 
Hence, the Reynolds averaging formulation introduces six 
new unknown quantities that are the six independent com-
ponents of the symmetric tensor �ij , without additional equa-
tions. In order to establish a relationship between the Reyn-
olds stresses and the mean flow field (so solving the closure 
problem), the k–ω SST closure model developed by Menter 
et al. (2003) has been used. This model has been already 

(13)𝜌
𝜕ūi

𝜕t
+ 𝜌ūj

𝜕ūi

𝜕xj
= −

𝜕p̄

𝜕xi
+

𝜕

𝜕xj

(
2𝜇s̄ij − 𝜌u

�

i
u

�

j

)

(14)𝜌
𝜕ūi

𝜕xi
= 0

(15)s̄ij =
1

2

(
𝜕ūi

𝜕xj
+

𝜕ūj

𝜕xi

)

used in several different flow cases, always giving satisfac-
tory results (see, among others, Calomino et al. 2018). In 
this model, the turbulent kinetic energy (k) and the dissipa-
tion rate (ω) are computed with the following expressions:

where P̃k represents a production limiter used in the model 
to prevent the buildup of turbulence in stagnation regions, 
and F1 represents a blending function. The turbulent eddy 
viscosity is:

where a1 = 0.31 (Calomino et al. 2018; Bodnár and Príhoda 
2006), S is defined as the invariant measure of the strain 
rate and F2 is a second blending function. All constants are 
predicted through a blend from the corresponding constants. 
For example, � is calculated as � = �1F1 + �2

(
1 − F1

)
 . 

This model contains the following closure coefficients, 
�∗ = 9∕100 , �k1= 0.85 , ��1= 0.5, ��2= 0.856 , �1 = 5∕9, 
�2 = 0.44 , �1 = 3∕40 (Calomino et al. 2018; Menter et al. 
2003). The governing Eqs.  (13) and (14), together with 
the equations of the turbulence model (16) and (17), have 
been solved numerically by means of the interFoam solver, 
embedded in the  OpenFoam® C++ libraries (Jasak 1996). 
The interFoam solver has been designed for incompressible, 
isothermal, immiscible fluids and uses the VoF (Volume of 
Fluid) phase fraction-based interface capturing approach for 
the representation of the free-surface effects  (OpenFOAM® 
User Guide 2012). The VoF method, as incorporated into the 
OpenFoam library, has been used for the analysis of several 
different flow cases (among others, Alfonsi et al. 2012a, b, 
2013a, b, 2015, 2017) always giving satisfactory results. 
This method, firstly proposed by Hirt and Nichols (1981), 
locates and tracks the free-surface flow, in such a way as 
each fluid phase (air and water in the present case) occupies 
an individual fraction of volume. In the case in which a cell 
is totally empty of water but full of air, the magnitude of 
the volume-fraction function is 0, while, when the cell is 
completely full of water, the latter magnitude is equal to 
1. A value between 0 and 1 is assigned when the interface 
intercepts the cell. The governing equations are discretized 

(16)𝜌
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with the finite-volume method (FVM). As for the discre-
tization of the solution domain, a structured mesh has been 
built, where the dependent variables are stored at the cell 
center of each cell space domain in a co-located arrange-
ment. The computational domain spans 11 m in streamwise 
direction (x1), 0.191 m in spanwise (x2) direction and 0.15 m 
in the vertical direction (x3). The vegetation has been repre-
sented with smooth circular cylinders. In the present study, 
the PISO (pressure implicit with split operator) technique 
suggested by Issa (1986) was employed to couple pressures 
and velocities in the transient computations. The stability 
of the solution procedure was ensured utilizing an adaptive 
time step with an initial value of  10−6 s in conjunction with 
a mean Courant–Friedrichs–Lewy (CFL) number limit set to 
0.5. The fluid properties used in the calculations are shown 
in Table 2. A number of preliminary simulations have been 
performed before selecting the final configuration of the 
(multi-block) computational grid, as shown in Fig. 6. The 
final three-dimensional finite-volume multi-block compu-
tational domain includes about 30 × 106 grid points, with a 
grid spacing of approximately 1.0 mm in the blocks in the 
vicinity of the cylinders, and 3 mm in the blocks far from the 
latter. The computational domain has been rotated around 
the x2 axis in order to obtain the appropriate longitudinal 
channel slope of the test using the rotation matrix:

(19)�Rx2
(�) =

⎛⎜⎜⎝

cos � 0 sin �

0 1 0

− sin � 0 cos �

⎞⎟⎟⎠

where � is the relevant angle of rotation. Boundary condi-
tions of no-slip and zero wall-normal velocity at the channel 
and cylinders’ walls have been enforced. On the two x1–x3 
lateral boundary planes of the channel, wall boundary condi-
tions have been set. At the x2–x3 inlet section, the flow depth 
and the discharge values have been applied, as correspond-
ing to the companion experimental test. As for the x2–x3 
outlet cross section, the gradient of the flow velocity was 
set to zero in the direction (x1) orthogonal to the x2–x3 plane 
(outflow boundary condition), a fixed value was imposed to 
the pressure, while the VoF technique has been enforced for 
the tracking the flow free surface. 

Results

Experiments

Seventy experimental tests have been executed, with dif-
ferent flowrates (Q), stem diameters (d) and distances 
along both the streamwise and the spanwise directions, in 
both uniform and/or steady flow conditions, the first ones 
obtained by operating a sluice gate on the downstream 
side of the flume. In a few cases, a hydraulic jump was 
observed in the reach populated by stems or along the 
flume, even though near the site were the drag force was 
measured, the flow was gradually varied or practically uni-
form. The water-level profiles (h) and the drag forces (Fp) 
on the rods connected to the central plate have been meas-
ured. With given stem diameters and distances, tests have 
been executed with flowrate values of about Q = 3.0, 5.0, 
8.0, 11.0, 14.0 and 16.0 l/s (Table 3). The measurement 
relative error associated to the latter flowrates ranged from 
0.007 to 0.015. The water depths were observed through 
the transparent flume walls and frequently checked with 
a point gauge. Due to the free-surface waves, the water 
levels varied in the portion of the flume populated by the 

Table 2  Fluid properties used in the numerically simulated flow case

Air density Water density Air kinematic 
viscosity

Water kinematic 
viscosity

1.225 kg/m3 1000 kg/m3 1.48 × 10−5  m2/s 1.0 × 10−6  m2/s

Fig. 6  Computational grid in 
the control volume of the simu-
lated flow case (D3 arrange-
ment): a cross-sectional view, 
b side view, c top view and d 
close-up around single rod
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rods, and also around each single rod. As a consequence, 
the level measurements were not straightforward, and we 
associated to the latter an accuracy of about 2 mm. Thus, 
the drag forces measured with the load cell were fluctuat-
ing in time, so that we have considered the average values. 
For the highest flow velocities, on the first rows of cylin-
ders encountered by the flow, evident run-up phenomena 
were observed (increasing flow levels on the upstrem por-
tions of the cylindrical rods), that became less evident 
in the subsequent rows (see also  “Flow visualization”, 
Figs. 18 and 19). The flow depths in Table 3 were obtained 
by linearly interpolating the depths observed under the 
measuring plate and somewhat upstream and downstream. 
The mean velocity was computed on the basis of the meas-
ured discharge and the mean flow depth.

Figures 7a, b and 8a, b show, as an example, the meas-
ured water-level profiles (along the whole channel and in 
the zone populated by the rods) in the case of two different 
experimental tests (tests 3 and 19 of Table 3), respectively.

More generally, and under a qualitative viewpoint, it 
results that the initial flow condition is deeply altered in the 
zone populated by the rods, due to the process of interaction 
between the flow and the rods themselves. It can be noticed 
from Fig. 7 that the water-level profile in the zone populated 

Table 3  Results of the experimental tests

Test Q (l/s) Flow h1 (cm)
(upstream)

h2 (cm)
(downstream)

Fp (N)

1 5.24 GV 2.50 2.48 0.19
2 7.95 GV 3.15 3.19 0.29
3 10.83 GV 3.81 4.30 0.44
4 5.27 GV 5.39 4.96 0.55
5 7.87 GV 7.26 6.74 1.08
6 10.86 GV 9.06 8.08 1.61
7 13.55 GV 10.56 9.58 2.16
8 3.02 GV 3.50 3.50 0.29
9 5.24 GV 2.32 2.11 0.05
10 7.91 GV 2.79 2.61 0.10
11 10.92 GV 3.50 3.50 0.16
12 13.71 GV 4.02 3.91 0.20
13 16.54 GV 4.50 4.50 0.25
14 2.86 U 5.70 5.70 0.13
15 5.31 U 8.50 8.50 0.35
16 7.99 U 11.69 11.46 0.59
17 3.07 U 4.00 4.00 0.03
18 5.36 U 6.90 6.90 0.05
19 7.95 U 9.97 10.14 0.10
20 5.24 GV 3.70 3.70 0.20
21 7.99 GV 5.08 5.15 0.33
22 10.92 GV 6.50 6.50 0.50
23 13.77 GV 7.94 7.75 0.66
24 5.24 GV 3.53 3.38 0.15
25 7.96 GV 4.95 4.82 0.24
26 10.96 GV 5.94 6.29 0.33
27 13.77 GV 7.34 7.00 0.45
28 5.24 GV 2.59 2.46 0.04
29 7.91 GV 3.37 3.38 0.11
30 11.09 GV 3.93 4.15 0.16
31 13.77 GV 4.61 4.86 0.20
32 5.29 GV 5.47 5.31 0.36
33 5.29 U 7.20 7.20 0.31
34 7.90 GV 7.29 7.02 0.79
35 7.99 U 9.50 9.39 0.59
36 10.96 U 12.00 12.00 0.91
37 13.77 U 14.01 13.96 1.31
38 2.94 GV 1.94 1.58 0.10
39 5.24 GV 2.93 2.50 0.28
40 7.82 GV 3.46 4.19 0.45
41 5.73 GV 2.41 2.39 0.05
42 8.56 GV 2.89 3.14 0.10
43 11.55 GV 3.49 3.73 0.14
44 14.62 GV 4.03 4.43 0.20
45 5.18 GV 3.00 3.20 0.12
46 7.76 GV 4.33 4.56 0.26
47 11.52 GV 5.77 5.94 0.39
48 14.57 GV 7.33 7.30 0.50
49 5.83 U 6.95 7.05 0.26

GV gradually varied, U uniform
a The case simulated numerically

Table 3  (continued)

Test Q (l/s) Flow h1 (cm)
(upstream)

h2 (cm)
(downstream)

Fp (N)

50 8.58 U 8.50 8.50 0.53
51 11.65 U 11.00 11.00 0.81
52 14.53 U 13.60 13.49 1.09
53 5.77 U 7.67 7.58 0.26
54 8.55 U 9.89 9.68 0.47
55 11.61 U 11.65 11.47 0.79
56 14.62 U 13.63 13.31 1.13
57 5.77 GV 4.57 4.48 0.43
58 8.60 GV 6.34 5.95 0.78
59 11.55 GV 7.83 7.31 1.25
60 14.62 GV 9.20 8.34 1.68
61 5.77 U 6.92 7.03 0.05
62 8.60 U 9.00 9.00 0.12
63 11.65 U 11.00 11.00 0.21
64 14.62 U 12.90 12.90 0.28
65 7.99 U 8.83 8.92 0.03
66 11.01 U 10.33 10.42 0.04
67a 13.88 U 12.68 12.77 0.05
68 7.84 GV 2.75 2.50 0.05
69 10.83 GV 3.42 3.06 0.07
70 13.55 GV 3.87 3.51 0.11
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by the rods is gradually varied, while that depicted in Fig. 8 
is practically uniform.

Drag coefficient

Using the values of the measured drag forces (Fp) on the 
group of rods connected to the measuring plate, the drag 
coefficient has been evaluated as (Np is the number of 
stems hold by the plate):

where h and V are the mean water depth and velocity, respec-
tively, as computed as said above. For the evaluation of the 
drag coefficient, the force has been considered as equally 
distributed on the different rods of the group. Values of CD in 
the range of about 0.3–1.4 have been obtained in executing 

(20)CD =
2Fp

Np�hdV
2

the different tests. Figure 9 reports the behavior of CD with 
the Reynolds number Red with different values of λ (note that 
the values of λ are only seven, instead of eight, due to the 

Fig. 7  Water-level profiles in the case of test 3 of Table 3 (s = 8.48 cm, d = 1.0 cm, Q = 10.83 l/s, i = 2.02%, arrangement D4): a entire flume, b 
zone populated by rods

Fig. 8  Water-level profiles in the case of test 19 of Table 3 (s = 8.48 cm, d = 1.0 cm, Q = 7.95 l/s, i = 0.48%, arrangement D4): a entire flume, b 
zone populated by rods

Fig. 9  Variation of CD with Red at different λ 
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fact that the tests with stem diameter of 0.8 cm and arrange-
ment D4 have not been executed).

The graph in Fig. 9 exhibits the highest values of CD at the 
highest values of λ and remains more or less constant with 
Red. At increasing values of Red, those of CD tend to become 
constant with given values of λ, and this result is similar to 
that of Kothyari et al. (2009). Overall, the values obtained in 
the present work are smaller with respect to those of Kothyari 
et al. (2009) with the same λ, but this has to be attributed to the 
different rod arrangements in the two cases (triangular mesh 
in the case of Kothyari et al. 2009, square mesh in the present 
case). Figure 10 reports the behavior of CD with the Reyn-
olds number ReH = 4VRH/ν, in which RH = (bh)/(b + 2h) is the 
hydraulic radius and V is the mean velocity with V = Q/(bh). 
Also in this case, it can be noticed that in the graph in Fig. 10, 
CD increases with λ, remaining constant with ReH. We may 
note also that the Reynolds number ReH (based on the hydrau-
lic radius RH) ranges between 2.3 × 104 and 1.4 × 105. However, 
these values correspond to the vegetation Reynolds numbers 
of Cheng and Nguyen (2011) of 3.0 × 104 and 1.6 × 106, being 
this last value remarkably larger than 6 × 105, the maximum 
actually considered by Cheng and Nguyen (2011). On the basis 
of the values given by Eq. (20), we computed the mean values 
of the drag coefficient (CDm) for each λ, as reported in Table 4, 
together with their standard deviations (σCD).

These data (also represented in Fig. 11) are satisfacto-
rily interpolated by the following logarithmic expression 
(r2 = 0.92):

Equation 21 is proposed for the evaluation of the drag coef-
ficient associated to the flow resistance due to rigid emergent 
vegetation as distributed on a square mesh and can be used 
in both gradually varied and uniform flow cases.

To assess the experimental data dispersal, we also con-
sidered all the CD values (not only the mean for each λ), as 
shown in Fig. 12. The regression equation is:

that is in practice the same as Eq. (21). The coefficient of 
determination (r2) is 0.69, the maximum relative error is 
+ 77%, the minimum is − 27% and the average of absolute 
values of the relative errors is 14%.

As shown in Fig. 12, most of the experimental data fall 
between the two lines CD ± 0.2 CD. To assess more com-
pletely the weak dependence of CD on flow variables other 
than λ, we computed the regression equations CD = CD (λ, 
Red) and CD = CD (λ, h/d), seeing that neither of the two 
significantly improves the correlation with λ only as inde-
pendent variable. As an example, in Fig. 13 we show the 
computed versus the experimental CD values considering 
the equation CD = 0.341(100�)0.293Re0.097

d
 , and also in this 

(21)CDm = 0.211 ln (100�) + 0.784

(22)CD = 0.211 ln (100�) + 0.790

Fig. 10  Variation of CD with ReH at different λ

Table 4  Values of CDm and σCD 
at different λ 

λ (%) CDm σCD

0.31 0.57 0.15
0.48 0.67 0.09
0.78 0.64 0.15
0.97 0.77 0.11
1.21 0.85 0.10
2.79 0.94 0.08
4.36 1.16 0.17

Fig. 11  Variation of CDm with λ 

Fig. 12  Variation of CD with λ 
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case most of the experimental points are contained between 
the two lines CD ± 0.2 CD. As a conclusion, we can say that, 
in considering more variables than those in Eq. (22), the 
regression analysis does not significantly improve, and λ 
remains the main variable on which CD depends. In this 
case, being the CD value Reynolds number-independent, the 
flow structure depends only on the Froude number. Equa-
tion (4) proposed by Kothyari et al. (2009) for a staggered 
arrangement can be suitably used, by replacing the constant 
1.53 with 0.9.

In this latter case, the maximum relative error is + 74%, 
the minimum is − 31%, the average of absolute values of 
relative errors is 15%. Also Eq. (8) proposed by Cheng and 
Nguyen (2011) can be used, by only replacing the constant 
0.7 with 0.5. The max relative error is + 90%, the minimum 
is − 27%, the average of absolute values of relative errors is 
16%. In Fig. 14, Eq. (21) together with experimental data 
obtained by other authors is shown. As for other authors, 
we plotted the maxima and minima drag coefficients CD for 

a given density, as observed by Li and Shen (1973), James 
et al. (2004), Stone and Shen (2002), Ishikawa et al. (2000), 
Kothyari et al. (2009), and those computed by Cheng and 
Nguyen (2011), as they resulted from Eq. (8). One can note 
that (1) in any case CD increases with λ, (2) the data related 
to parallel stem arrangements are limited to those gathered 
by Li and Shen (1973).

Momentum equation

The momentum equation applied to given control volumes 
has been used for the calculation of the drag force (see 
“Materials and methods”). Flow cases characterized by both 
uniform and nonuniform water-level profiles have been con-
sidered, and walls and bed were assumed as being smooth. 
The results have been compared with the experimental data 
Fp (Fig. 15a, b), as related to the laboratory tests. The com-
parisons shown in Fig. 15a, b exhibit mean relative errors, 
respectively, of 39% and 33%. In terms of drag coefficients, 
the agreement with the observed values is poorer, as shown 
in Fig. 16, where the points outside the lines CD ± 0.2 CD are 
several. There is a reason for this fact. 

If, for the sake of simplicity, in Eq. (10) one considers 
S1 = S2 = M1 = M2 = 0 (case of uniform flow), and by con-
sidering negligible the shear force T, one ends with F = P. It 
can be shown that, by considering the derivative of CD with 
respect to h, the relative errors are the double with respect 
to those associated to the direct measurements of the force 
Fp. Thus, direct measurements of Fp, although in many cases 
not easy to perform are strongly advisable.

Fig. 13  Computed CD versus experimental

Fig. 14  Drag coefficient versus areal density
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Numerical results

At the beginning of the simulated test case (test 67 of 
Table 3, the experimentally measured flow is uniform in 
the reach populated by the rods), the channel was initially 
empty and the flow entered through the channel inlet. A 
CPU-based computational system has been used to execute 
the computations.

The simulations were carried out using 16 processors 
through the public domain open MPI implementation of 
the standard message passing interface (MPI) for parallel 

running. The elapsed computational time of the run was 
of about 144 h. The comparison between the computed 
and the experimental water-level profiles in the vegetated 
reach is shown in Fig. 17. Overall, the comparison is rather 
satisfactory.

Flow visualizations

The availability of numerical results (as described 
in  “Numerical results”) offers the opportunity of showing 
flow visualizations. In Fig. 18, a general view of the com-
puted flow free surface is reported. It can be noticed (as 
mentioned before in  “Experiments”) how the initial free-
surface condition is deeply altered in the zone populated 
by the rods, due to the process of interaction between the 
fluid flow and the set of rods. Globally, as mentioned before, 
and under an hydraulic viewpoint, the vegetation basically 
induces an increase in the resistance to flow, and this—in a 
constant flowrate condition—results in decreasing veloci-
ties and increasing water levels. Under a local viewpoint, 
in Fig. 18 the local free-surface disturbances caused by the 
single rods are clearly visible.

Figure 19 clearly shows the (already mentioned) run-ups, 
i.e., the local increases in the water levels on the upstream 
portions of the cylindrical rods, again due to the process 
of interaction between fluid flow and rods (the run-up phe-
nomenon is a very well-known phenomenon for example in 
marine engineering).

Discussion and conclusions

The component of the resistance to flow due to the presence 
of rigid emerging vegetation has been studied experimen-
tally, by mainly analyzing the drag forces exerted by the 
fluid in a laboratory flume onto a number of rigid circular 
cylinders. Parallel rod arrangements have been considered, 
with different diameters, mutual distances, flow depths and 
velocities. The resulting water-level profiles have been gath-
ered, and the drag force on a given number of rods has been 
measured. Some factors of complexity emerged from the 
study, such as: (a) the measurement of the flow levels is not 
straightforward, due to the fact that they vary both in the 
portion of the flume populated by the rods, and around each 
single rod, (b) the drag force is fluctuating in time, so that 
average values have to be considered. As a main result of 
this work, and within the experimental range investigated, 
the drag coefficients were found to depend on the stem den-
sity (densities were investigated from 0.0031 to 0.04), but 
to be substantially independent on the Reynolds number, 
when the latter varies from 2.3 × 104 to 1.4 × 105. The drag 
forces computed by means of the momentum equation were 
comparable to those directly measured, even though larger 

Fig. 15  Comparison between measured Fp and momentum equation 
computed values of Fp (Fs): a uniform flow, b uniform and gradually 
varied flow

Fig. 16  Momentum equation computed drag coefficients versus 
experimental
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errors appear in the drag coefficient values. In order to inves-
tigate the accuracy and the suitability of the k–ω SST tur-
bulence closure model, a first numerical simulation, carried 

out by solving the RANS equations, has given satisfactory 
results. Further work is planned in this direction, toward 
the optimization of the numerical solution, that appears to 

Fig. 17  Comparison between 
measured and numerically 
computed water-level profiles in 
the vegetated reach (test 67 of 
Table 3)

Fig. 18  Numerically simulated 
flow case. General view of free 
surface with rods

Fig. 19  Numerically simulated 
flow case. Close-up view of free 
surface with rods



985Acta Geophysica (2019) 67:971–986 

1 3

be a favorable option in order to overcome the complexities 
associated to the performing of experimental measurements.

Acknowledgements The authors would like to thank the reviewers and 
the editor for their constructive suggestions and comments, which were 
very helpful in improving the quality of this work.

References

Aberle J, Jarvela J (2013) Flow resistance of emergent rigid and flexible 
floodplain vegetation. J Hydraul Res 51(1):33–45

Alfonsi G (2009) Reynolds averaged Navier–Stokes equations for turbu-
lence modeling. Appl Mech Rev. https ://doi.org/10.1115/1.31246 
48

Alfonsi G, Lauria A, Primavera L (2012a) Structures of a viscous-wave 
flow around a large-diameter circular cylinder. J Flow Vis Image 
Process 19(4):323–354

Alfonsi G, Lauria A, Primavera L (2012b) Flow structures around 
a large-diameter circular cylinder. J Flow Vis Image Process 
9(1):15–35

Alfonsi G, Lauria A, Primavera L (2013a) Proper orthogonal flow 
modes in the viscous-fluid wave-diffraction case. J Flow Vis 
Image Process 24(4):227–241

Alfonsi G, Lauria A, Primavera L (2013b) On evaluation of wave forces 
and runups on cylindrical obstacles. J Flow Vis Image Process 
20(4):269–291

Alfonsi G, Lauria A, Primavera L (2015) The field of flow structures 
generated by a wave of viscous fluid around vertical circular cyl-
inder piercing the free surface. Procedia Eng 116:103–110

Alfonsi G, Lauria A, Primavera L (2017) Recent results from analysis 
of flow structures and energy modes induced by viscous wave 
around a surface-piercing cylinder. Math Probl Eng. https ://doi.
org/10.1155/2017/58759 48

Armanini A, Righetti M, Grisenti P (2005) Direct measurement of veg-
etation resistance in prototype scale. J Hydraul Res 43(5):481–487

Baptist MJ (2005) Modelling floodplain biogeomorphology. Ph.D. 
thesis. Delft University of Technology, The Netherlands. ISBN 
90-407-2582-9

Bennett SJ, Simon A (2004) Riparian vegetation and fluvial geomorfol-
ogy. American Geophysical Union, Washington

Bodnár T, Příhoda J (2006) Numerical simulation of turbulent free-
surface flow in curved channel. Flow Turbul Combust 76:429–442

Calomino F, Alfonsi G, Gaudio R, D’Ippolito A, Lauria A, Tafaro-
jnoruz A, Artese S (2018) Experimental and numerical study of 
free-surface flows in a corrugated pipe. Water 10:638

Carollo FG, Ferro V, Termini D (2002) Flow velocity measurements in 
vegetated channels. J Hydraul Eng 128(7):664–673

Carollo FG, Ferro V, Termini D (2005) Flow resistance law in 
channels with flexible submerged vegetation. J Hydraul Eng 
131(7):554–564

Cheng NS, Nguyen HT (2011) Hydraulic radius for evaluating resist-
ance induced by simulated emergent vegetation in open-channel 
flow. J Hydraul Eng 137(9):995–1004

Choi SU, Kang H (2004) Reynolds stress modeling of vegetate open-
channel flows. J Hydraul Res 42(1):3–11

Defina A, Bixio AC (2005) Mean flow and turbulence in vegetated open 
channel flow. Water Resour Res. https ://doi.org/10.1029/2004W 
R0034 75

D’Ippolito A, Lauria A, Alfonsi G, Calomino F (2018) Flow 
resistance in open channel with rigid emergent vegetation. 
In: Armanini A, Nucci E (eds) Proceedings of the 5th IAHR 
Europe Congress—new challenges in hydraulic research and 
engineering

D’Ippolito A, Ferrari E, Iovino F, Nicolaci A, Veltri A (2013) Refor-
estation and land use change in a drainage basin of Southern Italy. 
iForest 6:175

Erduran KS, Kutija V (2003) Quasi-three-dimensional numerical 
model for flow through flexible, rigid, submerged and non-sub-
merged vegetation. J Hydroinform 5(3):189–202

Fathi-Moghadam M, Kouwen N (1997) Non-rigid, non-submerged 
vegetative roughness on floodplains. J Hydraul Eng 123(1):51–57

Fischer-Antze T, Stoesser T, Bates P, Olsen NRB (2001) 3D numeri-
cal modelling of open-channel flow with submerged vegetation. J 
Hydraul Res 39(3):303–310

Freeman GE, Rahmeyer WH, Copeland RR (2000) Determination 
of resistance due to shrubs and woody vegetation. Technical 
Report-00-25. US Army Corps of Engineers. Engineer Research 
and Development Center

Hirt CW, Nichols BD (1981) Volume of fluid (VOF) method for the 
dynamics of free boundaries. J Comput Phys 39:201–225

Ishikawa Y, Mizuhara K, Ashida S (2000) Effect of density of trees 
on drag exerted on trees in river channels. J For Res 5:271–279

Issa RI (1986) Solution of the implicitly discretized fluid flow equa-
tions by operator-splitting. J Comput Phys 62:40–65

James CS, Birkhead AL, Jordanova AA, Sullivan JJ (2004) Flow resist-
ance of emergent vegetation. J Hydraul Eng 42(4):390–398

Jarvela J (2002) Flow resistance of flexible and stiff vegetation: a flume 
study with natural plants. J Hydrol 269:44–54

Jarvela J (2004) Determination of flow resistance caused by non-sub-
merged woody vegetation. Int J River Basin Manag 2(1):1–10

Jasak H (1996) Error analysis and estimation for the finite volume 
method with applications to fluid flows. Ph.D. thesis. Imperial 
College, London, UK

Kim D, Stoesser T (2011) Closure modeling and direct simulation 
of vegetation drag in flow through emergent vegetation. Water 
Resour Res. https ://doi.org/10.1029/2011W R0105 61

Kothyari UC, Hayashi K, Hashimoto H (2009) Drag coefficient of 
unsubmerged rigid vegetation stems in open channel flows. J 
Hydraul Res 47(6):691–699

Kouwen N, Fathi-Moghadam M (2000) Friction factors for coniferous 
trees along rivers. J Hydraul Eng 126(10):732–740

Kouwen N, Unny TE (1973) Flexible roughness in open channels. J 
Hydraul Div 99(5):713–728

Li RM, Shen HW (1973) Effect of tall vegetations on flow and sedi-
ment. J Hydraul Div 99(5):793–814

Lindner K (1982) Der strömungswiderstand von pflanzenbeständen. 
Mitteilungen 75, Leichtweiss-Institut fur Wasserbau, TU Braun-
schweig (Doctoral thesis)

Liu D, Diplas P, Fairbanks JD, Hodges CC (2008) An experimental 
study of flow through rigid vegetation. J Geophys Res. https ://doi.
org/10.1029/2008J F0010 42

López F, García M (1997) Open-channel flow through simulated veg-
etation: Turbulence modeling and sediment transport. US Army 
of engineers waterway experiment station wetlands research pro-
gram. Technical Report WRP-CP-10

López F, García M (2001) Mean flow and turbulence structure of open 
channel flow through non-emergent vegetation. J Hydraul Eng 
127(5):392–402

Menter FR, Kuntz M, Langtry R (2003) Ten years of industrial experi-
ence with the SST turbulence model. In: Proceedings of the 4th 
international symposium on turbulence, heat and mass transfer, 
Antalya, Turkey, Begell House Inc., 12–17 Oct 2003, pp 625–632

Mulahasan S, Stoesser T (2017) Flow resistance for in-line vegetation 
in open channel flow. Int J River Basin Manag 15(3):329–334

Neary VS (2003) Numerical solution of fully developed flow with veg-
etative resistance. J Eng Mech 129(5):558–563

Nepf HM (1999) Drag, turbulence and diffusion in flow through emer-
gent vegetation. Water Resour Res 35(2):479–489

https://doi.org/10.1115/1.3124648
https://doi.org/10.1115/1.3124648
https://doi.org/10.1155/2017/5875948
https://doi.org/10.1155/2017/5875948
https://doi.org/10.1029/2004WR003475
https://doi.org/10.1029/2004WR003475
https://doi.org/10.1029/2011WR010561
https://doi.org/10.1029/2008JF001042
https://doi.org/10.1029/2008JF001042


986 Acta Geophysica (2019) 67:971–986

1 3

Nepf HM, Vivoni ER (2000) Flow structure in depth-limited vegetated 
flow. J Geophys Res 105(C12):28547–28557

OpenFOAM® (2012) User guide. https ://cfd.direc t/openf oam/user-
guide /. Accessed 3 Dec 2017

Pasche E, Rouvé G (1985) Overbank flow with vegetatively roughened 
flood plains. J Hydraul Eng 111(9):1262–1278

Petryk S, Bosmajian G (1975) Analysis of flow through vegetation. J 
Hydraul Div 101(7):871–884

Righetti M (2008) Flow analysis in a channel with flexible vegetation 
using double averaging method. Acta Geophys 56(3):801–823

Schlichthing H (1979) Boundary layer theory. McGraw-Hill, New York
Shimizu Y, Tsujimoto T (1994) Numerical analysis of turbulent open 

channel flow over a vegetation layer using a k–ε turbulence model. 
J Hydrosci Hydraul Eng 11(2):57–67

Stephan U, Gutknecht D (2002) Hydraulic resistance of submerged 
flexible vegetation. J Hydrol 269(1–2):27–43

Stoesser T, Wilson CAME, Bates PD, Dittrich A (2003) Application 
of a 3D numerical model to a river with vegetated floodplains. J 
Hydroinform 5(2):99–112

Stoesser T, Kim SJ, Diplas P (2010) Turbulent flow through idealized 
emergent vegetation. J Hydraul Eng 136(12):1003–1017

Stone MC, Shen HT (2002) Hydraulic resistance of flow in channel 
with cylindrical roughness. J Hydraul Eng 128(5):500–506

Tanino Y, Nepf HM (2008) Laboratory investigation of mean drag 
in random array of rigid, emergent cylinders. J Hydraul Eng 
134(1):34–41

Temple DM (1986) Velocity distribution coefficients for grass-lined 
channels. J Hydraul Eng 112(3):193–205

Vargas-Luna A, Crosato A, Calvani G, Uijttewaal WSJ (2016) Repre-
senting plants as rigid cylinders in experiments and models. Adv 
Water Resour 93:205–222

Wang H, Tang HW, Yuan SY, Lv SQ, Zhao XY (2014) An experimen-
tal study of the incipient bed shear stress partition in mobile bed 
channels filled with emergent rigid vegetation. Sci China Technol 
Sci 57(6):1165–1174

Wilcox DC (1998) Turbulence modeling for CFD. DCW Industries, 
La Cañada

Wu F, Shen HW, Chou YJ (1999) Variation of roughness coefficients 
for unsubmerged and submerged vegetation. J Hydraul Eng 
125:934–942

https://cfd.direct/openfoam/user-guide/
https://cfd.direct/openfoam/user-guide/


Vol.:(0123456789)1 3

Acta Geophysica (2019) 67:987–997 
https://doi.org/10.1007/s11600-019-00292-4

RESEARCH ARTICLE - SPECIAL ISSUE

Effect of two distinct patches of Myriophyllum species on downstream 
turbulence in a natural river

Łukasz Przyborowski1  · Anna Maria Łoboda1  · Robert Józef Bialik2 

Received: 17 September 2018 / Accepted: 16 April 2019 / Published online: 29 April 2019 
© The Author(s) 2019

Abstract
Velocity profiles upstream and downstream of two aquatic plant species that are similar in morphology but differ in patch 
structures were measured in a natural river. Turbulence statistics were analyzed after thorough data filtering. In the wake of 
the M. alterniflorum, which was a slender, 0.3 m wide and 1.2 m long patch of aspect ratio 1:4, there were distinctive peaks 
in both, turbulence intensity and turbulent kinetic energy, which indicated increased lateral mixing. In contrast to the M. 
alterniflorum, turbulence statistics in the wake of the M. spicatum, which was the larger, 2 m wide and 2.4 m long patch of 
aspect ratio 1:1.5, indicated increased lateral shear of a greater magnitude. The turbulent kinetic energy was diminished in 
the closest layer to the bed downstream the both plants, although, in the case of M. alterniflorum, the observed values were 
similar to those upstream. The occurrence of the mixing layer below the height of M. spicatum was visible in the power 
spectral density plot. In both cases, ejections in the wake diminished in favor of other coherent structures. The shape and 
configuration of a patch are decisive factors governing the occurrence of flow instabilities downstream of the patch.

Keywords Aquatic plants · Mixing layer · Turbulence · Flow field · Flexible vegetation patches

Introduction

The role and performance of both aquatic and riparian plants 
in rivers have been intensively investigated in recent years by 
in situ measurements (e.g., Biggs et al. 2016; Cameron et al. 
2013; Cassan et al. 2015; Naden et al. 2006; Sukhodolova 
and Sukhodolov 2012; Västilä et al. 2015) and laboratory 
experiments (e.g., Kubrak et al. 2015; Liu et al. 2017; Sinis-
calchi and Nikora 2013; Termini and Di Leonardo 2017). 
The growing interest in the complexity of flow–biota–sedi-
ment interactions and their impacts on flow resistance and 
transport processes and thus, on river management (Aberle 

and Järvelä 2015; Gurnell et al. 2012; Nepf 2012a; Nikora 
2010) stresses the need for further studies to be conducted.

Plants in the form of individual patches that are much 
smaller than the river width are common in natural condi-
tions (Siniscalchi et al. 2012). Each patch contributes to the 
flow blockage factor, which depends on the drag coefficient, 
patch density and diameter (Ortiz et al. 2013). These coef-
ficients have a subtler influence on the detailed flow field due 
to the multiple scales at which a plant interacts with the flow, 
creating various effects in the form of boundary and mixing 
layers (Nikora 2010). The identification of a single phenom-
enon like stem induced vortices is very difficult due to the 
intersection of different-scale effects (Aberle and Järvelä 
2013). In response to this issue, the superposition of multiple 
individual concepts that can describe the flow downstream 
of vegetation was proposed by Nikora et al. (2013).

The vortices occur at different scales; some propagate 
from individual stems as flows separate from their boundary, 
while others originate from the Kelvin–Helmholtz instabil-
ity at the patch boundaries (Nikora 2010). For example, the 
distinct phenomena observed in the wake of a patch, which 
has higher drag than the bed, are patch-scale turbulences in 
the form of vertical and horizontal vortices, which propa-
gate downstream (Aberle and Järvelä 2015). In the case of 
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emergent vegetation, horizontal patch-scale vortices are 
prone to merge after reaching a certain distance, which 
depends on the patch diameter and density (Nepf 2012a). 
These phenomena limit the area of decreased velocity where 
sediment deposition is increased downstream of the plant 
(e.g., Liu et al. 2017).

In a vegetated channel, the energy cascade is disturbed by 
the occurrence of coherent structures (e.g., Nezu and Naka-
gawa 1993). In the flow over a sandy mobile bed without 
vegetation, a bursting cycle occurs, where sweeps and ejec-
tions mostly contribute to turbulence close to the boundary 
layer (Grass 1971). Ghisalberti and Nepf (2006) and further 
Chen et al. (2013) revealed that the character of secondary 
currents changes from ejections to sweeps within the canopy. 
Within a patch of flexible vegetation, sweeps bend the stems 
and ejections are responsible for lifting them (Sukhodolova 
and Sukhodolov 2012). Sweeps within the canopy are domi-
nant over the ejections, as revealed in studies by, for exam-
ple, Chen et al. (2013) and Termini and Di Leonardo (2017). 
In addition, within a plant patch, naturally flexible vegetation 
tends to undergo dynamic reconfiguration correlated with 
ambient flow. This behavior can suppress increased turbu-
lence intensities, shear stresses and flow separation, which 
are common for rigid obstacles in water (Ghisalberti and 
Nepf 2006; Siniscalchi and Nikora 2013).

Theories describing flow disturbances in the presence 
of flexible, naturally growing aquatic vegetation are still 
highly limited due to the complexity of physical laws 
governing turbulent flow and the heterogeneity of natural 
conditions in each studied case. Following recent trends 
in vegetated flow investigations (Sukhodolov 2015), an 
experiment involving the deployment of an acoustic Dop-
pler velocimeter around two common aquatic macrophytes 
in a natural river was conducted to measure 3D velocity 
field. A discussion of raw data reliability using a Vectrino 
Profiler was included in a previous paper by the authors 
(Przyborowski et al. 2018b). The two species investigated, 
namely, Myriophyllum alterniflorum L. and Myriophyllum 
spicatum L., are characterized by similar morphologies 
(Kłosowski and Kłosowski 2007; Wilson and Ricciardi 
2009); therefore, in response to flow stresses, individual 
stems of comparable diameter and with the same internal 
structure should respond in a replicable manner. This simi-
larity raises the question of how the dimensions and con-
figuration of the patch alter flow properties downstream. 
As Nikora et al. (2008) showed, patch width (Wc) to the 
flow width (W) ratio is one of the meaningful plant rough-
ness parameters. In this study, both patches had uniformly 
covered a small part of the bed; however, M. spicatum had 
much higher value of Wc/W, and therefore, it was expected 
to produce similar flow instabilities to those of submerged 
meadows as described by Nepf (2012a), for example. The 
obtained results showed differences in the velocity profiles 

between plant patches. This paper shows the development 
of these results; after thorough data filtering, the statistical 
analysis of turbulence was conducted to determine the flow 
instabilities caused by the two distinct patches.

Study site

The present experiments were conducted at two sites in 
the Świder River in Poland, which is a sandy bed, low-
land river with a width of approximately 20 m. During 
the first experiment on July 16, 2016, the discharge was 
2.46 m3 s−1. A slender, 0.3 m wide and 1.2 m long patch 
(aspect ratio 1:4) of M. alterniflorum was found approxi-
mately 2 m from the right bank in 0.35 m deep water and 
two pairs of velocity profiles were measured (Fig. 1a, b). 
During the second experiment on September 22, 2016, the 
discharge was lower, i.e., 1 m3 s−1, and the water depth 
was approximately 0.25 m. A patch of M. spicatum, which 
covered an approximately 2 m wide and 1.5–2.4 m long 
area (the aspect ratio was approximately 1:1.5 due to the 
irregular shape of the patch; also, the velocity profiles 
were placed not in the centerline of the patch but closer to 
its edge, as shown in Fig. 1d) was found 1 m from the left 
bank (Fig. 1d, e). In both experiments, the average differ-
ence in water depth between the upstream and downstream 
profiles was approximately 3 cm. Ripples were observed 
on the sandy bed. However, no bed elevation changes were 
observed during any 3 min long recording. In the vicinity 
of the experimental sites, there were no other obstacles 
on the riverbed; therefore, the upstream profiles represent 
undisturbed ambient open-channel flow.

Although the number of stems per unit bed area was not 
measured, the second patch was visually denser (Fig. 1b, 
e). Both investigated plant species belong to group of fully 
submerged types of vegetation. The species are character-
ized by similar morphologies of stems and leaves (Fig. 1c, 
f). The only difference was that the individual stems of M. 
spicatum were approximately 0.20 m shorter than those 
of M. alterniflorum. The diameter of the stem, which has 
a wheel-like internal structure (Łoboda et al. 2018b), was 
approximately 2 mm (Fig. 1g, h). Thin, 10–20 mm long 
whorled leaves grew in sets of three per node along the 
stem (Kłosowski and Kłosowski 2007). Differences in 
biomechanical properties between the two investigated 
species, which might influence the obtained turbulence 
statistics, were not evaluated due to the assumption of 
similar average flexural rigidities for plants with similar 
morphologies (Fig. 1c, f), stem diameters and cross-sec-
tions (Fig. 1g, h) (experiments were conducted after the 
rapid growth season of the plants; Łoboda et al. 2018a; 
Tymiński and Kałuża 2012).
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Materials and methods

Water velocity measurements were performed using an 
acoustic Doppler velocimeter, the Vectrino Profiler (VP) 
(revision 2779/1.32, Nortek AS, Rud, Norway). During the 
measurements, the following VP setup was used: minimum 
ping algorithm; 50 Hz recording frequency; high power 
level; and a velocity range 0.2 m s−1 higher than the first 
recorded mean value. In the first experiment, the first pair 
of profiles was obtained 0.27 m downstream and 0.47 m 
upstream of the plant, and the second pair of profiles was 
obtained 0.35 m downstream and 0.22 m upstream of the 
plant (Fig. 1a). In the second experiment, one pair of pro-
files was obtained at points 0.36 m downstream and 0.45 m 
upstream (Fig.  1d), measured simultaneously with two 

VP units. It is also worth noting that the distance between 
upstream and downstream profiles was two times larger for 
the second patch than for the first patch due to the length 
of the patches (Fig. 1a, d). Each profile was created from 
a series of individual 3 min recordings taken at different 
water heights. Results from the velocity measurements were 
depicted using normalized height, i.e., a Z/H scale, where 
Z represents the height of the measurement point above the 
bed and H represents the local water depth. The average 
height of the main body of the plant was approximately 
Z/H = 0.5 for M. alterniflorum and approximately Z/H = 0.4 
for M. spicatum.

Before using the recorded velocities to calculate turbu-
lence characteristics, a filtering procedure was applied to the 
recorded velocities to remove low-quality or noise-related 

Fig. 1  Schematics of the two patches with locations of measured pro-
files (a, d); photographs taken at the experimental sites (b a patch of 
M. alterniflorum; e a patch of M. spicatum with a platform used to 
hold velocimeters); photographs of examples of individual stems and 

plant stem cross-sections (c, g M. alterniflorum; f, h M. spicatum). 
Please note the white strip in the photograph b is 0.5 m long ruler, 
and the photograph, e does not show actual placement of measure-
ment profiles
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artifacts of the VP (Brand et al. 2016; Koca et al. 2017; 
Thomas et al. 2017). The procedure was as follows: (1) the 
cell with the best signal-to-noise ratio (SNR) and within 
a “sweet spot,” i.e., the distance from the VP transducers 
where the signal beams were best correlated, was chosen 
from each data recording; (2) the record from the chosen cell 
was cleared of fragments with an SNR below 15 dB or cor-
relation below 70% and replaced with interpolating neigh-
boring values; (3) spikes were removed using a phase-space 
thresholding filter (Goring and Nikora 2002, with modifica-
tions by Wahl 2003 and Parsheh et al. 2010).

The signal-to-noise ratio during the velocity measure-
ments near M. alterniflorum was generally above 20 dB 
in points in the “sweet spot,” and the SNR was below this 
level for M. spicatum. To maintain the best accuracy, for 
a few points across profiles, bins outside the “sweet spot” 
had to be chosen; therefore, the results, even after filtering 
procedures, must be interpreted with caution. Due to the 
low SNR values of the points closest to the bottom, some of 
them were removed from results. The lowest measured point 
downstream of M. alterniflorum, showed in the results, was 
7 cm above the bed in the first profile; 4 cm above the bed 
in the second downstream profile, whereas the lowest point 
downstream of M. spicatum was 2 cm above the bed.

Turbulence characteristics were calculated using recorded 
and filtered velocity fluctuations in longitudinal (u′), trans-
verse (v′) and first vertical (w′) directions. The Reynolds 
stresses were formulated as follows:

the normalized turbulence intensities are:

where Ū denotes the time-averaged longitudinal velocity;
and the turbulent kinetic energy is:

In addition, these characteristics were made noise-free 
due to the availability of redundant information for two ver-
tical velocities recorded by the VP (Hurther and Lemmin 
2001; Voulgaris and Trowbridge 1998) by subtracting the 
calculated noise variance in each direction from the cor-
responding velocity variance. To show the power spectral 
densities, a script implemented in MATLAB was used, i.e., 
the Welch (1967) method. A Hamming window function and 
discrete Fourier transform points equal to 512 with a 50% 
overlap were chosen (Koca et al. 2017).

Quadrant analysis was performed using a bursting cycle 
detection method (Franca et al. 2014). Shear events were 
detected using the following thresholds:

(1)u′v′, v′w′ and u′w′,

(2)TIU =

√
u�2

Ū
, TIV =

√
v�2

Ū
, and TIW =

√
w�2

Ū
,

(3)TKE =
1

2

(
(u�)

2 + (v�)
2 + (w�)

2
)
.

for outward interactions,

for ejections,

for inward interactions,

and for sweeps,

where the threshold σh was obtained by the following 
equation

and the thresholds σ+ and σ−, by:

H represents the hole size, which was 1.8 as this value is 
commonly used for open-channel flows (e.g., Liu et  al. 
2016), although, in order to consider weak events, this value 
could be lower, i.e., 1.2 as suggested by Luchik and Tieder-
man (1987) or even 0.2 as used by Bialik (2013). However, 
Poggi et al. (2004) and Chen et al. (2013) used a value of 3 
in their experiments with vegetation in laboratory conditions 
for a classical detection method. Urms and Wrms were equal 
to the root mean squares of the longitudinal and vertical 
velocities, respectively.

Results

The mean longitudinal velocities were decreased by 43% 
to 50% in each of the downstream profiles in compari-
son with upstream profiles (Fig. 2). The mean transverse 
and vertical velocities did not change significantly around 
M. alterniflorum, although in the case of M. spicatum, the 
mean transverse velocities had positive values, from 0.100 
to 0.180 m s−1 downstream through the whole height of the 
plant patch, while upstream they oscillated from − 0.002 to 
0.009 m s−1 (Fig. 2).

The measured normalized turbulence intensities were, 
on average, 77% to 168% higher downstream of M. alterni-
florum and 25% to 198% higher downstream of M. spi-
catum, than upstream of them (Fig. 3). Below the height 
of the M. alterniflorum patch, the highest TI values were 
detected in the downstream profile 2 which indicated that 
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± = ± 2.5 × Urms.
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mixing was developing in the farther profile. Downstream 
of the M. spicatum there was a distinctive peak in points at 
Z/H = 0.29 and Z/H = 0.26, where the TIU and TIV were four 
to nine times higher than closest corresponding points in 
height upstream, denoting increased mixing (Fig. 3), as was 
expected for the larger patch. However, the TIW values in this 
region were noticeably low.

The turbulent kinetic energy (TKE) profiles downstream 
of the investigated plants showed trends opposite to those 
of the turbulence intensities, i.e., the TKE was higher above 
the main body of the plant than below that height (Fig. 4). 
At Z/H = 0.5, i.e., the height of the M. alterniflorum canopy, 
the TKE was 0.0013 m2 s−2, equal in both the upstream and 
downstream profile 1; at Z/H = 0.3 the TKE was two times 
lower; farther in the downstream profile 2 and at Z/H = 0.5, 
the TKE value was higher than upstream (Fig. 4), while at 

Z/H = 0.2 it was similar to the upstream profile. Downstream 
of M. spicatum, the TKE profile retained a distinctive peak 
in the same spot as the turbulence intensities, i.e., below the 
maximal height of the canopy, which was 0.0029 m2 s−2, 
and the lowest value of 0.0004 m2 s−2 was registered above 
that height (Fig. 4).

The absolute tangential Reynolds stresses showed fewer 
changes between the upstream and downstream measure-
ments than did the turbulence characteristics as described 
above. For M. alterniflorum, the |||u

′v′
||| and |||v

′w′||| components 
were highest at Z/H = 0.4, measuring 0.35 ⨯  10−3  m2 s−2 and 
0.54 ⨯  10−3  m2 s−2, respectively (Fig. 5). Farther down-
stream, these peaks were lower, i.e., at Z/H = 0.2 (Fig. 5). 
Profiles of |||u

′w′||| showed elevated values of approximately 
0.2 ⨯ 10−3 m2 s−2 at points closest to the bed. Downstream 

Fig. 2  Mean longitudinal Ū , 
transverse V̄  and vertical W̄ 
velocities of the first and second 
pair of profiles downstream and 
upstream of M. alterniflorum 
and of one pair of profiles in 
the experiment with M. spica-
tum. Note that the dotted lines 
indicate the average height of 
the plant

Fig. 3  Normalized turbulence 
intensities of the first and sec-
ond pair of profiles downstream 
and upstream of M. alterniflo-
rum and of one pair of profiles 
in the experiment with M. 
spicatum. Note that the dotted 
lines indicate the average height 
of the plant
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of M. spicatum, the highest peaks occurred slightly below 
the canopy height, where the |||u

′v′
||| , 
|||u

′w′||| and |||v
′w′||| compo-

nents were 0.24, 0.12 and 0.06 ⨯ 10−3 m2 s−2, respectively, 
indicating a layer of increased shear (Fig. 5).

The power spectral density (PSD) plots of the longi-
tudinal velocity fluctuations (Fig. 6) showed inconsisten-
cies between the three measured pairs of profiles, i.e., in 
the first pair, the PSD was higher in the upstream profile; 
in the second pair, it was the same as that downstream; 
and, for M. spicatum, the downstream profile had a higher 
spectral density. The magnitude of downstream fluctua-
tions throughout the whole spectrum also varied in each 
case, i.e., at the 2 Hz frequency in the first profile, it was 
below  10−4  (m2 s−2)  Hz−1; farther downstream, it increased 
slightly; and it was highest for the second species. Notably, 

the slope of the PSD in the second pair of profiles exhib-
ited the best fit to the − 5/3 scaling range (Kolmogorov 
1991), which is common for free flow in open channels 
(Nezu and Nakagawa 1993).

Quadrant analysis showed frequent major events in the 
second and fourth quadrants in all upstream profiles (Fig. 7). 
At the two profiles downstream of M. alterniflorum, shear 
stress production was transferred to outward and inward 
interactions, but sweeps and ejections were still present. For 
M. spicatum, the quadrant plot made from a point down-
stream was biased because points near the bottom gener-
ally had poor quality (this was discussed more broadly in 
Przyborowski et al. 2018b), and 32% of the velocity val-
ues were replaced during the filtering procedure. There-
fore, some information from the recording was lost, espe-
cially for inward interactions. However, sweeps tended to 

Fig. 4  Turbulent kinetic energy 
of the first and second pair 
of profiles downstream and 
upstream of M. alterniflorum 
and of one pair of profiles in the 
experiment with M. spicatum. 
Note that the dotted lines 
indicate the average height of 
the plant

Fig. 5  Absolute tangential 
Reynolds stresses of the first 
and second pair of profiles 
in the experiment with M. 
alterniflorum and of one pair of 
profiles in the second experi-
ment with M. spicatum. Note 
that the dotted line indicates the 
average height of the plant



993Acta Geophysica (2019) 67:987–997 

1 3

dominate ejections, as in the two profiles downstream of 
M. alterniflorum.

Discussion

The coverage percentage of plants as well as their location in 
the river cross-section influence on channel blockage (Green 
2005; O’Hare 2015) and sediment deposition (Västilä and 
Järvelä 2018). Przyborowski et al. (2018a) showed that 
patches of Potamogeton pectinatus L. varied due to bed 
conditions and also, that an individual plant patch had a 
very limited impact on the flow. The present study shows 
that single patches of two similar species may have varying 

effects on the local flow field, given the major difference in 
the aspect ratio between these patches, which is consistent 
with the Nikora et al. (2008) research about the physical veg-
etation parameters as roughness descriptors. The obtained 
results of velocities and turbulence intensities downstream 
of M. alterniflorum (Figs. 2, 3) were in line with those of 
Hu et al. (2018). In particular, the water velocity in the plant 
wake was diminished roughly by half, which showed that 
the patch did not completely block the flow (Fig. 2). Down-
stream of M. spicatum, of which diameter was at least three 
times larger and the stems visually covered the whole area 
densely, the results showed strongly increased, in compari-
son with M. alterniflorum, lateral shear below its maximal 
height. Another significant difference between the results 

Fig. 6  Power spectrum of the 
longitudinal velocity fluctua-
tions in the chosen points from 
the first and second pair of pro-
files in the experiment with M. 
alterniflorum, and of one pair of 
profiles in the second experi-
ment with M. spicatum 

Fig. 7  Quadrant analysis using 
the bursting cycle detection 
method at points of specified 
height. Colors represent points 
that were above the threshold in 
each quadrant: green indicates 
outward interactions; red indi-
cates ejections; blue indicates 
inward interactions; and purple 
indicates sweeps
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was decreased turbulent kinetic energy observed close to 
the bed; at the same distance downstream, the decrease in 
turbulent kinetic energy was better pronounced in the case 
of the M. spicatum patch (Fig. 4). On the other hand, quad-
rant analysis showed the same trends in occurrence of the 
secondary currents downstream the both patches.

Effect of patch geometry on downstream turbulence

The turbulent kinetic energy (TKE) was elevated in majority 
of points downstream of M. alterniflorum (Fig. 4). How-
ever, in the downstream profile 1 at Z/H = 0.3, i.e., below 
the maximum height of the canopy TKE was reduced, where 
Hu et al. (2018) showed that TKE should be increased in 
this layer as a sign of elevated shear stresses. In the case 
of M. spicatum, at the maximum canopy height, TKE was 
similar to the profile upstream like in the case of the first 
patch, profile 1 (Fig. 4). For both plants, the TKE inside 
the wake, i.e., below Z/H = 0.2, was reduced, in comparison 
with the values above (Fig. 4), similarly to the experiments 
of Hu et al. (2018). The differences in the magnitude of TKE 
at plant height might be caused by the vertical distribution 
of patch density, where the majority of the stems did not 
reach the maximum height of the canopy (Fig. 8). Thus, 
these results were similar to those observed by Sukhodolov 
and Sukhodolova (2012), where the TKE profile bias, which 
indicated cumulative effect of mixing and boundary layers, 
grew with the density of the vegetation.

The position of the measurement profile close to the M. 
spicatum lateral edge had impact on observed turbulence 
intensities and tangential Reynolds stresses, as it is closer to 
the plant flow lateral boundary. The highest observed peak 
at Z/H = 0.25 in both, longitudinal and transverse turbulence 
intensities, which peak also appeared in |||u

′v′
||| stress, indi-

cated the presence of a lateral shear layer (Rominger and 
Nepf 2011). In comparison with M spicatum, downstream 
of M. alterniflorum patch, |||u

′v′
||| and |||v

′w′||| stresses showed 
about five times smaller lateral transport of momentum at 
Z/H = 0.4 in the first downstream profile, which corre-
sponded to the upper part of the plant and in a lower point, 
i.e., Z/H = 0.25, in the second profile (Fig. 5). That difference 
between produced shear was the direct result of the distinct 
spatial dimensions of the patches (Ortiz et al. 2013).

Similar results as those presented in the paper, showing 
increased Reynolds stresses, were obtained by Biggs et al. 
(2016) in an experiment with a Ranunculus penicillatus 
patch; however, the |||u

′w′||| shear stress was also elevated, in 
contrast to the present study, which may be due to differ-
ences in bed structure, i.e., sand versus gravel/cobbles. The 
comparison of the observed |||u

′w′||| stress and corresponding 
to it turbulence intensities do not support the presence of 
vertical Kelvin–Helmholtz vortices in either of patches, phe-
nomenon which was described, e.g., by Nepf (2012b). The 
cause of such result may be wavy motions of plant stems, 
which is in line with results obtained by Ghisalberti and 
Nepf (2006), who observed that an increase in the variability 
of vegetation height resulted in decreased shear stress.

The PSDs of both the longitudinal and vertical veloci-
ties in a wake should have distinct peaks at lower frequen-
cies, marking the passage of vortices. In the case of the 
occurrence of a mixing layer, the spectral density should 
be higher than that in the free flow (Ghisalberti and Nepf 
2006; Sukhodolov and Sukhodolova 2012). Such phenom-
enon occurred in the case of the M. spicatum patch, where a 
distinctive peak in the turbulence intensity (Fig. 3) translated 
into the higher energy visible in the PSD from that point. In 
this experiment, the PSD showed peaks similar in magni-
tude at lower frequencies; however, at higher frequencies, 
energy dissipated faster in the downstream profile closer to 
M. alterniflorum, than in the profile farther away (Fig. 6), 
where the turbulence intensity was elevated (Fig. 3). This 
indicated that the energy transport in profile 2 downstream 
was the same as in the free flow, but with increased mixing.

The main differences between complex natural 
vegetation and simplified rigid laboratory studies

The present study showed that differences in turbulent statis-
tics describing phenomena such as a mixing layer were not 
as clearly distinguishable as in flumes with rigid rods (Chen 
et al. 2013). However, such a comparison of artificial rigid 
patches to real flexible vegetation has limitations. Ortiz et al. 
(2013) showed that flexible patches have much lower impact 
on the flow than its rigid counterpart. What is more, there 
are major differences in biomechanical properties between 
rigid and flexible materials, which influence plant responses 

Fig. 8  Schematics of observed flow layers: downstream of the M. 
alterniflorum patch, where a slightly increased turbulent kinetic 
energy indicated elevated mixing; downstream of the M. spica-
tum patch, where increased turbulence in transverse direction was 
observed below the height of the canopy, and decreased TKE were 
observed closer to the bottom
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to flow and thus, flow resistance (Łoboda et al. 2018a). For 
instance, lower flexural rigidity indicates that the plant bends 
and moves with the flow and thus, decreases its frontal area 
(Nikora 2010). Additionally, for real patches of vegetation, 
the majority of species such as Myriophyllum have stems 
reaching far beyond the area of the roots, floating above 
the bed, as was depicted in Siniscalchi and Nikora (2013). 
Therefore, it is difficult to compare the number of stems 
per unit bed area. Moreover, the ratio of water depth (H) to 
patch height (h) was considered shallow in the present case 
(H/h ~ 2), although there was no solid upper boundary of the 
patches, as observed in laboratory studies (e.g., Chen et al. 
2013), thus expected velocity gradient downstream the patch 
was not pronounced.

In the present study, quadrant analysis at points in the 
wake of M. alterniflorum revealed that ejections were dimin-
ished in favor of inward and outward interactions. This 
behavior implies that the energy of ejections was allocated 
to the force needed to lift the patch canopy or that the flow 
in the wake was returning to its ambient state by inflow from 
the high-speed free flow layer above.

Limitations of the present study and future 
directions

One possible reason for the substantial difference in the 
power spectral density results for M. spicatum (Fig. 6) may 
be the noise contamination of the signal. Brand et al. (2016) 
depicted how PSD values differ when using certain bins, 
due to different noise contributions connected to the SNR 
level. Although bins were chosen using the best mean SNR 
in the present study, the noise contribution was found to 
affect higher frequencies. An effect of noise was also vis-
ible in the increased contribution of longitudinal velocity 
fluctuations in the quadrant analysis of point downstream 
of M. spicatum (Fig. 7). On the other hand, the used SNR 
and correlation thresholds were the same as in field experi-
ments conducted by Cassan et al. (2015) or Afzalimehr et al. 
(2017), and with the used filtering procedure, the obtained 
results were not below accepted requirements. Though, a 
caution in generalization of the presented interpretation is 
advised due to a scarcity of similar experiments.

Nikora et al. (2008) and Cornacchia et al. (2018) showed 
how dimensions of aquatic plants and their positions in the 
river channel determine their impact on the flow. The pre-
sented outcomes of two distinct patches showed how big 
influence on water mixing may have patch dimensions. 
However, without further downstream profiles and accurate 
plant density values it is impossible to determine, whether 
the M. spicatum canopy resembles one of the patches used 
in laboratory studies such as in Zong and Nepf (2012), 
where vortex street was generated. What is more, patches 
with enhanced horizontal flow deflection, i.e., which are 

denser and with lower submergence ratio, should produce 
greater velocity gradient at patch edge and therefore chang-
ing the sedimentation process, while wide patches, i.e., patch 
width/h > 4 produce vertical deflection (Ortiz et al. 2013). 
However, the results of the present study, were not sufficient 
enough to prove this relationship, but we do believe that 
additional field measurement of velocity profiles at the edges 
of the patches of different dimensions will provide valuable 
information about this interaction, which finally should help 
in building advanced hydrodynamics flow-biota models.

In the perspective of river ecology, the existence of a 
large patch promotes increased sedimentation in its wake 
(e.g., Cotton et al. 2006; Ortiz et al. 2013) and stimulates 
further growth downstream (Cornacchia et al. 2018). The 
question arises of whether impact on the flow and the sedi-
ment of wide patches is equal to the impact of more slender 
ones, assuming that the covered area of the patches is the 
same. Further case studies including plant growing in dif-
ferent configurations with a denser grid of velocity profiles, 
sediment traps and biomechanical tests of aquatic plants 
should provide relevant data to unify vegetated flow models 
and the impact of patch characteristics on river morphology.

Summary

Turbulent statistical analysis of the 3D velocity recorded 
with Vectrino Profilers in two distinct aquatic plant patches 
provided the following insights:

• Distinctive peaks in both, the turbulence intensity and 
turbulent kinetic energy downstream of M. spicatum, 
indicated the increased lateral mixing, which was also 
present downstream M. spicatum, but of a smaller mag-
nitude.

• Comparing the TKE values in the downstream points 
closest to the bed, i.e., below Z/H = 0.2, as in case of the 
second patch, a layer of the decreased TKE was observed, 
while at the same distance downstream of M. alterniflo-
rum, i.e., at the profile 2, the TKE was similar to the 
profile upstream.

• The power spectral density of the velocity fluctuation 
below the plant height showed the occurrence of a mix-
ing layer downstream of M. spicatum and the energy 
downstream of M. alterniflorum dissipated faster in the 
closer profile.

• The bursting cycle downstream of both plants was dis-
turbed, i.e., the ejections diminished and the number 
of sweeps, as well as inward and outward interactions 
increased.

These results are generally in line with the findings of 
similar investigations of flow around natural aquatic plants, 
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especially in the case of M. spicatum. The smaller and slen-
derer patch of M. alterniflorum influenced the flow field 
less than did the second plant patch. The presented analysis 
showed that after thorough evaluation, filtering and despik-
ing procedures, velocity recordings of a lower quality than 
those acquired in laboratory conditions can lead to meaning-
ful results.
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Abstract
This study appraised optimisations of numerical solutions of the one-dimensional advection–dispersion model (AD-Model) 
to synthetic data generated using an analytical solution. The motivation for the work was to identify reliable methods for 
estimating stream solute transport parameters from observed events in small rivers. Numerical solutions of the AD-Model 
must contend with several effects that might disturb the solution, with the introduction of numerical diffusion and numerical 
dispersion being particularly important issues. This poses a problem if physical dispersion is being identified by optimising 
model coefficients using observations of solute transport from field experiments. The discretisation schemes used were the 
Backward-Time/Centred-Space, Crank–Nicolson, Implicit QUICK, MacCormack and QUICKEST methods. Optimisations 
were obtained for several grid resolutions by keeping the time step constant whilst varying the space step: the range of Peclet 
number, Pe, was 1.5–12.0. Generally, increasing the space step led to poorer estimated coefficients and poorer fits to the 
synthetic concentration profiles. For Pe < 5 only Crank–Nicolson, MacCormack and QUICKEST gave reliable optimised 
dispersion coefficients: those from Backward-Time/Centred-Space and Implicit QUICK being significantly underestimated. 
For Pe > 5 Crank–Nicolson and MacCormack gave slightly overestimated dispersion coefficients whilst the other methods 
gave significantly underestimated dispersion coefficients. These findings were generally consistent with the known presence 
of numerical diffusion and numerical dispersion in the methods.

Keywords Advection–dispersion model · Numerical methods · Solute transport parameters · Numerical properties · 
Optimisation

Introduction

Worldwide, there is a constant threat of high-level contami-
nation of freshwater resources such as streams through, inter 
alia, discharge of effluents from treatment plants, accidental 
industrial spillage or intentional disposal of pollutants. In 
many cases, unintentional spills are the most significant eco-
nomic danger to fresh water resources (USEPA 2009). Pre-
diction of the subsequent movement and longitudinal spread-
ing of contaminants in streams is necessary for a timely 
response by water authorities in respect of downstream 

consumers and purposes of alleviation. Alleviation can only 
be possible if the characteristics of pollutant migration in 
such streams are reliably known. There are numerous pro-
cesses that transport matter within streams. In the present 
context these processes can be categorised as either advec-
tion or mixing, and they exist in three spatial dimensions. 
However, we will assume they do not vary in time.

Attempting to include the processes in a 2- or 3-dimen-
sional spatial framework would result in a complex model 
with difficulties associated with the availability of data for 
development of the model. A 1-dimensional model, con-
versely, has the advantages of improved ease of application 
as well as more easily obtainable data. However, all the 
mixing processes become combined in a single term, creat-
ing some separation between the model and the real world. 
Furthermore, the use of the 1-dimensional model is only 
suitable beyond an initial mixing zone, in which a pollutant 
becomes sufficiently well distributed within the cross sec-
tion of the flow. Once achieved, the 1-dimensional mixing 
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is usually termed longitudinal dispersion, represented by a 
dispersion coefficient (Fischer et al. 1979; Rutherford 1994; 
Martin and McCutcheon 1999; Ani et al. 2009), and the 
corresponding 1-dimensional advection is quantified by the 
cross-sectional average longitudinal velocity. Both of these 
vary with the flow rate and the size of the stream channel. 
Although stream geometry is usually variable along the 
stream, introducing significant complexities into the dis-
persive aspects (Ani et al. 2009), lack of data often prevents 
the inclusion of such detail and, therefore, streams are often 
modelled as uniform 1-dimensional systems. Consequently, 
application of the models produces reach-averaged solute 
transport parameter values (Wallis et al. 2013; Wallis and 
Manson 2004).

Most of the mass transport modelling in streams has been 
undertaken using the 1-dimensional governing transport 
equation known as the advection–dispersion model (AD-
Model) (Fischer et al. 1979; Rutherford 1994). It has been 
observed that best practices for estimating solute transport 
parameters combine tracer experiments with the AD-Model 
(Rutherford 1994). In this, workers combine solutions of 
the model equation with some form of parameter estima-
tion. Experimental data is in the form of solute concentra-
tion–time profiles (or breakthrough curves), obtained by 
conducting slug-release tracer experiments. Several types 
of solution of the governing equation are available which 
include analytical solutions (Ogata and Banks 1961; Kumar 
et al. 2009) and numerical solutions (Abbott and Basco 
1989; Versteeg and Malalasekera 2007).

In most practical situations the solution to governing 
equations is through numerical approaches because the 
initial and/or boundary conditions of analytical solutions 
are rarely satisfied in the field. There is evidence to sug-
gest that, depending on the numerical method used, different 
solute transport parameter values can be estimated with the 
same observed data, such that prediction and interpretation 
of mass transport in streams may depend on the numeri-
cal approach used (Wallis and Manson 2004; Wallis et al. 
2013). Numerical solution methods of the AD-Model must 
deal with several effects that disturb a solution. Primarily, 
these effects are a result of numerical approximation of 
the advective term (Sobey 1984; Abbott and Basco 1989), 
which may introduce artificial mixing (see later) into the 
solution. In the computed solution it may not be possible 
to differentiate between the artificial mixing introduced by 
a numerical scheme and the physical process of longitudi-
nal dispersion (Sobey 1984). Therefore, it would be prudent 
to compare solutions given by various numerical methods. 
This is the theme of the current paper. The aim of the work 
was to investigate the reliability of several numerical meth-
ods for estimating stream solute transport parameters in a 
small stream using the AD-Model. The primary objective of 
the study was to estimate solute transport parameters using 

synthetic data generated with an analytical solution over a 
range of numerical grid resolutions. Since the parameter val-
ues used to generate the data were known, the accuracy of 
the estimated parameters could easily be assessed.

Background

The spreading of solutes in a fluid is termed as mixing (Chin 
2013). Mixing occurs because of molecular diffusion, turbu-
lent diffusion and shear dispersion. Longitudinal mixing in 
streams is primarily caused by shear dispersion which results 
from the stretching effect of cross-sectional velocity gradi-
ents combined with cross-sectional turbulent diffusion. The 
longitudinal dispersion coefficient is used to measure the 
longitudinal mixing of a solute which is well mixed across a 
channel (Chin 2013). Taylor (1954) argued that when a sol-
ute is well mixed in turbulent pipe flow longitudinal disper-
sion can be described by Fick’s law. Based on this, Fischer 
argued that in open channels, sufficiently downstream of an 
initial mixing zone, concentration distributions can be mod-
elled using an analogy of Fick’s law (Fischer et al. 1979). In 
this zone there is an equilibrium between longitudinal veloc-
ity shear and transverse mixing. Depending on the release 
conditions of the solute, the zone may extend by up to 100 
stream widths: Rutherford (1994) provides more detail on 
this issue. The general 1-dimensional equation describing 
longitudinal transport is expressed as (Rutherford 1994):

where A is the cross-sectional area of the channel, D is the 
longitudinal dispersion coefficient, υ, is the cross-sectional 
average longitudinal velocity, φ, is the cross-sectional aver-
age solute concentration, x is the longitudinal coordinate 
and t is the time. The above equation is Taylor’s (1954) and 
Fischer et al.’s (1979) 1-dimensional advection–dispersion 
model (AD-Model). Commonly, constant mixing rates and 
cross-sectional average velocities are assumed (Chanson 
2004). Therefore, for constant dispersion coefficient and 
velocity, the 1-dimensional advection–dispersion model is:

In this equation, the longitudinal dispersion coefficient 
quantifies the rate of longitudinal stretching of a solute cloud, 
and the cross-sectional average velocity quantifies the rate of 
downstream movement of the whole cloud (Chanson 2004; 
Wallis 2007). Application to a particular advection–disper-
sion problem requires a complete mathematical statement 
consisting of the AD-Model and specific boundary and 
initial conditions. The AD-Model is implemented through 
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calibration, i.e. selection of values for coefficients υ and D 
for use in solutions of Eq. (2), and several types of solution 
exist. The available solutions include analytical solutions 
(Ogata and Banks 1961; Kumar et al. 2009), numerical solu-
tions (Wallis et al. 1998; Hoffman 2001; Manson et al. 2001; 
Chapra 2008) and routing procedures (Rutherford 1994; 
Singh and Beck 2003). There are very many solutions to the 
AD-Model depending on which boundary and initial condi-
tions are specified (Fischer et al. 1979; Barnett 1983; Graf 
and Altinakar 1998; Chanson 2004; Chin 2013). Analytical 
approaches are derived to obtain solutions that are precise 
and continuous in time and space whereas numerical and 
routing approaches are inherently approximate and discrete.

There are essential analytical solutions of the AD-Model 
that are considered as the bases from which other solutions 
can be developed. These essential solutions mostly corre-
spond to instantaneous slug releases of a solute in a stream 
in which the velocity and mixing fields are longitudinally 
uniform. One such solution is Taylor’s solution of the AD-
Model with constant coefficients, written as (Rutherford 
1994):

where M = mass of the solute released, and the other vari-
ables are as previously defined. The solution is based on the 
situation where concentration is known as a spatial distribu-
tion at an initial time, and it satisfies the following initial and 
boundary conditions (Rutherford 1994; Graf and Altinakar 
1998):

where M1 is the mass of solute released per unit cross-sec-
tional surface area and δ is the Dirac delta function. The 
Taylor solution is reliable in the equilibrium zone, i.e. at 
some distance downstream from the point where the slug is 
released (Rutherford 1994).

Equation  (3) predicts Gaussian spatial concentration 
profiles and slightly skewed temporal concentration pro-
files. Observations of solute transport in streams are usu-
ally undertaken in the time domain and they too are not 
Gaussian, but they do not necessarily obey Taylor’s solution 
(Chapra 2008). There are several reasons for this, e.g. the 
conditions in the field may not be consistent with the initial 
and boundary conditions of the solution, the stream may not 
be longitudinally uniform and the assumption of uniform 
concentration across the stream section may not hold. In 
addition, dead zones in the stream often create long tails 

(3)�(x, t) =
M

A
√
4�Dt

exp
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−
(x − �t)2

4Dt

�

(4)�(x, 0) = M1�(x)
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in concentration profiles resulting in further deviations of 
temporal profiles from Gaussianity (Singh and Beck 2003).

Most practical situations require the use of a numeri-
cal solution because ultimately the models are required for 
more complex problems than those that allow the use of 
analytical solutions (Martin and McCutcheon 1999; Wallis 
2007). Unfortunately, numerical solutions are neither exact 
nor continuous in both time and space, producing discrete 
solutions. Numerical solution techniques involve convert-
ing the governing differential equation into algebraic dif-
ference equations that can be solved for values at incremen-
tal points, or nodes, in space and time (Abbott and Basco 
1989; Wallis 2007; Szymkiewicz 2010; Chapra and Canale 
2015). In applying numerical methods, accurate results may 
be obtained when the number of nodes is infinitely large 
regardless of the method used. However, practical calcula-
tions can only use a limited number of nodes. In that case, 
results can only be physically realistic when the discretisa-
tion scheme has important properties, namely that they be 
stable, conservative, bounded and transportive (Ferziger and 
Peric 2002; Versteeg and Malalasekera 2007).

A solution method is said to stable if the errors that 
appear during the numerical solution process do not mag-
nify; a conservative method is one that maintains the origi-
nal mass of solute throughout the calculations. A bounded 
method entails that solutions remain within appropriate 
physical limits. Therefore, in the absence of sources, the 
concentration values at internal nodes should be bounded 
by boundary values, which in the context of solute transport 
in rivers implies that internal concentrations should be less 
than the concentrations propagated into the solution domain 
from the upstream boundary (because the physical system 
is advection dominated). A transportive method is one that 
recognises the directionality of influence in the flow. For 
solute transport in rivers conditions at a downstream loca-
tion are heavily influenced by conditions further upstream 
with there being little or no influence from locations further 
downstream (because the physical system is advection domi-
nated). In the numerical solution, the Peclet number (see 
below) plays an important role because it is a measure of the 
relative strength of advection and dispersion.

There are various discretisation schemes with varying 
properties (Leonard 1979; Abbott and Basco 1989; Hoffman 
2001; Versteeg and Malalasekera 2007). Numerical solu-
tions are discretised using one of the three basic approaches, 
namely: finite differences, finite volumes and finite elements 
(Abbott and Basco 1989; Ferziger and Peric 2002; Versteeg 
and Malalasekera 2007; Szymkiewicz 2010). However, the 
two most common discretisation approaches used in model-
ling solute transport in streams are the finite difference and 
finite volume methods. The finite volume approach has an 
advantage in that mass conservation is guaranteed (Versteeg 
and Malalasekera 2007) whereas finite difference schemes 
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may require that special care is taken (Ferziger and Peric 
2002). A solution method for a time-variable problem can 
be advanced in time in two ways, namely: explicitly and 
implicitly (see next section).

The main issue in the application of numerical methods 
to Eq. (2) is the formulation of an appropriate scheme for 
the values of the transported property when accounting for 
the advective contribution to the solution (Abbott and Basco 
1989; Wallis and Manson 1997; Versteeg and Malalasekera 
2007; Wallis 2007).

It is now necessary to define and explain some termi-
nology in order to help mitigate some unavoidable confu-
sion. Mathematically, Eq. (2) is of the form of an advec-
tion–diffusion equation. When the truncation errors of 
numerical solutions to it are examined, it is possible that 
they include the second, third and higher spatial derivatives 
of concentration. Mathematically, such terms introduce 
unwanted errors known as numerical diffusion (from the 
second spatial derivative) and numerical dispersion (from 
third spatial derivative). Similar errors are introduced by 
the higher spatial derivatives, but the second and third ones 
are the dominant terms. In the context of the application 
of Eq. (2) to longitudinal mixing in rivers the numerical 
diffusion enhances the physical dispersion causing greater 
longitudinal spreading and amplitude attenuation to occur 
in solutions than would be expected based on the value of 
the dispersion coefficient specified by the modeller (Chapra 
2008; Szymkiewicz 2010). In contrast, numerical dispersion 
encourages the appearance of oscillations (or wiggles) in 
the numerical solutions (Leonard 1979; Manson and Wallis 
1995; Chapra 2008) caused by the various components of 
the solution being propagated at different wave celerities 
(Szymkiewicz 2010). Usually the presence of these oscil-
lations is most noticeable on the leading or trailing edge of 
a concentration profile and as a consequence the non-zero 
part of the profile extends further than it would if numerical 

dispersion were not present. In order to conserve the mass 
of the solute, some amplitude reduction and phase shift of 
the profile is often observed also. This is illustrated in Fig. 1 
using a simulation with the Crank–Nicolson scheme (one 
of the schemes described later in the paper). Although it 
appears that the simulated concentration profile has spread 
further than the corresponding physical profile, the cause is 
not numerical diffusion, but is numerical dispersion. Since, 
physically, diffusion and dispersion are different processes, 
and dispersion has two quite different meanings to math-
ematicians and river modellers, in this paper we use the term 
artificial mixing when discussing the modified longitudinal 
spreading caused by any truncation error terms. Usually, 
the majority of this is due to numerical diffusion from the 
second spatial derivative in the truncation error.

The typical ways of judging the suitability of a numeri-
cal solution of the AD-Model, i.e. stability, boundedness, 
mass conservation etc., reveal little about the accuracy of a 
numerical solution (Sobey 1984). The fact that a scheme is 
numerically bounded or stable does not guarantee its accu-
racy. The grid resolution (i.e. the magnitude of the time and 
space steps in comparison with the duration and length, 
respectively, of the solute cloud being modelled) also has 
a considerable influence on the accuracy of a numerical 
scheme though it is often given little attention (Sobey 1984). 
Overall, the suitability of a numerical solution depends on 
the relative strength of the transport processes of advection 
and dispersion, the characteristics of the numerical method 
and the grid resolution used (Wallis and Manson 1997; 
Versteeg and Malalasekera 2007; Wallis 2007). Although 
these issues are inter-related the performance of a numerical 
method is heavily influenced by two non-dimensional prop-
erties known as the advection (or Courant) and dispersion 
(or diffusion) numbers. The ratio of the advection number 
to the dispersion number is known as the Peclet number 
(Ferziger and Peric 2002; Versteeg and Malalasekera 2007), 

Fig. 1  Comparison of a simu-
lated concentration profile using 
the Crank–Nicolson scheme 
with the corresponding physical 
concentration profile
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which indicates whether the solution is dominated by advec-
tion or by dispersion (Chapra 2008; Chin 2013). An impor-
tant application of the Peclet number is that it can be used 
to predict the appearance of oscillations (Abbott and Basco 
1989; Versteeg and Malalasekera 2007; Szymkiewicz 2010).

In contrast to simulating a solute transport event, esti-
mating solute transport parameters using observed concen-
tration data requires an inverse modelling method. In this, 
values of model parameters are determined which give the 
best fit between the simulated and the observed data (Semu-
wemba 2011; Chin 2013). The level of agreement between 
the model output and the observations is used to assess the 
capability of the model (Runkel and Broshears 1991; Wal-
lis et al. 2013), which can be assessed using one or more 
performance measures (Bennett et al. 2013).

Applied numerical methods

Several numerical methods were applied in this investiga-
tion. The choice of various discretisation schemes was based 
on discretisation type, solution method and scheme order. 
Hence, finite difference (FD) and finite volume (FV) dis-
cretisation approaches, explicit and implicit solution meth-
ods and first, second and third-order accurate discretisation 
schemes were chosen. The FD schemes were the Backward-
Time/Centred-Space method, the Crank–Nicolson method 
and the MacCormack method (Ferziger and Peric 2002; 
Chapra 2008). The FV schemes were the Implicit QUICK 
(quadratic upstream interpolation for convective kinetics) 
method (Leonard 1979; Versteeg and Malalasekera 2007) 
and the QUICKEST (quadratic upstream interpolation for 
convective kinetics with estimated streaming terms) method 
(Leonard 1979).

The FD approach subdivides the solution domain into a 
mesh, in which grid lines serve as local coordinates. The 
derivatives in the AD-Model are expressed in terms of nodal 
quantities of both dependent and independent variables at 
the intersection of the grid lines. The discretisation results 
in algebraic equation(s) with all unknowns prescribed at dis-
crete mesh points of the solution domain. The FV approach 
subdivides the solution domain into several control volumes 
(CVs) each of which is centred at a node of the mesh. The 
derivatives in the AD-Model equation are integrated over 
the CV allowing the net solute mass entering the CV to be 
expressed in terms of the differences in advective and dis-
persive solute fluxes passing through the faces of the CV. 
The nodal values are then used in an interpolation formula 
to approximate the solute fluxes at the CV faces. Conse-
quently, one obtains an algebraic equation for each CV, in 
which several neighbouring nodal values appear (Ferziger 
and Peric 2002; Versteeg and Malalasekera 2007). “Appen-
dix 1” provides explanatory figures for the two approaches.

A general approach for advancing a FD solution over 
time employs a temporal weighting, θ, and is expressed as 
(Abbott and Basco 1989):

where Δt is the time step and the superscripts n and n + 1 
refer to the times at the start and end of the time step, respec-
tively. Once the spatial gradients have been replaced by finite 
difference approximations, Eq. (7) is used to evaluate the 
solute concentration at time n + 1 for all the nodes, assum-
ing all nodal solute concentrations at time n and all bound-
ary conditions at the edges of the computational domain 
are known. When applying Eq. (7), if θ = 0 only transported 
variable values at the old time are used to evaluate one 
unknown concentration, resulting in an explicit calculation; 
if θ = 1, transported variable values at the new time level are 
used; and if θ = 0.5 transported variable values at both time 
levels are used. The latter two cases give a set of simultane-
ous equations containing all the unknown concentrations, 
resulting in an implicit calculation. In principle, the θ = 0.5 
case is superior to the other cases because it is second-order 
accurate in time whilst the other cases are only first-order 
accurate in time. FV schemes can be expressed in a similar 
temporal weighting framework.

The non-dimensional numerical properties introduced 
earlier, which have an important bearing on the behaviour 
of the numerical schemes (advection number, dispersion 
number and Peclet number) are expressed as follows (Abbott 
and Basco 1989; Versteeg and Malalasekera 2007), where 
Δx is the space step:

Each of the numerical methods used is described in the 
following sub-sections. Information on the expected behav-
iour of the methods is considered later.

The Backward‑Time/Centred‑Space method

Using Eq.  (7) with θ = 1, the method approximates the 
spatial derivatives at time level n + 1 by the centred dif-
ference approach. Thus, the method is a Backward-Time/
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Centred-Space Implicit scheme (Chapra 2008). The method 
is a FD scheme and is expressed as:

For computational purposes, the above equation can be 
expressed in terms of the non-dimensional numerical prop-
erties introduced above as:

In this method values of the transported variable at the 
new time level are evaluated in terms of other unknown vari-
able values at the new time level, requiring the solution of 
a set of simultaneous equations. This method is first-order 
accurate in time and second-order accurate in space and is 
unconditionally stable, allowing arbitrarily large time steps 
to be taken (Chapra 2008). In advection dominated flows 
Wallis (2007) warns that the promise of stability is out-
weighed by increasing inaccuracy as c increases above unity 
because the implicit nature of the method compromises the 
upstream-biased transportive nature of the physical system.

The Crank–Nicolson method

Using Eq. (7) with θ = 0.5 the method employs a centred-
time/centred-space approach in which estimates of the spa-
tial derivatives are expressed using values of the transported 
property at time levels n and n + 1 . This is an implicit FD 
scheme and is expressed as:

For computational purposes the above equation can be 
written as:

In this method, values of the transported variable at the 
new time level are evaluated in terms of variable values 
from both the old and the new time levels, requiring the 
solution of a set of simultaneous equations. The scheme is 
based on centred differencing in time and space and is thus 
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second-order accurate in time and space. The scheme is 
unconditionally stable, but it has been observed to be inac-
curate at high values of Pe (Chapra 2008) and its implicit 
nature implies that the warnings of Wallis (2007) apply to it.

The Implicit QUICK method

This is a FV approach with CV face values of the transported 
variable expressed in terms of an upstream weighted para-
bolic interpolation and spatial gradients of the transported 
variable expressed using linear interpolation (Leonard 
1979). Using θ = 1 in the FV equivalent version of Eq. (7) 
gives:

Using Hayase et al.’s formulation (Hayase et al. 1992; 
Versteeg and Malalasekera 2007) to express variable values 
at the CV surfaces gives:

The discretised equation for a general FV centred at node, 
j, is expressed as:

The scheme is first-order accurate in time and third-order 
accurate in space. Its implicit nature offers unconditional 
stability, but the warnings of Wallis (2007) apply to it.

The MacCormack method

The MacCormack (or Predictor–Corrector) method is a 
two-step FD method, unlike the above-discussed techniques 
which are one-step methods. There are various formulations 
of the approach (e.g. MacCormack 1982; Fürst and Fur-
mánek 2011). Here we follow the semi-implicit formulation 
described in (Chapra 2008). The first step (predictor) uses 
the following explicit estimator, which uses forward spatial 
differencing for the advective term and centred spatial dif-
ferencing for the dispersion term:
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The second step (corrector) uses the following implicit 
estimator, which uses backward spatial differencing for the 
advective term and centred spatial differencing for the dis-
persion term:

Finally, an average of the two estimators is used to obtain 
the result expressed as:

This method, in a similar way to the Crank–Nicolson 
method, uses an average of an explicit scheme and an 
implicit scheme. For computational purposes, Eq. (21) can 
be expressed as:

This has the same form as other implicit methods 
described above and is similar to that presented by Fürst 
and Furmánek (2011). The scheme is second-order accurate 
in time and space. Chapra (2008) claims that the scheme is 
conditionally stable, but Fürst and Furmánek (2011) claim 
it is unconditionally stable.

The QUICKEST method

The QUICKEST method (Leonard 1979) is a FV approach 
similar to, but superior to, the QUICK method. As well as 
using the upstream weighted parabolic interpolation of the 
QUICK method (Abbott and Basco 1989; Versteeg and 
Malalasekera 2007) it is an explicit formulation, using the 
θ = 0 version of the FV equivalent of Eq. (7). In addition, 
it includes ‘estimated streaming terms’ (EST) to account 
for advection and dispersion occurring during the time step 
(Leonard 1979). Variable values at CV faces are given by 
the following expressions (Leonard 1979; Abbott and Basco 
1989):
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For computational purposes the method may be expressed 
as (Leonard 1979; Abbott and Basco 1989):

This shows that unknown variable values at the new 
time level can be computed one at a time (an explicit 
calculation). In principle, the scheme is third-order accu-
rate, but its explicit nature leads to conditionally stability. 
Thus, it can be unstable at modest values of Pe: Leonard 
(1979) provides some detail on this issue.

Expected behaviour of applied numerical 
methods

Although the order of accuracy, given above, of the numeri-
cal methods gives an insight into how their performances 
might compare, a deeper study of the truncation error is 
much more revealing. This is achieved by substituting Taylor 
series expansions into the algorithms and identifying any 
temporal and spatial derivatives that might be a source of 
poor performance. As introduced earlier, the second and 
third spatial derivatives are particularly problematic so that 
methods which minimise the magnitude of such terms, or 
better still eliminate them, are likely to be among the bet-
ter performing methods. Since the lowest spatial derivative 
emanating from the physical dispersion term is the 4th one 
it is only necessary to examine the truncation terms from the 
temporal and advective terms in order to quantify the numer-
ical diffusion and numerical dispersion (from the dominant 
terms) of a numerical method. It is also necessary to replace 
any second or third temporal derivative with a corresponding 
spatial derivative, considering advection only. The proce-
dure is often referred to as the modified equation approach 
(Szymkiewicz 2010) but appears elsewhere without being 
named (Abbott and Basco 1989).

Table 1 shows the results of this analysis for the five 
methods considered in the paper. “Appendix 2” summa-
rises the method, provides intermediate expressions for all 
five methods and shows completed analyses for two of the 
schemes, namely Implicit QUICK (IQ) and MacCormack 
(M). Completed analyses for Crank–Nicolson (CN) and 
Backward-Time/Centred-Space (BTCS) are readily avail-
able elsewhere (Szymkiewicz 2010). The reader is left to 
confirm the result for QUICKEST (Q) for themselves. In 
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the remainder of the paper we use the abbreviations intro-
duced above to refer to the five numerical methods.

These results suggest that CN, M and Q are free from 
numerical diffusion, but that BTCS and IQ contain the 
same amount of numerical diffusion, which depends only 
on the time step and the velocity. All the methods except 
Q contain numerical dispersion, but to differing degrees 
which are dependent on the space step, velocity and advec-
tion number. These results are consistent with those given 
elsewhere, e.g. Leonard (1979), Chapra (2008) and Szym-
kiewicz (2010).

Computational procedure

This study used Microsoft Excel spreadsheets to apply the 
numerical methods and followed the design described by 
Karahan (2006, 2007, 2008). Excel spreadsheets have the 

advantages of computational speed and visual feedback 
through cell values and graphical displays (Billo 2007; Kara-
han 2006). Also, they can be configured to solve implicit 
numerical methods without the need for matrix algebra by 
writing algorithms in a direct form and using an iterative 
technique (Karahan 2006).

A separate workbook was created for each numerical 
method (Eqs. 12, 14, 18, 22 and 25). The general structure 
of the calculations for each implicit method is shown in 
Fig. 2. The input values were Δx, Δt, υ and D, and these 
were written to cells B1, B2, B3 and B4, respectively. The 
three numerical properties (Eqs. 8–10) were evaluated in 
cells B5, B6 and B7 and were derived from the input values. 
In the main calculation area columns represent different spa-
tial locations or grid points (defined in row 8) and rows rep-
resent different times (defined in column C). The time step 
was fixed, but the spatial resolution of the computational 
domain was varied so that model parameters could be esti-
mated over a range of numerical properties. Each space step 
case had its own worksheet tab in each of the workbooks. 
Initial conditions were provided in row 10 (zero concentra-
tion at all locations), and the upstream boundary condition 
was provided in column E.

In each worksheet the direct form (see below) of the 
numerical method being tested was written to the cells in 
the main calculation area. Having entered the equation in 
cell F10, it was then copied along the row as far as a loca-
tion well beyond the downstream end of the reach being 
modelled where a zero concentration downstream bound-
ary condition was supplied. Provided that Excel’s iterative 

Table 1  Coefficients of numerical diffusion and numerical dispersion 
derived from the modified equation approach: c is the advection num-
ber, as defined in Eq. (8)

Scheme Coefficient of numerical 
diffusion

Coefficient of numeri-
cal dispersion

BTCS Δtν2/2 − Δx2ν(− c2 + 1)/6
CN 0 − Δx2ν(c2 + 2)/12
IQ Δtν2/2 − Δx2ν(− c2 + 1/4)/6
M 0 − Δx2ν(c2 + 3c + 2)/12
Q 0 0

Fig. 2  Example spreadsheet showing the structure of the solution method (Backward-Time/Space-Centred method) for one space step case
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calculation mode was enabled, a solution to the set of simul-
taneous equations thus entered was automatically achieved. 
The complete row of calculations was then copied to all 
subsequent rows thus obtaining a solution at every time 
denoted in column C.

The direct forms of the implicit methods were simple re-
arrangements of the algorithms such that the concentration 
in the target cell was expressed as a function of unknown 
concentrations in neighbouring cells. For the case shown in 
Fig. 2, the direct form of the BTCS method is a re-arrange-
ment of Eq. (12) to give:

for which the calculation in the worksheet for cell G11, for 
example, is:

where cell G11 contains the concentration at time n + 1.
Optimisation of the model parameters (υ and D contained 

in cells B3 and C4, respectively) was achieved by minimis-
ing the sum of squared errors (SSE) between calculated 
concentrations at the downstream end of the reach being 
modelled (column M) and the synthetic data for that location 
(column D). The SSE was minimised using Excel’s solver 
function which uses a steepest descent optimisation code 
(Lasdon et al. 1978; van den Bos 2007; Fylstra et al. 1998). 
Figure 3 summarises the procedure.

(26)
�n+1
j

=
[
�n
j
+ (d − c∕2)�n+1

j+1
+ (c∕2 + d)�n+1

j−1

]/
(1 + 2d)

(27)
G11 =

(
G10 +

(
$B$6 − $B$5∕2

)
∗ H11

+
(
$B$6 + $B$5∕2

)
∗ F11

)
∕
(
2 ∗ $B$6 + 1

)

Implementation of the Q method followed the same 
spreadsheet design as used for the implicit methods except 
that an iterative solution of the direct form of the algorithm 
wasn’t required (it being an explicit method an unknown 
concentration is only dependent on other concentration val-
ues in the previous row). In addition, however, a special 
treatment of the upstream boundary was needed because 
when applied to the cells in column F (see Fig. 2) a concen-
tration value further upstream than the boundary is required. 
To overcome this, the CN scheme was applied to the cells in 
column F. Solving this simultaneously with the Q algorithm 
in column G yielded an explicit solution for column F. A 
similar CN implementation in column F was also used for 
the IQ method, but within the direct form of solution.

Some of the direct form implementations of the implicit 
methods did not always yield robust solutions (particularly 
higher Peclet number cases for BTCS). To remedy this, such 
cases were solved (also using Excel) using a double-sweep 
elimination method, which is described briefly in “Appen-
dix 3”. The opportunity was also taken to confirm a sample 
of the results from the other three implicit methods because 
the double-sweep elimination method could be applied to 
them with only a little extra work.

Application of the numerical methods

To assess the reliability of the numerical methods for 
identifying the velocity and the dispersion coefficient 
from temporal concentration profiles, synthetic data was 

Fig. 3  Flow chart of the optimi-
sation process Stream reach = 200 m
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generated using Eq. (3). The use of synthetic data derived 
from analytical solutions has become common (Semu-
wemba 2011; Vaghela and Vaghela 2014) and has several 
advantages over using observed data. For example: condi-
tions can be tailored for a particular situation, the values 
of solute transport parameters are known precisely and 
analytical solutions can provide results for a broad range 
of conditions that would not be practically possible with 
observed data (Semuwemba 2011). As well as attempting 
to estimate the parameter values used with the analyti-
cal solution, the numerical methods were also required to 
simulate the temporal concentration profiles given by the 
analytical solution at the downstream end of the reach.

Application of the numerical methods was made to syn-
thetic data generated using two different sets of parameter 
values and time steps. The first set was generated using 
υ = 0.225 m/s and D = 0.750 m2/s with a time step of 20 s 
and the second set was generated using υ = 0.150 m/s and 
D = 0.500 m2/s with a time step of 30 s. The parameter 
values were selected based on previous studies of the 
stream where the AD-Model was going to be applied in 
later research by the authors, namely the Murray Burn 
in Edinburgh, UK. A hypothetical stream reach of length 
200 m was used, which was similar to the Murray Burn 
study reach length. Hence, for each synthetic data set an 
upstream and a downstream temporal concentration profile 
were generated at 600 m and 800 m, respectively, from the 
solute source. The mass of solute was 1 kg and the cross-
sectional area of the channel was 1 m2. The numerical 
methods were applied to the synthetic data over a range of 
space steps (5–40 m), such that optimisation of the model 
parameters was observed under different values of the non-
dimensional numerical properties (e.g. Pe being 1.5–12). 
The parameter values of the second set were deliberately 
chosen to yield the same values of the non-dimensional 
numerical properties as those for the first set.

Results and discussion

Results from the two sets of synthetic data were very simi-
lar in nature such that only one set of results is considered 
in detail here, namely that from the first set (υ = 0.225 m/s, 
D = 0.750 m2/s, time step = 20 s). In all cases the numeri-
cal schemes behaved conservatively and simulations were 
stable. In several of the figures referred to below various 
aspects of the results are plotted against Peclet number, 
Pe. As shown previously, numerical discretisation can be 
expressed in terms of velocity, dispersion coefficient, space 
step and time step or in terms of advection number, disper-
sion number and Peclet number. The results were plotted 
against Pe because it combines the effects of the other two 
non-dimensional properties and the plots are an effective 
way of showing the behaviour of the numerical methods 
when the space step is varied.

Figure 4 shows plots of the sum of squared errors between 
simulated and synthetic concentration profiles at the down-
stream end of the reach plotted against Pe for the first data 
set. In every case the simulated profile was generated using 
the optimised velocity and dispersion coefficient. In general, 
simulation errors increased with increasing Pe for all the 
numerical methods. Simulation errors obtained for Pe < 5 
were very small (< 0.01 μg2/l2) for all the methods, whilst for 
Pe > 5 simulation errors increased significantly with increas-
ing Pe for all the methods. Generally, the finite difference 
methods gave higher simulation errors than the finite vol-
ume methods. The methods could be ranked in the following 
order of decreasing accuracy: Q, IQ, CN, BTCS, M. To a 
great extent this reflects the spatial orders of accuracy of 
the methods noted earlier. However, this is a rather super-
ficial analysis to which some refinements are required, as 
described below.

Tables 2 and 3 show optimised values of velocity and 
dispersion coefficient. It should be noted that the values of 
the non-dimensional numerical properties, i.e. advection 

Fig. 4  Variation of sum of 
squared errors (between simula-
tions with optimised velocity 
and dispersion coefficient and 
synthetic downstream data) 
with Peclet number for the first 
data set
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number, dispersion number and Peclet number, shown in the 
tables were calculated using the parameter values used for 
generating the synthetic data so that the results of all meth-
ods could be easily compared. It can be observed that there 
is variation of optimised velocity and dispersion coefficient 
both with the numerical method used and with the numeri-
cal properties. In all cases the optimised velocity is greater 
than the synthetic value. For Pe < 5 the percentage errors in 
the velocities are typically less than 2%. They increase to 
about 8% when Pe = 12. Generally, Q has the smallest veloc-
ity errors and M has the largest.

Turning attention to the optimised dispersion coeffi-
cients, which generally show greater errors than the opti-
mised velocities, Fig. 5 shows results for all the numerical 
methods for the first data set (i.e. the data in Table 3). It 
can be observed that for Pe < 5, the results fall into two dis-
tinct groups. Here, CN, M and Q yield optimised dispersion 

coefficients that agree closely with the synthetic value; 
BTCS and IQ yield values that are similar to each other, but 
which are considerably too small. This is consistent with the 
analysis of the numerical diffusion in the methods shown in 
Table 1. Furthermore, the error in the optimised dispersion 
coefficients (i.e. the difference between the optimised value 
and that used to generate the synthetic data) for BTCS and 
IQ is very close to the value given by the numerical diffusion 
coefficient in the table (~ 0.5 m2/s, using the synthetic value 
of velocity). In other words, the presence of numerical diffu-
sion means that a smaller physical dispersion coefficient than 
the synthetic value is required to fit the model to the data.

For Pe > 5, optimised dispersion coefficients for all the 
methods diverge from the synthetic value. Those from 
CN, M and BTCS show a small increase from the value 
in the lower Pe range whilst those from IQ and Q show a 

Table 2  Non-dimensional 
numerical properties and 
optimised velocities for first 
data set (synthetic velocity of 
0.225 m/s)

Δx (m) Advection 
number

Dispersion 
number

Peclet number BTCS CN IQ M Q

5.00 0.900 0.600 1.500 0.226 0.225 0.226 0.226 0.225
6.06 0.743 0.408 1.818 0.226 0.225 0.226 0.226 0.225
7.14 0.630 0.294 2.143 0.226 0.226 0.226 0.226 0.225
8.00 0.563 0.234 2.400 0.226 0.226 0.226 0.226 0.225
10.00 0.450 0.150 3.000 0.227 0.226 0.226 0.227 0.225
12.50 0.360 0.096 3.750 0.227 0.227 0.226 0.228 0.225
14.29 0.315 0.073 4.286 0.228 0.227 0.227 0.228 0.225
16.67 0.270 0.054 5.000 0.229 0.228 0.227 0.229 0.225
18.18 0.248 0.045 5.454 0.229 0.229 0.227 0.230 0.225
20.00 0.225 0.038 6.000 0.230 0.229 0.228 0.231 0.226
25.00 0.180 0.024 7.500 0.233 0.232 0.229 0.234 0.226
28.57 0.158 0.018 8.571 0.235 0.234 0.230 0.236 0.227
40.00 0.113 0.009 12.000 0.243 0.242 0.235 0.244 0.231

Table 3  Non-dimensional 
numerical properties and 
optimised dispersion 
coefficients for first data set 
(synthetic dispersion coefficient 
of 0.750 m2/s)

Δx (m) Advection 
number

Dispersion 
number

Peclet number BTCS CN IQ M Q

5.00 0.900 0.600 1.500 0.235 0.749 0.255 0.749 0.746
6.06 0.743 0.408 1.818 0.235 0.749 0.260 0.748 0.749
7.14 0.630 0.294 2.143 0.234 0.748 0.264 0.747 0.750
8.00 0.563 0.234 2.400 0.233 0.747 0.267 0.746 0.750
10.00 0.450 0.150 3.000 0.231 0.746 0.273 0.745 0.749
12.50 0.360 0.096 3.750 0.228 0.743 0.278 0.744 0.744
14.29 0.315 0.073 4.286 0.226 0.742 0.279 0.744 0.739
16.67 0.270 0.054 5.000 0.225 0.741 0.278 0.745 0.728
18.18 0.248 0.045 5.454 0.225 0.750 0.275 0.747 0.718
20.00 0.225 0.038 6.000 0.226 0.739 0.269 0.751 0.704
25.00 0.180 0.024 7.500 0.238 0.752 0.240 0.770 0.649
28.57 0.158 0.018 8.571 0.255 0.766 0.207 0.790 0.594
40.00 0.113 0.009 12.000 0.316 0.827 0.032 0.854 0.332
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substantial decrease from the value in the lower Pe range. 
In both cases, the divergence increases with increasing Pe.

In order to aid the interpretation of these results, Figs. 6 
and 7 show composite plots (i.e. results from all 5 meth-
ods) of the simulated concentration profiles for two values 
of Pe, namely, 6 and 12, respectively. The downstream syn-
thetic concentration profile is also shown. For the lower 
Pe case, there is little difference between the simulated 
profiles and they all match the synthetic profile well. 
This reflects the relatively low modelling errors shown in 
Fig. 4 (described earlier). In contrast, Fig. 7 shows that, 
to a greater or lesser extent, all 5 simulated profiles are 
distorted, being characterised by a reduced amplitude 
(compared to the synthetic profile), a little more spread-
ing (particularly on the rising limb) and an oscillation on 
the trailing edge. Such behaviour is caused by numerical 
dispersion, as described earlier (see Fig. 1).

Table 4 shows the coefficients of numerical dispersion, 
obtained using the formulae in Table 1, for four values of Pe 
from the range covered in the optimisations. Clearly, these 
coefficients increase with increasing Pe for all schemes, and 
they are significantly larger for Pe = 12 than for Pe = 6. Fur-
thermore, the degree of distortion of the simulated profiles 
in Fig. 7 (for the higher Pe case) mirrors the magnitude of the 
numerical dispersion coefficients. Thus, the ranking order 
of the degree of distortion is similar to the ranking order 
of the coefficients of numerical dispersion. For example, 
the errors in the peak concentrations are − 8.6%, − 9.2%, 
− 12.0%, − 12.4%, − 13.5% for Q, IQ, CN, BTCS and M, 
respectively.

For CN and M in the higher Pe range the generally larger 
dispersion coefficient than the synthetic value (see Fig. 5 and 
Table 3) helps to damp out the oscillation, but sacrifices the 
fit around the peak of the profile. Of course, the optimisation 
finds the combination of velocity and dispersion coefficient 

Fig. 5  Variation of optimised 
dispersion coefficient with 
Peclet number for first data set 
(synthetic dispersion coefficient 
of 0.750 m2/s—indicated by 
dashed line)
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Fig. 6  Simulation results for 
five numerical methods using a 
space step of 20 m and a time 
step of 20 s for first data set 
(synthetic dispersion coef-
ficient of 0.750 m2/s, synthetic 
velocity of 0.225 m/s, Peclet 
number = 6.0)
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that gives the best fit considering the whole profile. In these 
cases where the optimised dispersion coefficient is larger 
than the synthetic value, artificial mixing arises from the fit-
ting of the model to the distorted profile and so is related to 
the presence of numerical dispersion rather than numerical 
diffusion. Similarly for BTCS, and allowing for the numeri-
cal diffusion it contains, some additional physical dispersion 
(compared to the lower Pe range) is helpful in damping out 
the oscillations in the higher Pe range leading to a better fit 
to the whole concentration profile. Although the presence 
of numerical dispersion influences the optimised dispersion 
coefficient via model fitting to the distorted profile (simi-
larly to CN and M), in these BTCS cases artificial mixing is 
dominated by the presence of numerical diffusion.

The results from IQ and Q in the higher Pe range display 
smaller oscillations than the other three methods which ena-
bles the optimisation to find better fits to the synthetic profile 
(see Fig. 4), but the dispersion coefficients are too small 
suggesting that additional numerical errors become signifi-
cant in the higher Pe range. Regarding Q, it is interesting 
that the profile in Fig. 7 shows a distortion, yet according to 
Table 1 the method contains no numerical dispersion. Simi-
larly, the optimised dispersion coefficients are very small 
(implying that numerical diffusion is present), in contrast 
to the result in Table 1. It seems very likely, therefore, that 

higher-order truncation error terms than the second and 
third spatial derivatives are playing a significant role. Such 
higher-order terms were not included in the modified equa-
tion analysis because usually the second and third spatial 
derivatives are the dominant terms for numerical diffusion 
and numerical dispersion, respectively. Since even trunca-
tion error terms are associated with numerical diffusion 
(Szymkiewicz 2010), the source of this numerical diffusion 
in Q is likely to be the 4th spatial gradient term. The trend 
of the IQ results in Fig. 5 in the higher Pe range is similar to 
that of Q, reflecting their common basis (quadratic upstream 
interpolation of control volume face concentrations). So it 
seems that higher-order truncation error terms affect the IQ 
results also, but of course in this case numerical errors from 
the second and third spatial derivatives are also present (see 
Tables 1 and 4). However, the latter is much smaller than for 
the other implicit methods (see Table 4), as reflected in the 
modelling errors shown in Fig. 4.

IQ and Q may also be affected by the CN treatment of the 
first computational cell next to the upstream boundary. This 
will introduce a little numerical dispersion, and the effect 
will be greater for the higher Pe case than for the lower Pe 
case because (a) the CN method contains more numerical 
dispersion in the former than in the latter (see Table 4) and 
(b) there is a greater ratio of affected computational cells 

Fig. 7  Simulation results for 
five numerical methods using a 
space step of 40 m and a time 
step of 20 s for first data set 
(synthetic dispersion coefficient 
of 0.750 m2/s, synthetic velocity 
of 0.225 m/s, Peclet num-
ber = 12.0)
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Table 4  Coefficients of 
numerical dispersion evaluated 
using the formulae in Table 1

Δx (m) Advection 
number

Dispersion 
number

Peclet number BTCS CN IQ M Q

5.00 0.900 0.600 1.500 − 0.2 − 1.3 0.5 − 2.6 0
10.00 0.450 0.150 3.000 − 3.0 − 4.2 − 0.27 − 6.8 0
20.00 0.225 0.038 6.000 − 14.5 − 15.7 − 3.0 − 21.1 0
40.00 0.113 0.009 12.000 − 63.8 − 65.0 − 14.8 − 77.6 0
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to unaffected computational cells in the former than in the 
latter (1 to 5 compared to 1 to 11). However, simulations of 
an initial value problem (for which the upstream boundary 
concentration was zero for all time) using Q under similar 
numerical conditions also showed some oscillatory behav-
iour. So the source of the numerical dispersion appears to be 
a truncation error term (probably the 5th spatial gradient).

We have not investigated the cause of the underestimation 
of the dispersion coefficient for Q and IQ in the higher a Pe 
range any further because in practice there is little point in 
using these (or any) methods under conditions when oscil-
lations affect simulations. Better to decrease Pe so that arti-
ficial mixing, stemming from the second, third or higher 
spatial derivatives in the truncation errors is reduced to 
acceptable limits.

Optimised dispersion coefficient and velocity results from 
the second set of synthetic data showed very similar pat-
terns of results to those from the first data set. The degree 
of similarity was investigated by computing the ratio of the 
estimated parameters to the corresponding values used to 
generate the synthetic data. Example results (for 4 Pe values) 
for the dispersion coefficients are shown in Tables 5 and 6 
for the first and second data sets, respectively.

As well as highlighting differences between optimised 
values from the 5 numerical methods, the identical results 
in the two tables highlights the way in which the non-
dimensional numerical properties, rather than the individual 
parameter values, control the behaviour of the numerical 
solutions. As might be expected from the velocity results 
shown earlier, the ratios of optimised to synthetic velocity 
values were much closer to unity than for the dispersion 
coefficients for all the methods over the range of Pe used (for 
both synthetic data sets).

Overall, the dispersion coefficient results cast doubt on 
the reliability of obtaining them by optimising numerical 

models of the AD-Model unless due attention is paid to the 
characteristics of the numerical method and the numerical 
properties under which the models are applied. In particu-
lar, the presence of artificial mixing needs to be taken into 
account. Optimised dispersion coefficients will be underes-
timated in the presence of numerical diffusion (very signifi-
cantly in some cases) and will be overestimated (but not sig-
nificantly) in the presence of numerical dispersion, assuming 
numerical diffusion is absent.

Conclusions

Five different numerical methods were applied to synthetic 
solute concentration data under the same grid resolutions 
and non-dimensional numerical conditions, and optimised 
dispersion coefficients and velocities were obtained. The 
ranges of advection number, dispersion number and Peclet 
number covered were 0.900–0.113, 0.600–0.009 and 
1.5–12.0, respectively. For Pe < 5, using the optimised dis-
persion coefficients and velocities, all the numerical methods 
were able to simulate the synthetic data well (sum of squared 
errors being < 0.01 μg2/l2 and with little visual difference 
between synthetic and simulated concentration profiles), 
but simulations were increasingly inaccurate as Pe increased 
beyond 5. However, optimum model fits to the synthetic data 
were only achieved by adjusting, to greater or lesser extents, 
the velocity and dispersion coefficient to accommodate the 
presence of numerical errors. Differences between the opti-
mised and synthetic velocity values were typically less than 
2% for Pe < 5, but increased to about 8% for Pe = 12. The 
methods yielded a range of optimal values of the dispersion 
coefficient some of which were significantly different to the 
value used to generate the synthetic data. The behaviour 
of the methods was generally consistent with the known 

Table 5  Non-dimensional 
numerical properties and 
ratio of optimised dispersion 
coefficients to synthetic 
dispersion coefficient for the 
first data set

Δx (m) Advection 
number

Dispersion 
number

Peclet number BTCS CN IQ M Q

5.00 0.900 0.600 1.500 0.314 0.999 0.340 0.998 0.995
10.00 0.450 0.150 3.000 0.308 0.994 0.364 0.993 0.998
20.00 0.225 0.038 6.000 0.301 0.985 0.359 1.001 0.939
40.00 0.113 0.009 12.000 0.421 1.103 0.043 1.139 0.443

Table 6  Non-dimensional 
numerical properties and 
ratio of optimised dispersion 
coefficients to synthetic 
dispersion coefficient for the 
second data set

Δx (m) Advection 
number

Dispersion 
number

Peclet number BTCS CN IQ M Q

5.00 0.900 0.600 1.500 0.314 0.999 0.340 0.998 0.995
10.00 0.450 0.150 3.000 0.308 0.994 0.364 0.993 0.998
20.00 0.225 0.038 6.000 0.301 0.985 0.359 1.001 0.939
40.00 0.113 0.009 12.000 0.421 1.103 0.043 1.139 0.443
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presence of artificial mixing, caused by numerical diffusion 
and/or numerical dispersion, in them. In this regard, numeri-
cal diffusion in Backward-Time/Centred-Space and Implicit 
QUICK reduced the optimised dispersion coefficient from 
0.75 m2/s to about 0.25 m2/s for Pe < 5, whilst optimisations 
with Crank–Nicolson, MacCormack and QUICKEST, which 
contain no numerical diffusion, produced reliable optimised 
dispersion coefficients in this Pe range. For Pe > 5 the simula-
tions from all five methods were affected by an oscillatory 
distortion which became more prominent with increasing 
Pe, this being generally consistent with the known presence 
of numerical dispersion in the methods. In this higher Pe 
range optimised dispersion coefficients for Crank–Nicolson, 
MacCormack and Backward-Time/Centred-Space increased 
a little from the values in the lower Pe range due to the fit-
ting of the distorted simulated concentration profile to the 
whole synthetic one, whilst those from Implicit QUICK and 
QUICKEST showed a substantial decrease from the value 
in the lower Pe range due to numerical diffusion. It was sug-
gested that results for these two methods were affected by 
numerical errors from higher-order truncation error terms 
than the second and third spatial derivatives.
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Appendix 1

See Figs. 8 and 9.

Fig. 8  Computational grid 
for a finite difference method: 
information at the nodes is 
used directly to express solute 
concentration derivatives
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Appendix 2

Following Szymkiewicz (2010), the modified equation 
approach aims to write a numerical method in the following 
form:

where φt, represents the first temporal concentration deriva-
tive and φx, φxx and φxxx represent the first, second and third 
spatial concentration derivatives. Dn and En are termed the 
coefficients of numerical diffusion and numerical dispersion, 
respectively. Only advection is considered because it is only 
truncation errors emanating from the first temporal and first 
spatial derivatives that contribute to the second and third 
spatial derivative terms in Eq. (28). By using Taylor series 
expansions to express a nodal concentration in terms of a 
neighbouring nodal concentration that is typically separated 
from it by one space step (Δx) or one time step (Δt), the fol-
lowing expressions can be obtained for the five numerical 
methods used in the paper.

Backward-Time/Centred-Space

Crank–Nicolson

Implicit QUICK

(28)�t + ��x = Dn�xx + En�xxx +⋯

(29)�t −
Δt

2
�tt +

Δt2

6
�ttt + �

(

�x +
Δx2

6
�xxx

)

+⋯ = 0

(30)
�
t
+

Δt

2
�
tt
+

Δt2

6
�
ttt

+ �

(

�
x
+

Δx2

6
�
xxx

+ Δt�
tx
+

Δt2

2
�
ttx

)

+⋯ = 0

(31)�t −
Δt

2
�tt +

Δt2

6
�ttt + �

(

�x +
Δx2

24
�xxx

)

+⋯ = 0

MacCormack

QUICKEST

where c is the advection number, as previously defined 
(Eq. 8). Note that the time-centred methods contain cross-
derivatives (φxt, φttx, φxxt) as a result of the need to express 
everything in terms of a concentration and its derivatives 
at the same node. This involves using Taylor series expan-
sions of concentration derivatives in exactly the same way 
as Taylor series expansions are used to express concentra-
tions. Finally use is made of the following relationships, 
obtained by differentiating the advection equation (Szym-
kiewicz 2010), to replace all temporal derivatives and 
cross-derivatives:

The analysis is completed below for two of the methods.
Implicit QUICK

(32)
�
t
+

Δt

2
�
tt
+

Δt2

6
�
ttt
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(

�
x
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6
�
xxx

)

+
c

2

(

Δx�
xt
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Δx2

2
�
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+
ΔtΔx

2
�
xtt

)

+⋯ = 0

(33)

�t +
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2
�tt +

Δt2

6
�ttt + �

(

�x −
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2
�xx +

Δx2

6
c2�xxx

)

+⋯ = 0

(34)�tt = �2�xx

(35)�ttt = −�3�xxx

(36)�tx = �xt = −��xx

(37)�xxt = −��xxx

(38)�ttx = �xtt = �2�xxx

Fig. 9  Computational grid for a 
finite volume method: advective 
and dispersive solute fluxes 
passing through the control vol-
ume faces are interpolated from 
information at the nodes
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Equation (31) becomes:

Thus:

MacCormack
Equation (32) becomes:

Thus:

Appendix 3

The algorithm for any implicit method involving three 
unknown nodal concentrations surrounding the jth node 
can be written in the following form:

where α, β and γ are constant functions of time step, space 
step, velocity and dispersion coefficient, δj is a spatially var-
ying function of time step, space step, velocity, dispersion 
coefficient and known concentration values (at time level, n) 
and φj−1, φj and φj+1 are unknown concentrations (at time 
level n + 1). Letting j = 2 represent the first internal node and 
recognising that φ1 is known from the upstream boundary 
condition, Eq. (39) can be written as:

where p2, q3 and r2 are functions of α, β, γ, δ2 and φ1. For 
j = 3, Eq. (39) can be written as:
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(39)��j−1 + ��j + ��j+1 = �j

(40)p2�2 + q3�3 = r2

(41)p3�3 + q4�4 = r3

where φ2 has been eliminated using Eq. (40). Repeating this 
process for successively increasing j, we eventually obtain:

where φm is the known concentration at the downstream 
boundary (at time level n + 1) and pm−1, qm and rm−1 are 
given by:

The solution is summarised by the following three 
steps, which are repeated for every time step:

Calculate α, β, γ and, for j = 2 to m − 1, δj: then calculate 
p2 (= β), q3 (= γ) and r2 (= δ2 − αφ1).
Undertake a forward sweep: for j = 4 to m − 1 calculate 
pj−1, qj and rj−1 [using Eqs. (43)–(45)].
Undertake a backward sweep: for j = m − 1 to 2 calcu-
late φj [using Eq. (42)].

It is straightforward to derive a similar solution for an 
implicit method containing a fourth unknown nodal con-
centration (e.g. φj−2 needs to be included in Eq. (39) for 
Implicit QUICK) assuming that both the boundary value 
and the value at the first interior node are known. In this, 
Eqs. (42) and (44) remain the same, but Eqs. (43) and (45) 
are modified.
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